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Computer Aided Optics Manufacturing

Harvey Pollicove, Don Golini and Jeff Ruckman
Center for Optics Manufacturing
University of Rochester

Abstract
Flexibility and time-based performance are just two of the measures that

differentiate manufacturers in the aggressive environment of global competition.
In most industries, computer numerically controlled machining centers are
considered a basic necessity in the battle to maximize flexibility, increase speed and
achieve the consistent perfection required by today’s quality-conscious buyer.
But, while computer-assisted machining has been readily available in most
industries, it was not an option for optics manufacturers until recently. In 1993,
the computer-controlled Opticam® equipment developed at the Center for Optics
Manufacturing became commercially available. Today Opticam® machining
centers are eliminating the specialized tooling, long cycle times and special craft
skills required with conventional equipment.
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Flexibility and time-based performance are just two of the measures that differentiate
manufacturers in the aggressive environment of global competition. In most industries,
computer numerically controlled machining centers are considered a basic necessity in
the battle to maximize flexibility, increase speed, and achieve the consistent perfection
required by today's quality-conscious buyer. But, while computer-assisted machining has
been readily available in most industries, it was not an option for optics manufacturers
until recently. In 1993, the computer-controlled Opticam® equipment developed at the
Center for Optics Manufacturing (COM) became commercially available. Today,
Opticam® machining centers are eliminating the specialized tooling, long cycle times and
special craft skills required with conventional manufacturing equipment.

Under the sponsorship of the American Precision Optics Manufacturers Association
(APOMA) and the U.S. Army Materiel Command, the Center is developing computer-
aided machining centers and deterministic microgrinding techniques to automate optics
manufacturing. Using Opticam® technology, precision optics can be produced faster, and
with consistent precision. These accomplishments have been recognized by the
Department of Defense (DoD) Manufacturing Technology Achievement Award and the
industry's Photonics Circle of Excellence Award. COM's most important commendation
has been Opticam®'s immediate industry acceptance and high implementation rate.

Opticam® computer-aided technology maximizes optics manufacturing flexibility and
improves productivity. Trials by APOMA industry members, who use their own
production parts to directly compare their in-house manufacturing time to Opticam®
process time, routinely achieve cycle time reductions of 50% and decrease lead times
even more dramatically. Specialized tooling is eliminated, process times are substantially
reduced, and yields are dramatically improved. It is not unusual to attain 100% yields on
trial lots, which are run by CNC machine operators, not skilled opticians.
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Forecasting that future products will have more rigorous specifications, need more
difficult shapes, require higher quality, and that customers will demand shorter delivery
times is easy. Future business success is more difficult to predict, but a critical factor will
be the technology chosen to meet the ever-increasing demands of the ever-more
discriminating customers. The choice for the optics manufacturer is clear: continue using
high-cost, non-deterministic, labor-intensive conventional processes; or implement cost-
effective deterministic processes using computer-aided manufacturing technology.

Computer Integrated Manufacturing

Center development initiatives are redefining the manufacturing and competitive
capabilities of the precision optics base. COM's development approach is much more
comprehensive than simply performing isolated research or building new machine tools.
COM's consortium effort has established an industry-designed, agile enterprise system. It
is a systems approach that incorporates computer-aided concurrent engineering
techniques to intelligently integrate the activities essential in optical design, engineering,
manufacturing and distribution.

Concurrent Engineering Agile Manufacturing
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Opticim® integrates both the operational and production needs of the manufacturing
enterprise. The system will replace today's isolated design decisions and enable industry
concurrent engineering. It will also accommodate above-the-shop-floor operations
which provide the input and feedback needed to manage the enterprise. Opticim® is DoD
CALS (Continuous Acquisition and Life-cycle Support) compatible and increases the
effectiveness and capability of flexible automation.

Consortium-developed computer-aided procedures, knowledge-based instruction sets, and
software modules have been combined into a system that integrates the activities
performed during the design and manufacture of an optical device. A COM-industry
created standardized Optical Design Data File provides the lens design parameters
needed by the system to automate the generation of manufacturing and management data.
It supplies all the information needed to process the part, including part set-up, tools, and
the NC (numerical control) machining instructions. Parts can be designed, engineered
and manufactured in real-time, or process information can be stored in a database to be
later retrieved and downloaded to the machine controller. :

Integrating Computer-aided design (CAD) and Computer-aided manufacturing (CAM)
technology automates the fabrication process. Machine accuracy, on-board metrology
and closed loop controls replace labor-intensive processes that previously required skilled
hand-operations. Computer numerically controlled machining centers have the capability
to produce lenses with levels of surface roughness and subsurface damage so low they do
not require final polishing in many non-imaging and infrared optical applications. Lens
grinding accuracy and the reduction of grinding damage are improved by a factor of ten
over conventional processes.

A robotic tool changer provides the flexibility to perform a variety of surfacing, edging,
and centering operations. This additional flexibility is especially critical when the optical
axis and outside part geometry are closely toleranced. Furthermore, automated metrology
and closed-loop feedback control allow in-process correction and statistical process
control is used to automatically flag process drift and reject conditions. The machine
resident quality management system can also provide hardcopy inspection data without
additional off-line labor. Opticam® machines eliminate the need for specialized optician
skills and dedicated tooling, permitting inexpensive and rapid prototyping.

Deterministic Microgrinding :
The expanded capabilities of Opticam® equipment result in'a repeatable and predictable
regime for machining brittle materials. The computer-controlled deterministic

microgrinding process demonstrates a very high level of form accuracy (A/2 peak-to-
valley) and surface finish (<100A rms). Application of deterministic microgrinding

COM94.D0C 3
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technology to spherical lens production significantly improves industry competitiveness
in the short term. The process takes about ten (10) minutes per surface and is
unprecedented in its success.

Continuing COM developments will sustain those gains in the long term as the
deterministic microgrinding process is optimized for a wide range of application to other
optical and brittle materials. COM intends to build on these breakthroughs and extend
deterministic microgrinding to the development of a family of computer numerically
controlled machining centers. This will include micro-optics, cylinders, toroids and
aspheres. Each machining center will evolve through concept development, design,
component subsystem purchase and assembly, system level assembly and prototype
machine acceptance testing and feasibility demonstration. These machines will automate
the production of the full spectrum of refractive and reflective optics.

R

Magnetorheological Finishing: Spindle mounted optic is polished in
the abrasive slurry supported by the
compliant MR “fluid lap."”

BT

Magnetorheological Finishing

In parallel, a revolutionary new concept in precision polishing called magnetorheological
finishing (MRF), is being developed and integrated with Opticam® machining centers.
MREF, in concert with deterministic microgrinding, has the potential to finish optical
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surfaces in minutes and to eliminate the conventional iterative pitch polishing process
that uses skilled-labor and rigid laps.

MRF technology provides a deterministic surface finishing solution with computer
control and an independence from specialized tooling. The process is best understood by
thinking of the MR (magnetorheological) fluid as a compliant replacement for the
conventional rigid lap in the loose abrasive grinding or polishing process. The
magnetorheological fluid's shape and stiffness can be manipulated and controlled in real-
time, allowing its application to any optical element geometry. It has notable application
advantages when compared to the non-deterministic pitch or synthetic polishing process.

The Center plans to develop magnetorheological finishing techniques for all optical
surfaces, regardless of symmetry, geometry, or slope variation. After process variables
are determined, a computer algorithm will control the specific radial position and material
removal function to accurately dictate the final surface shape. MRF will provide the
capability to finalize the microground surface to pristine finish, figure and form. The
combination of Opticam® deterministic microgrinding and magnetorheological finishing
will redefine the manufacturing capabilities and competitive dimension of the precision
optics industry.

Manufacturing Sciences

Underpinning these machining and finishing efforts, is a comprehensive manufacturing
science and process technology development program designed to develop the tooling,
techniques, material science, and metrology required to advance the precision optics
industry. These tasks are being addressed by a manufacturing science consortium that
includes the collaborative efforts of the University of Rochester and regional
development centers at the University of Arizona's Optical Sciences Center, the
University of Central Florida's Center for Research ‘in Electro-Optics and Lasers
(CREOL), several APOMA industrial members, and includes CRADAs (Cooperative
Research and Development Agreements) with Lawrence Livermore and Los Alamos
National Laboratories.

The primary objective of the manufacturing science program is to improve and extend
industry manufacturing capabilities and optimize productivity. The near term goal is to
establish manufacturing science basics that optimize current technology, while several
program initiatives offer new approaches and solutions. The newest of these is the ARPA
(Advanced Research Projects Agency) managed Active Vibration Cancellation program
that will improve surface microroughness by applying active vibration cancellation
technology that can sense and compensate for undesired vibration-induced errors at the
cutting tool-part interface.

COM94.D0C 5
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Another proposed program will develop an optical/electrical/mechanical fabrication and
assembly system that can efficiently mass produce products that incorporate elements
from each of several now independent engineering disciplines. Integration of the current
stand-alone optical, mechanical, and electronic system and manufacturing infrastructures
will provide the springboard for the creation of a new optomechatronics industry. Special
challenges will include fabricating small, fragile components that require complex
automated assembly to achieve the desired optical performance. This new assembly
concept will include advanced manufacturing system design tools and state-of-the-art
flexible assembly techniques that require new concepts of automation and control.

COM manufacturing science focus areas relate to the exploration of the complex
interactions between material characteristics, properties, environmental conditions, and
machining parameters for a wide range of brittle materials. To realize the full advantage
of the computer integrated manufacturing environment, a database must be generated to
enable real-time, rule-based process control for these more efficient machines. The long
term goal is to constantly develop new optics manufacturing technology and maximize
industry potential - a continuous improvement program for the optics industry.

Enabling Technology Implementation

COM's focused cooperative alliance is forging the optics manufacturer’s course for
modernization and continuous improvement. COM enabling technologies and
modernization support will facilitate efforts to establish a competitive advantage in the
global market and extend commercial opportunities. Computer-aided manufacturing
technology offers significant economic advantage over current methods and will ensure
the availability of competitive production processes that support the introduction of new
commercial and military optical products. COM will continue to develop breakthrough
advances to extend the state-of-the-art and bring new capabilities to the factory floor.

Industry implementation is the only hallmark of development success. To promote
implementation, COM's Optimod program provides industry participants with the
opportunity to determine firsthand how business challenges can be cost-effectively
managed through the adoption of COM technologies. Industrial participants tryout newly
developed manufacturing technology at the Center's User Laboratory, using their own
parts and technical staff (who receive hands-on training during the visit). This
unprecedented approach reduces industry's implementation risk and allows industry
participants to actually project savings before capital commitment.
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Industry Modernization

COM projects are governed by two mandatory rules: the need for and development of the
technology project must be supported by industry; and the continuous and rapid transfer
of technology to industry must be assured. The Center's most effective asset in meeting
these objectives is its consortium alliance of experts from industrial, academic, and
government organizations. These experts are proven leaders in optics manufacturing, and
bring extensive insight and experience to the modernization process. They include
scientists, engineers and practitioners - all APOMA industry and academic members -
that accelerate the process of technology development, transfer, and implementation.

COM's model approach has been extremely successful at establishing a strategic
partnership between industry, universities, and government that is providing the
teamwork necessary to accelerate industry modernization. Drawn from this expert group
is COM's Manufacturing Advisory Board (MAB), a cross-section of industry managers
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that are the ultimate technology end-users. The MAB helps define industry needs and
ensures that developments are cost effective and manufacturer usable. The U.S. Army
provides substantial support through the Army Research, Development and Engineering
Center (ARDEC) for both development and modernization projects.

UNIVERSITIES

COM has provided a framework for defining manufacturer usable research, development,
and education that will maximize manufacturing -efficiencies, expand product
possibilities, and redefine business opportunities. The consortium fosters cooperation
and understanding among APOMA industry members, universities, and government.
COM's revolutionary systems approach is determining the optics industry's course for
continuous improvement by providing the infrastructure that will speed implementation.
These advantages and opportunities will propel the optics industrial base into the 21st
century.
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Lithographic News Ink Consisting of 100% Vegetable Oil and Pigments

Marvin O. Bagby and Sevim Z. Erhan
Oil Chemical Research, USDA, ARS, NCAUR, Peoria, Illinois 61604

ABSTRACT

A technology has been developed for preparing ink vehicles using vegetable oils in
the complete absence of petroleum. From these vehicles, lithographic news-inks have been
formulated over the complete range of viscosities required by the industry by adding
appropriate pigments. The inks were evaluated for performance and quality characteristics
and compared with the Newspaper Association of America (NAA) soyoil-petroleum
formulation. Our vehicles are exceptionally light colored, thus inks may be formulated by
using lesser amounts of pigments. Most ink formulations have low ruboff characteristics.
Those tested on NAA pilot plant offset commercial press showed the desirable hydrophobic
and emulsion characteristics, less than normal buildup on the various contact points and easy
press cleanup. This technology should be cost competitive with petroleum-based inks with
similar quality factors. Inks prepared by the technology have been evaluated for their
potential biodegradation. Commercial news inks consisting of vehicles prepared with
petroleum resin base and either mineral oil or soybean oil solvents were used for
comparison. Results showed that pigments slowed the degradation of the ink vehicles.
However, the USDA inks degraded faster and more completely than either of the petroleum
resin-based commercial inks. Degradation averaged 80, 30 and 16%, respectively, for soy,
partial soy and mineral oil vehicles.



United States agriculture produces over 16 billion pounds of vegetable oils each year.
These domestic oils are extracted from the seeds of soybean, corn, cotton, sunflower, flax
and rapeseed. Although more than 12 billion pounds of these oils are used for food products
such as shortenings, salad and cooking oils and margarines, large quantities serve feed and
industrial applications. The latter, representing about 300 million pounds of soybean oil,
include applications such as plasticizers, emulsifiers, surfactants, plastics, resins and the
recent new market for soybean oil in lithographic inks (40 million pounds annually, Private
communication, American Soybean Association). Research and development approaches
frequently take advantage of natural physical or chemical properties of the oils or their major
constituent fatty acids. However, more often it is advantageous to modify those properties
for specific applications. The latter approach has provided a variety of products, obtained by
microbial and chemical modifications [1]. One example is the preparation of ink vehicles
using vegetable oils in the complete absence of petroleum. From these vehicles, lithographic
news-inks have been formulated over the complete range of viscosities required by the
industry by adding appropriate pigments. The technology has been demonstrated with
several vegetable oils to include a broad range of Iodine Values and representative fatty
acids. This technology is cost competitive with petroleum-based inks with similar quality
factors.

The following describes the preparation and properties of the vehicles and the
lithographic newsinks.

SOYBEAN OIL INKS

Soy inks, alternatives to conventional petrochemical based inks, were developed by
the Newspaper Association of America (NAA, formerly the American Newspaper Publishers
Association, ANPA) and introduced to the marketplace in 1987 when the Cedar Rapids
Gazette (Towa) printed the first press run. This soy-petroleum-hybrid technology, consisting
of about 35 to 50% degummed soybean oil, 20 to 25% petroleum resin and pigments [2], has
enjoyed rapid acceptance by the newspaper publishers industry, especially so for the colored
inks. However black inks formulated by the NAA technology were not cost competitive
with typical offset news inks. Because the technology consists of a direct substitution of
soybean oil for the mineral oil portion of the vehicle (entraining and dispersing agent for the
pigments and other solid substances), other oils of similar fatty acid composition should be
directly interchangeable. In fact, some formulators have prepared inks containing mixtures
consisting of soybean and corn oils. Economic considerations and marketing strategies
govern the final selection for applying that technology. Since then at the request of NAA
and the American Soybean Association, USDA developed a technology in which the vehicle
is totally derived from vegetable oils (3-6). Although soybean oil was emphasized because of
dependable supply and economic factors, this new technology was demonstrated with several
commodity oils. Those oils selected provide a broad range of iodine values and
representative fatty acids consisting of saturated, mono-unsaturated, di-unsaturated and tri-
unsaturated acids. Besides elimination of petroleum, this technology permits formulation of
inks over a desirable, broader range of viscosity and is cost competitive with conventional



offset news inks. Further, inks formulated with this technology have low rub-off
characteristics equal to those formulated and marketed as low rub inks (4). The following
discusses the development and the characteristics of that technology.

We selected alkali refined canola, cottonseed, soybean, sunflower and safflower oils
to demonstrate the technology [3,6]. Alkali refining removes the gums, waxes and free fatty
acids. The presence of anyone of these materials will interfere with the desirable
hydrophobic characteristics of the vehicle and the ultimate ink formulation.

This hydrophobic characteristic deserves further comment. The off-set printer plate
or cylinder consists of two distinct areas. One area has been rendered hydrophobic (image
area) while the non-image area is hydrophilic. Thus, the off-set printing process involves a
two phase system consisting of an oil phase (the ink) and aqueous phase (the fountain
solution). During the printing process, these phases must not form stable emulsions, or they
will not separate properly on the printer plates. Poorly separated phases lead to smudged or
ill-defined print. Understanding of this characteristic directed our attention toward
techniques for modifying vegetable oils that would provide relatively non-polar products,
i.e., low oxygen content polymers.

The vehicles were prepared from vegetable oils by two methods [3]. In the first
method, vegetable oils were heat polymerized at a constant temperature in nitrogen
atmosphere to a desired viscosity. In the second method, the heat polymerization reaction
was permitted to proceed to a gel point, and then the gel was mixed with vegetable oils to
obtain a desired viscosity. The apparent weight average molecular weights (Mw) of both the
heat-bodied vehicles and the gels were determined by Gel Permeation Chromatography [5].

INK VEHICLE METHODS

Vehicles were prepared in a four-necked reaction flask equipped with a mechanical
stirrer. Two major methods were used in preparation of polymers. (A) Alkali-refined
vegetable oil was polymerized with stirring at 330+3°C under nitrogen atmosphere to the
desired viscosity. Some polymers prepared by this method were used directly as vehicles,
others having Gardner-Holdt viscosities as high as Zg-Z,, were admixed with low viscosity
polymers and/or unmodified, alkali-refined vegetable oil at 65-75°C in a reaction flask
equipped with a mechanical stirrer. (B) Heat bodying was continued until the oil gelled.
The reaction was discontinued at the transition point when clumps of gel began to climb up
the shaft of the mechanical stirrer. The gel was blended in various ratios with unmodified
alkali-refined vegetable oil at 330+3°C. The heating softened the gel and promoted
blending. Agitation was continued until a smooth vehicle was obtained. The proportions of
the gel and unmodified oil determined the resultant vehicle viscosities.

The viscosities and color of the vehicles were established by ASTM D-1545-63
(Gardner-Holdt Bubble) and ASTM D-1544-63 (Gardner Color Scale). The apparent Mw
was determined by Gel Permeation Chromatography as tetrahydrofuran solutions [5]. For
more detailed description of experimental approaches see References 3-6.



INK RESULTS AND DISCUSSION

The vehicles that we prepared typically had viscosity values in the range of G-Y on
the Gardner-Holdt Viscometer Scale or about 1.6-18 poises [7]). These viscosities
correspond to apparent weight average molecular weights (Mw) of about 2600-8900 [S]. As
the oils are heated, they undergo polymerization and isomerization reactions. Thus,
molecular weights and viscosities increase. The more highly unsaturated oils containing
greater amounts of linoleic and linolenic and having the higher 1.V., of course, react more
rapidly.

Triglyceride, consisting of three fatty acids at which addition may occur, introduces
the possibility of forming very complex structures and very large molecules. Thus, the
reaction time necessary to reach a desired viscosity depends on mass, structure of the
reactants, rate of heat transfer and agitation (8). Gelling times for safflower (I.V. = 143.1),
soybean (I.V. = 127.7), sunflower (I.V. = 133.4), cottonseed (I.V. = 112.9) and canola
(I.V. = 110.2) oils were 110, 255, 265, 390 and 540 min, respectively. Their respective
polymerization rates (K X 103) at 330+3°C were 17.23, 11.02, 7.07, 3.21 and 2.14 [8].
The use of catalyst shortens the heating time by about 25 to 50% or can lower the
polymerization temperature by 25-30°C. Although iodine values of cottonseed and canola oil
are similar, canola oil with its high oleic acid content. reacts more slowly and requires a
longer time to gel. For comparison purposes, corn oil, with an I.V. of about 127 and an
abundance of linoleic (62%), reactivity should closely parallel those responses shown for
soybean and sunflower oils. Heat-bodied oils of different viscosities can be blended to
produce a desired vehicle viscosity. Gels can, also, be blended with unmodified oils to give
appropriate characteristics.

Vehicles, prepared by these technologies, are compatible with pigments for producing -
the four colors commonly used in the newspaper printing industry; namely, black, cyan, :
magenta and yellow. These vehicles are characterized by an exceedingly light coloration.
Except for canola, they have values on the Gardner Color Scale of about 6 or less and
typically are in the range of about 2-4. This property permits some reduction in the amount
of pigment required for colored inks as compared to the pigment levels required by the much
darker commercial vehicles [2,3] having Gardner Color Scale values of about 14 and greater.

Properties of ink formulated with soybean, cottonseed, canola, safflower and
sunflower oils are characterized by viscosities in the range of 5 to 46 poises and by tack
values of about 2 to 7 gram-meter (g-m). The typical viscosity for a black lithographic
newsink is in the range of about 13 to 24 poises and about 5 to 12 poises for a black
letterpress newsink. Tack values for lithographic inks are about 3.5 to 4.8 g-m and about
2.6 to0 3.4 g-m for letterpress. The thickening effect of the pigment on the base vehicle
should be considered when preselecting a vehicle viscosity. Because of the vehicle system
we use [3], it is fairly easy to tailor the viscosity and tack values of the formulated inks.
These inks, with a large range of viscosities and tack values, are suitable for both letterpress
and lithographic applications. A variety of additives may be formulated into the inks
including driers, lubricants, antioxidants and the like.



The water take up for lithographic ink performances was also tested, and the range of
20-30% water take up was well within the acceptable range of 20-36% [9]. Inks having
these properties were also characterized by acceptable or superior ruboff values. The
majority showed blackness of less than 6% after 2 hr, thus they demonstrate good rub
resistance. With one exception, all formulations tested had ruboff values lower than that
formulated by NAA’s technology.

Properties of yellow, blue and red inks also meet the industrial standards. The
addition of up to 5% thickening agent and/or optical brightener is an option but not a
necessity for our color ink formulations. Elimination of the hydrocarbon resin from the
vehicle results in significant savings for both black and colored inks. In addition, some
reduction of pigment for colored inks due to the light coloring of vehicle lowers the price of
the ink further.

Although the NAA soy-hybrid ink formulations and many presumably similar
formulations have been advertised as biodegradable, until recently data regarding degradation
were unavailable. Erhan and Bagby [10] reported biodegradation data obtained by evaluating
the USDA 100% soybean oil vehicle and commercial vehicles consisting of petroleum resins
and either soybean oil (NAA formulation) or mineral oil solvents. Both monocultures and
mixed cultures of common soilborne organisms Aspergillus fumigatus, Penicillium citrinum
and Mucor racemosus during a 25-day fermentation degraded the vehicles by about 86, 63
and 21%, respectively. An ANOVA model showed that the main effect of variation was due
to duration of the fermentation and type of ink vehicle [11]. Subsequent biodegradation
studies of the same vehicles in the presence of pigments as formulated inks gave similar
results. However, the degradation was somewhat slower and less complete showing about
80, 30 and 16% degradation, respectively, in 25 days [12]. Thus, it is clearly demonstrated
that, in terms of biodegradation, the USDA soy vehicles are far superior to the NAA soy-
hybrid which, in turn, is superior to the 100% petroleum vehicle.

In 1987, 550 million pounds of letterpress and lithographic newsink were produced
according to Census of Manufacturer. If a total conversion to our soy-oil ink occurs, about
2.5 billion pounds of soybean or 500 million pounds of soy oil will be used to supply the
newsink market. That would be a significant increase over the current 300 million pounds of
soybean oil now used for nonfood commercial products. One nonexclusive license has been
awarded.

In summary, the USDA lithographic newsink technology readily satisfies the initial
requests of NAA and the American Soybean Association by being (a) cost competitive with
petroleum based inks of comparable quality characteristics, (b) completely free of petroleum
solvent or resin in the vehicle and (c) usable over a broad range of viscosity and tack by
exceeding the industry needs at both the high and low extremes. Further the ink is
formulated in the absence of volatile organic compounds and is highly biodegradable, and the
technology provides inks with the characteristics of low rub-off. During commercial printing
tests, minimal accumulation appeared on machine rollers, and these residues are soft and
easy to clean.
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ADVANCED MANUFACTURING BY SPRAY FORMING:
ALUMINUM STRIP AND MICROELECTROMECHANICAL SYSTEMS

Kevin M. McHugh
Idaho National Engineering Laboratory - g
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ABSTRACT

Spray forming is an advanced materials processing technology that converts a bulk liquid metal to a near-
net-shape solid by depositing atomized droplets onto a suitably shaped substrate. By combining rapid
solidification processing with product shape control, spray forming can reduce manufacturing costs while
improving product quality. The Idaho National Engineering Laboratory is developing a unique spray-forming
method based on de Laval (converging/diverging) nozzle designs to produce near-net-shape solids and coatings of
metals, polymers, and composite materials. Properties of the spray-formed material are tailored by controlling
the characteristics of the spray plume and substrate. Two examples are described: high-volume production of
aluminum alloy strip, and the replication of micron-scale features in micropatterned polymers during the
production of microelectromechanical systems. '

INTRODUCTION

In spray forming, liquid metal is converted to a spray of fine droplets and deposited onto a substrate or
pattern to form a near-net-shape solid. Researchers at the [daho National Engineering Laboratory (INEL) are
developing a unique approach for producing near-net-shape metals, polymers, metal matrix composites, and
polymer matrix composites [1-7]. A liquid is aspirated or pressure-fed into a de Laval (converging/diverging)
nozzle. There it contacts a high velocity, high temperature inert gas that disintegrates the liquid into very small
(~ 20 pm) droplets and entrains the droplets in a highly directed spray.

Spray deposition with de Laval nozzles typically involves transonic gas-particle flow through the nozzle
and subsonic free jet flow from the nozzle to the substrate. Momentum transfer from the atomizing gas results
in droplet velocities of about 50 m/s. Despite their short transit time to the substrate, droplets arrive in semi-
solid, solid, and undercooled states. This is due to the significant heat sink effect of the spray jet as it entrains .
large volumes of ambient gas. Droplets cool in-flight by convection at rates of 10" to 10°°C/s, as determined
from measurements of secondary dendrite arm spacings in solidified powders. Upon impacting the substrate, the
droplets weld together to form a coherent solid while releasing the remaining enthalpy by convection and
conduction through the substrate. After impact the cooling rate drops to about 1°C/s. Droplet dendrite
fragmentation at impact supplies a high concentration of nuclei that aid in structure refinement during equiaxed
grain formation. Rapid solidification also reduces segregation compared to cast materials and can offer other
property improvements by extending solid solubility. Economic advantages are inherent to the process because
the spray-formed product is near-net-shape and fewer unit operations, such as machining, forging, or rolling, are
required.

Ori-line diagnostics are used to characterize spray properties. An in-flight particle diagnostics system is
used to simultaneously measure droplet size, velocity, and temperature in the atomized plume. This system
measures particle diameters between 5 and 1,000 pm using an absolute magnitude of scattered light technique.
Velocities of 10 to 100 m/s are measured with a dual-beam laser Doppler velocimeter; particle temperature is
measured with a high-speed two-color pyrometry technique. Modeling the multiphase flow, heat transfer, and
solidification phenomena provides guidance for component design and process control.

Properties of the deposit are tailored by controlling the characteristics of the spray plume (droplet size
distribution, velocity, heat content, flux, and flow pattern) and substrate (material properties, surface finish, and
temperature). Two examples are described: high-volume production of aluminum alloy strip, and the replication
of micron-scale features in micropattemned polymers during the production of microelectromechanicalsystems.



ALUMINUM ALLOY STRIP

Currently, nearly all commercial aluminum sheet is produced by conventional ingot metallurgy (/M) hot
mill processing. Rapid solidification/near-net-shape processing by spray forming offers technical and economic
advantages. Cost savings will largely result from process simplification and the need for fewer unit operations.
In a recent technoeconomic analysis [8], industry savings of SISMM per year (10% overspray) or S27MM per
year (no overspray) were estimated for an annual production rate of 2.1 billion pounds ot spray-tormed
aluminum sheet. Energy savings for high volume strip/sheet alloys are substantial and result from eliminating
intermediate, energy intensive, hot rolling steps necessary with conventional I/'M processing. For example. each
ton of spray-formed aluminum sheet saves 4.2 X 10° Btu compared to /M processing. This amounts to a
savings of 4.4 X 10" Btwyear for the U.S. aluminum industry if 25% of current U.S. aluminum sheet production
is converted to spray forming. Technical benefits include improved metallurgical homogeneity, elimination of
macrosegregation, refined equiaxed grain structures, and improved impurity tolerance.

Strip Preparation and Properties

The approach used to produce aluminum strip on a continuous basis, depicted schematically in Figure 1,
has also been used to spray-form steel strip and metal-matrix-composite strip. The alloy to be sprayed is melted
under an inert atmosphere, superheated about 150°C, and pressure-fed into a de Laval (converging/diverging)
spray nozzle of our own design. A high-temperature, high-energy inert gas flow rapidly disintegrates the molten
aluminum into fine droplets that are entrained by the jet in a directed flow, and deposited onto a grit-blasted.
water-cooled, mild steel drum. The resultant strip is detached and hot rolled to full density. A purged nitrogen
atmosphere within the spray apparatus minimizes oxidation of the melt, surface oxidation of the strip, and in-
flight oxidation of the atomized droplets.

Nitrogen is used as the atomizing gas because it does not react with aluminum under spray conditions. A
gas-to-metal mass flow ratio (G/M) of about 0.3 is typically used, and metal mass flow rates are in the range 500
to 3000 Ib/h per inch of nozzle width transverse to the flow direction. This nozzle dimension is scaled for a
desired sheet width or mass throughput. For example, a 24 in. wide nozzle produces strip at a rate of
approximately 12,000 to 72,000 Ib/h. Overspray losses, defined as unconsolidated particulate and thin edge
trimmings, are about 9% for a bench-scale (~3/4 in. wide) nozzle, and decrease as the nozzle is scaled.

The cooling rate of droplets in 6061 aluminum spray jets was estimated by measuring the dendrite cell size
in polished/etched powders. Powder was partitioned into size bands using sieves of 300, 212, 177, 149, 125, 75,
63, 45, 38, 25, 20, 15, 10, and 5 pm. In general, dendrite cell size increased with increasing powder size,
consistent with previously published results on gas atomized aluminum alloys [9-13]. For example, the cell size
increased from about 1.8 um for a 20 um particle, to about 9 um for a 200 um particle. Cell size was found to
follow a power law relationship with powder size. Measured cooling rates (Figure 2) ranged from about 10° to
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Figure 1. Schematic of Approach for Producing Aluminum Alloy Strip.
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Figure 2. Cooling Rate of 6061 Aluminum Droplets.

substrate. The transverse cross section of 0.25 in.
thick 6061 aluminum strip shown in Figure 3 was
spray formed with a bench-

scale de Laval nozzle.

The as-deposited density
of spray-formed aluminum
strip, measured by water
displacement using
Archimedes’ principle. is 95 to
99% of theoretical.
Photomicrographs of etched as-
deposited 6061 (Figure 4a) and  Strip.

3003 aluminum (Figure 4b)

indicate a refined equiaxed microstructure with good constituent dispersion and no macrosegregation. Depending
upon conditions, average grain size is 15 to 50 um for these alloys. Figure 4c is a transverse photomicrograph
of the strip in Figure 4b after hot rolling at 450°C to 44% thickness reduction. The average grain size was
reduced by 25%.

Figure 3. Transverse Cross Section of Spray-Formed 6061 Aluminum

Room temperature tensile properties were determined for spray-formed 6061 aluminum after the samples
had been solution heat treated and precipitation hardened to yield a -T6 temper. Resuits are summarized in
Table 1.

The size distribution of overspray powders was analyzed using a Microtrac Full Range Particle Analyzer.
Typical frequency and mass distributions are given in Figure 5. The mass median diameter, area mean diameter,
and volume mean diameter of the powder were, respectively, 61 um, 51 um, and 71 pm. The geometric
standard deviation (o, = (dgs/d,)"?) was determined from the cumulative mass distribution plot to be 1.7,
indicating a narrow droplet size distribution in the spray plume. SEM analysis revealed that nearly all powder
particles were spherical. These results compare favorably with commercial aluminum powders produced by other
means.

Table 1. Tensile Properties of 6061 Al Strip.

Yield Strength, Ultimate Elastic
0.2% Offset, MPa Strength, Elongation in  Modulus,
Sample (ksi) MPa (ksi) 50 mm, % GPa
Commercial 6061-T6 277.2 (40.2) 307.5 (44.6) 12.1 70
Spray Formed and Hot Rolled” 6061-T6 306.1 (44.4) 320.6 (46.5) 7.4 77

*80% thickness reduction
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Figure 4. Microstructure of Spray-Formed Aluminum Sheet Alloys.

SPRAY FORMING MICROELECTROMECHANICAL SYSTEMS

The field of microelectromechanical systems (MEMS) is a rapidly growing, multidisciplinary research area.
A long-term goal of this research is to merge microsystems of electrical, mechanical, and magnetic components into
low-cost. highly-sophisticated control systems. Ultimately, it is believed that "smart" structures, such as embedded
sensors, actuators, and control mechanisms, will be fully integrated into a structure, giving it the ability to sense
stimuli and to take an appropriate response in a predetermined and controllable fashion [14]. Many of the potential
applications of these systems in health care, biotechnology, industrial automation, automotive systems and many
consumer products depend on the availability of a materials processing technology that will enable microminiature



parts to be produced from hard
magnetic and other specialty alloys at
low cost and at high production rates. -
At present, no such materials
‘processing technology exists.
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High aspect ratio micropatterned
polymers (MPPs) consisting of three-
dimensional microstructures can be
generated by deep etch uv or x-ray
lithography of a suitable polymer such
as polyimide (PI) or poly
(methyl)methacrylate (PMMA).
Microstructures, such as miniature
gears, turbines, actuators, and filters (or
miniature molds of these
microstructures) are produced with
overall dimensions of about 10 to 500
pum. Deep etch lithography can be used
in combination with electroforming to
make nmetal microstructures, as
exemplified by the LIGA method [14].
Alternatively, 3-D microstructures can
be generated in silicon using etching
techniques born in the 1960s [15].
MEMS production using etching or electroforming methods, however, places limitations on material choices and
fabrication rates.

Number Frequency (counts/um,%)

LO=NUHNOND

R | s
g | s
2 || ’
oo 7
1- ’
i+ q
2 |\ A
H 7
H |} 7

2

Mass Frequency dmmb1um
Alloy: 6061 A dem=51 um

dunem 71 um
Y ou=1.7
0 49

2 3 68 87 106 125 143 162 181 200
Portic le Diometer (um)
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A study was conducted at INEL to examine the feasibility of producing MEMS by spray forming. In this
approach, atomized metal droplets were rapidly quenched in-flight and deposited onto MPPs to produce
complementary microstructures in metal. One benefit of this approach is that it is applicable to most metals of
interest to this field, including hard magnetic alloys. Another benefit is that thin (~ 75 um) films can be deposited
onto MPPs at high rates using de Laval nozzles designed to produce wide spray patterns.

Approach and Results

To simulate a continuous network of microstructures, an ultra-fine wire (64 pum-diameter) mesh screen and a
miniature threaded rod (90 threads per inch) were hot pressed into plastic and detached. A variety of commodity
thermoplastics and advanced polymers have been used as substrate materials including PMMA, polyetherimide (PEI),
polypropylene (PP), polycarbonate (PC), and PI. Particular attention was paid to both PMMA and PI since these
materials are commonly used in x-ray and ultraviolet lithography. Glass materials (soda-lime glass, annealed pyrex,
and fused silica) were micropatterned by scratching the surface with micro-scribing tools.

Tin and Zn-3Al-11Cu were spray formed using bench-scale spray nozzles operated at G/M as high as 10.
Deposits were separated from the micropatterned substrates by peeling or by dissolution of the substrate material.
Deposit microstructure (grain structure and porosity) and surface finish were evaluated using optical microscopy.
Conformality was evaluated using both SEM and optical microscopy.

With tin, melt temperatures of 400°C and atomizing gas temperatures of 300°C have yielded good results with
all substrate materials tested. Replication of fine detail on surfaces has been excellent. For example, the image of
a fingerprint that was left on a PMMA surface was clearly reproduced in a spray-formed metal deposit (Figure 6a).
Likewise, the image of a 64 um diameter wire mesh in PMMA was reproduced by spray forming tin onto the
micropatterned polymer (Figure 6b). SEM photographs of the pattern and spray-formed metal deposit of Figure 6b
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(a) Metal Fingerprint. (b) Image of Fine Wire (64 um diameter) Mesh in
PMMA (lower area) Reproduced in Tin (upper area).

>Figure 6. Replication in Metal of Micropatterned Polymers.

are shown in Figure 7. In Figure 8, SEM photographs show the replication in metal of the image of a 90
threads/inch threaded rod that was left on a PMMA surface.

At low metal throughputs (< 100 1b/h), similar results were obtained with the zinc-base alloy superheated to
600°C and atomized with argon or nitrogen heated to as high as 630°C. General purpose polymers gave good results
despite maximum continuous use temperatures that typically do not exceed about 80°C [16], provided the droplets
were lost sufficient heat in flight to avoid damaging the substrate.

At low metal throughput, the microstructure of sprayed deposits was not particularly sensitive to substrate
material but the deposit surface finish and conformality were. Surface finish ranking for tin was typically found to
follow the order glass > PMMA > PEI > PP ~ PC > PI, while conformality was found to follow the order PMMA
> glass > PEI > PP > PC > PI. This order was also followed for the zinc-base alloy except that glass substrates gave
poor results unless the substrate was preheated. For example, peak-to-valley surface roughness, measured with a
stylus profilometer, dropped from about 60 pin. to about4 pin. when glass substrates were preheated to about 100°C.
This is presumably due to higher viscous energy dissipation for the zinc-base alloy, compounded by a higher surface
tension which resulted in very rapid arrest of the spreading droplets on the cold substrate. Droplet impacts with
polymer substrates were less sensitive to substrate surface temperature because of the low thermal conductivity of
polymers. For a given metal, the order of these rankings depended on experimental conditions, but the order was
reproducible for a given set of conditions.
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Figure 7. SEM Photographs of Metal Deposit and Micropatterned
Polymer of Figure 3 (b).
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Figure 7 continued.



(b) 100X.

Figure 8. SEM Photographs Showing Replication in Metal of the Image
of a Miniature Threaded Rod Left in a PMMA Surface.
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ABSTRACT

The cupola is a furnace used for melting pig iron, scrap steel, cast iron scrap, foundry
return scrap, and ferroalloys to a specified tapping temperature and chemical composition.
Its energy source is coke (processed coal); it has historically been the primary method for
melting iron because of its low cost and simplicity. Cupolas can be quite large, up to 13 feet
inside diameter, and a large foundry may operate several, but they can also be much
smaller (as small as 18 in. inside diameter), to suit the needs of smaller foundries.

Although cupola melting as a process has a long history, automatic control has been

elusive because the process has been poorly understood. The purpose of this work, which
has been underway for about six months of an anticipated four year program, is to develop .
a controller for the cupola process using intelligent and conventional control methods.
Improved control of the cupola process will lower material and processing costs, reduce
scrap, and improve product quality. This will reduce foundry costs and improve the
competitive position of U.S. foundries in the world market.

The Cupola Process

The cupola furnace [1,2] is one of the oldest processes for making cast iron, and is still the
dominant method. It takes the form of a water-cooled vertical cylinder, as large as 4m in
diameter and 20m tall (Figure 1). The charge consists of scrap metal, alloying ingredients,
limestone, and coke for fuel; it is weighed and fed through doors near the top of the cupola.
Air, usually heated and often enriched with oxygen, is blown in near the bottom through
tuyeres extending a short distance into the interior of the cylinder. As the coke is
consumed, the charge drops and melts. A continuous flow of iron emerges from the bottom
of the furnace, at rates as high as 100 tons per hour. This molten iron is then transferred to
casting lines in the foundry. The exhaust gases emerge from the top of the cupola, where
they are processed to meet pollution standards.

The interior environment of the cupola furnace is very harsh. Extreme heat, chemical

reactivity, along with the large mass flow and the presence of liquid slags and metals, tend
to either plug or destroy sensors that might be introduced to measure operating conditions.
Partly for this reason, and partly because traditional operating methods have evolved over



. the centuries, the cupola is operated in open loop mode, with the expertise of experienced
operators applied to obtain the desired melt rate, metal composition, and metal temperature.

Although cupola melting as a process has a long history, automatic control has been
elusive because the process has been poorly understood. The purpose of this four-year
program, which has been underway for about six months, is to develop a controller for the
cupola process using intelligent and conventional control methods. Improved control of
the cupola process will lower material and processing costs, reduce scrap, and improve
product quality. This will reduce foundry costs and improve the competitive position of U.S.
foundries in the world market.

TECHNOLOGY TRANSFER POTENTIAL

There are economic reasons why this is a good time to pursue the advanced control of
cupola melting. Beginning in the 1950s, the need for pollution control devices complicated
cupola melting and altered its economics. Stiff foreign competition is also a factor; lower
labor and material costs, foreign government assistance (import restrictions and export
incentives), less stringent emission control requirements, lower capital costs, and
government subsidies have resulted in 30-50% lower import prices to the U.S. Nonetheless,
the cupola remains the primary tool for producing liquid iron for castings, currently
accounting for 70% of cast iron melting in the U.S., or 14 million tons per year. [3]
Hundreds of cupolas are in operation, and the potential for quality improvements and
energy savings is substantial. A comparison between the domestic and foreign foundry
industries showed no significant differences in technology; it was noted, however, that the
foreign industry typically had better trained operators, resulting in better control of the
process, which would indicate that automatic process control could benefit the domestic
foundry industry.

The time is also ripe for application of several recent technical developments in intelligent
control to cupola melting. Neural networks, fuzzy logic, and expert systems have been
independently developed to the point where their application to a variety of processes is
easier and better understood than it was only a few years ago. A finite difference model of °
the cupola that can compute chemical as well as thermal conditions has been developed by
the American Foundrymen's Society. This model can be used to simulate the process for
training neural networks and tuning intelligent controllers. Because of the complexity of
the chemical and physical processes in cupola operation, there are major inefficiencies,
e.g., only 35% energy efficiency and oxidation losses of 10-50% of the valuable alloying
elements (Si, Mn) in the charge. These inefficiencies can be reduced by better control of
the process.

Current Operating Practice

Since cupolas have been used for centuries, and some individual cupolas for many decades,
a great deal of empirical data about their operation has been gathered, both locally and in
published handbooks, and they are operated according to experience and tradition.

Cupolas are typically operated for extended periods of time, called “campaigns.” A typical
campaign might run a week, to coincide with the molten metal requirements of a foundry
running one or more shifts, but shut down for the weekend. Longer campaigns up to
several weeks are sometimes used. In any case, the operating cycle consists of starting the
cupola (igniting the initial coke charge), then gradually bringing the charging
components (coke, limestone, scrap steel, scrap iron, and alloying elements) to their
desired continuous values. Blast rate and temperature and oxygen addition, if any, are
similarly adjusted. At steady state, the charge falls more or less continuously as the coke is
consumed and the metal is melted. The molten metal falls in drops through the coke bed,



collects in the bottom of the cupola, .and eventually runs out a tap hole. From there it runs
to a holding furnace, or into crane-borne buckets directly to the casting line. Metal
composition is important, because the solidification characteristics and the mechanical
properties of the final casting depend on maintaining composition within rather narrow
limits. Metal temperature is important because the temperature at pouring determines
whether the mold will fill properly. Both composition and temperature have an effect on
solidification, microstructure, and final casting properties.

At the end of the campaign, the sand-covered bottom of the cupola is dropped, and the
entire mass of the charge falls into a pit below. After the cupola cools down, maintenance
on the refractory lining and water cooling systems can be performed. The bottom is
propped back into place and sand tamped in, the furnace is recharged, and the cycle
begins again.

Major variables for cupola control are shown in Table 1. Blast rate is controlled by
changing the speed of the mechanical blowers; blast temperature by regulating the input
to the heaters; oxygen by regulating the oxygen flow. These variables have short time
constants and little delay. The metal charge ratio and the coke ratio, however, are changed
by altering what is charged, i.e., loaded into the top of the cupola. It takes some time, up to
an hour, for these changes to propagate with the slowly sinking charge into the active
zone of the cupola.

Table 1: Cupola Control Variables
"T)utput Primary Input Secondary Input

Iron Temperature Blast Rate Coke Ratio
Blast Temperature
Oxygen Addition

Iron composition
(Carbon, Silicon,
Manganese)

Metal Charge Ratio

Coke ratio
Oxygen addition
Blast temperature

Melting Rate

Blast rate

Oxygen addition

Coke ratio

In current practice, these variables are not automatically controlled; while an independent
control loop might be used, for example to maintain constant blast rate, it is up to the
operator, based on experience and on procedures developed for a specific cupola and
foundry system, to select the blast rate and other inputs to achieve the required outputs.
When the casting line needs no metal, because molds are full, cranes are busy, or it is shut
down for a shift or longer, the cupola can be “banked,” with a reduced blast rate. There are
transient effects associated with this event, which are more severe the longer the
shutdown. A feedback control system would also be desirable during the startup phase, to
reduce time and material consumption, and to avoid the formation of unusable “transition
iron.”

The task of the present work is to design a feedback controller for the cupola, using a
combination of conventional and advanced control techniques. The scheme for this is
shown in Figure 2. This control configuration is characterized by the use of both
feedforward and cascade control.

AFS Numerical Model

The American Foundrymen’s Society, an industry group with a strong interest in cupola
control and optimization, has developed with DOE matching funding, a numerical model of
the cupola process. It is a one-dimensional, steady-state code that allows for various



material properties (chemical and geometrical), chemical reactions, heat transfer, various
charge materials, and various input parameters (blast rate and temperature, oxygen
addition, etc.). It is coded in FORTRAN, solved by finite difference techniques, and takes 5-
10 minutes to converge on a set of conditions using a typical 33MHz 486 processor. It is
expected that improvements in the algorithm and the use of faster microprocessors will
eventually reduce this time to under one minute. This model has been verified with
experimental data, and is expected on the market within the next year with a user friendly
Windows™ interface. This software will prove very useful to cupola operators in assessing
the metallurgical and economic effects of parameter changes. By correlating variables
that are relatively easy to sense (such as offgas composition and temperature) with others
of more immediate interest that are quite difficult to sense (such as melting rate), the
model also opens up new feedback control paths.

The calculation time of the model is, however, probably not fast enough for real time
feedback control of the cupola, since input conditions such as changes in blast rate may
change over a shorter time than it can recalculate. In addition, operator skill levels, the
foundry physical environment, and cost considerations preclude the use of fast
workstations in the foundry. In practice, if the algorithm cannot operate within a PC/PLC
hardware environment, it will probably not be used at all.

NEURAL NETWORK

Neural networks have recently become more popular as a way of dealing with nonlinear
systems with many inputs and outputs [4]. They consist of neurons (Fig. 3), processing
elements that do relatively simple calculations, summing inputs and applying a nonlinear
function, producing a single output. Many such elements, arrayed in several layers and
variously connected (the “neural network”), can give fast answers to complex problems
(Fig. 4). The “neural” nomenclature applied to artificial neural networks (ANNs) is a
deliberate reference to the way biological nervous systems are perceived to function. ANNs
are typically implemented in software.

Like biological nervous systems, artificial neural networks must be trained to solve
particular problems. Initial work with ANNs in the 1960’s was limited because of the lack of
learning techniques, but the development of the backpropagation of errors (or simply k
backpropagation) algorithm provided a simple, iterative way to train networks. This
algorithm can take many iterations, often requiring hours of computer time, using a
training set consisting of known inputs and outputs, to set the weights multiplying the
input to each neuron. Once the network is trained, however, it operates in the feedforward
mode, where only summations and multiplications are required.

Applications for neural networks include predicting the state of systems that show
deterministic chaotic behavior, robotics, speech recognition, and (some people will tell
you) predicting the stock market. The details of picking the right network topology and
training methods for a particular application are, to some extent, a matter of trial and
error, though they are also incorporated into commercially available ANN software, and
extensive information on this topic has appeared in the open technical literature in recent
years.

Neural Network Implementation of the AFS Model

A neural network can be trained to approximate the output of the AFS model by making a
number of model runs, varying the inputs over a range of typical operating parameters.
The trained network approximates the AFS model quite accurately. As long as the model is
operating within the range of inputs covered by the training set, it can be expected that
the network will allow accurate interpolation; this has been shown in results obtained thus
far. Since the neural network is only an interpolation of a data set, however, and not a
valid physical model (neural networks don’t do physics) it is not to be trusted outside the



original training limits. Nonetheless, because large data sets can be created easily, and
networks trained from them in an automated fashion, fairly complete coverage of the
operating space of the cupola can be obtained. Because the neural network operating in
the feedforward mode is very fast (only a few hundred addition and multiplication
operations are required in this instance), the calculation of outputs from a given set of
inputs seems instantaneous to the user, and even a quite modest personal computer can
provide a response fast enough for control purposes.

The training sets provided by the AFS model are used, after some preprocessing, in neural
networks implemented under NeuralWare,™[5], a commercial neural network product. The
network was trained using conventional backpropagation techniques.

Forward and Reverse Models

The operator can use the neural network approximation of the model to play “what-if”
games-- changing coke ratios or oxygen enrichment, for example, based on their effects
on iron production rate, or factoring in the prices of inputs to do economic analyses. But
what the operator really wants to know when it comes to setting the cupola control knobs
requires a “backwards” model-- given the desired outputs (melting rate, iron temperature,
carbon content, etc.), what input settings (blast rate and temperature, coke ratio, oxygen
enrichment, etc.) are required (Fig. 5)? The AFS model, or the neural network
approximation to it, would require an iterative approach, which can be time consuming
when several inputs and outputs are involved because of the complex interaction of the
variables.

By training the neural network from the same training sets, except using the process
outputs as inputs to the neural network, a reverse model is obtained that allows the setting
of all the outputs, and gives, virtually instantly, the required inputs (Fig. 6). The reverse
model is useful for providing control loop set points, allowing the process to come to
equilibrium faster, with less “transition iron”-- material that is out of spec because it was
produced during transient conditions in the furnace. In control terms, it serves the
purpose of linearizing the plant so that simpler PID or fuzzy logic controllers may be used.

LabVIEW User Interface

In addition to making the model more usable for real time control, the model-trained
neural networks have been reduced to C-code and implemented in LabView™, [6] a
graphical programming environment suitable for sensing and control that creates
“virtual instruments.” Slide-type indicators and controls allow the user to visually examine
the effects of changing the variables, observing which are covariant and which
countervariant, and which have minima or maxima as some other variable is changed. The
forward and reverse directions can be selected with a switch on the panel. In the
“forward” mode, the model mimics the input/output relationships of the cupola: one can
test the effect of various input values by moving the sliders and watching the virtually
instantaneous results. In the “reverse” mode, the desired output conditions can be set, and
the model will give input settings that will achieve them at steady state. It should be
emphasized that the AFS model is steady state only, and says nothing about transitions.
These are being measured experimentally for incorporation into the control scheme.

Such an interface allows a user to deal with the complex, nonlinear model of an industrial
or agricultural process in terms of familiar variables, and, like other neural network
applications, it does not require a mathematically rigorous model of the process, but can
also be adapted to empirical data. It is a compact, inexpensive, and useful tool, even if
automatic control based on the underlying model is not implemented.



ontrol Approach

A controller is generally developed by: (1) constructing a model of the physical system, (2)
analyzing the model to determine the properties and dynamic response of the system, (3)
designing a control algorithm which, when coupled with the model of the system, results
in the desired closed-loop behavior, and (4) implementing the controller through either
hardware or software. The finite difference model of the process provided by the American
Foundrymen's Society will be used for controller development. The steady-state conditions
and the dynamic response of cupolas will be determined from the model and from
experimental data. The Bureau of Mines operates an experimental-sized cupola with an
18in. inside diameter and a melting capacity of 1500 LB/hr that will be used to verify the
AFS mathematical model for this cupola and to obtain transient data that, along with
industrial data, will be used for tuning and validating the controllers. An artificial neural
network trained using the backpropagation algorithm will be used to learn the inverse
relationship of the steady-state process for use with the controller and to provide the
initial conditions of the process.

OTHER APPLICATIONS

The neural networks use has expanded substantially in the past few years as faster
computers, more effective algorithms and more efficient user interfaces have been
developed. It is actually quite easy for a relatively naive computer user to produce neural
nets that yield useful information about diverse applications, that would have been
difficult or impossible to come by via other techniques. A number of small companies with
expertise in the mechanics of handling neural nets have sprung up that do just this, but it
is also possible for a person with expert knowledge of the system of interest to sit down at a
PC with a packaged program and do the same thing.

It helps to have a basic understanding of the process that is being controlled. As an expert,
such a person knows which questions to ask, and what kinds of answers are reasonable.
The understanding may be mathematically based, using models or statistical inference, or
it may be largely experiential, in which case techniques such as fuzzy logic and tools for
developing expert systems may be useful.

Neural networks can linearize a nonlinear plant in a control scheme, as used in the cupola
control scheme shown in Figure 1. Neural networks can learn and control systems
characterized by deterministic chaos. Although there is no indication that the cupola
exhibits such behavior, other systems do, such as arc furnaces for steel making, and neural
networks have been successfully applied to these control problems.[7]

FUNDING ACKNOLOGIMENT

This work is being performed at the Idaho National Engineering Laboratory (INEL), the
U.S. Bureau of Mine Albany Research Center, and Idaho State University under funding
from the U.S. Bureau of Mines under Contract No. J0134035, and from the National
Technology Transfer Center under Contract No. B17961, through Department of Energy
Contract No. DE-AC07-76ID01570. Proposals have been submitted jointly by the INEL and the
American Foundrymen’s Society for further work under the DOE Metals Casting
Competitiveness Research Program.

REFERENCES

[1] American Foundrymen’s Society, Cupola Handbook, 5th ed., American Foundrymen’s
Society, Des Plaines, IL, 1984.

[2] American Society for Metals, Metals Handbook: Melting and Casting of Ferrous Metals,
8th edition, vol. 5, 1970.



[3] Kaiser, Francis T, 1994. “Why Melt Cupola?” Proceedings of International Cupola
Conference, March 1-3, 1994, Rosemont, IL, American Foundrymen’s Society, Des Plains, IL,
1994.

[4] Hinton, G. E., “How Neural Networks Learn from Experience”, Scientific American,
September 1992, pp. 145-151.

[5] NeuralWare Incorporated, Penn Center West Building IV, Pittsburgh PA 15276-9910
phone 412.787.8222

[6] National Instruments, 6504 Bridge Point Parkway, Austin TX 78730-9824 phone
800.433.3488

[7] Staib, W. E., N. G. Bliss, and R. B. Staib, “Development in Neural Network applications: The
intelligent electric arc furnace”, Iron and Steel Engineer, June 1992, pp. 29-32.

Charge
coke ratio (CR)
scrap steel \ metal charge ratio (MCR)

scrap iron .

ferroalloys ==

limestone ®

molten iron

Figure 1. Basic Cupola Schematic



Systemn
Constants

Desired
Composition

Desired
Melting Rate

S

! Network |B

Neural 2

Inverse |B
Process )

02: oxygen enrichment

B o air blast volume

B‘: air blast temperature

CR: coke ratio

MCR: metal charge ratio

Fe

: iron temperature

R
—pe{  Model R
TFe T
MCR
AMCR .

Controller
(Master)

—

Cupola

Jiron composition
—

Tiron

melting
rate

Figure 2. Control schematic for cupola.

weights activation
function

p >

summer

Figure 3. Non linear neuron.

~ o

~ © T



Input Hidden
Layer Layer

Output
Layer

x(0)

x(1)

x(1)

Figure 4. Artificial Neural Network

Blast Temperature — = Carbon %

Blast Rate —#»! s Silicon %
Forward

Oxygen Rate —p Neural |___» Manganese %
Network
Coke Ratio —p | Metal Temperature
Cast Iron Ratio —p| | Melt Rate

Figure 5. Cupola Neural Network model inputs and outputs in the forward mode.

Carbon % —» _____» Blast Temperature
Silicon % ——» —— Blast Rate
Inverse
Manganese % ——»t  Neural —— Oxygen Rate
Network
Metal Temperature ——p»- - Coke Ratio
Melt Rate ——p» = Cast Iron Ratio

Figure 6. Cupola Neural Network model input and outputs in the reverse mode.



- Biotechnology



De Novo Design of Human
Immunodeficiency Virus Protease-
Cleavage Complexes

David Noever* and Subbiah Baskaran**

*Biophysics Branch, ES-76, National Aeronautics and Space Administration, George C.
Marshall Space Flight Center, Huntsville, AL 35812 USA

+Institut fuer Molekulare Biotechnologie, e.V., Beutenbergerstr. 11, DO-7745, Jena,
Germany

Among the 3 retroviral enzymes encoded by HIV (Fig. 1), currently the protease (HIV-PR)
possesses the only known high resolution 3-diménsional structurel-2, Because hydrolysis of
HIV-PR renders the virus non-infectious3, a search for cleavage complexes carrying this
cleavage potential has received attention. Only a fraction of the known sequences now
circulate in the open literature, although unofficial counts suggest that many as 160 candidate
HIV-PR cleavage complexes? have been found. Novel amino acid sequences which can
hydrolyze HIV-PR are thus required to locate and classify the physico-chemical properties of
each cleavage site and its accompanying cleavage residue pattern. In the search for HIV-PR
cleavage complexes, various strategies have been employed using X-ray crystallography
(tertiary structure), molecular modelling (graphics overlay and energy minimization) and
chemical (Alladin) database searches for non-peptide‘(small molecule) cleavage complexes.
Among these techniques, de novo design has remained relatively unexplored.
| Recent researchersO-0 have proposed a classification scheme for predicting HIV-PR
cleavage potential for a given octapeptide. Their predictive success seems robust, since they

correctly classify 80 to 92% of the known cleavage complexes and non-cleavage complexes. No



previous method, however, has proven itself capable of generating de novo sequences. The
present approach likewise shows greater than 92% accuracy for predicting cleavage but also can
generate and select best (and worst) candidates among the 26 billion ([20]8) possible octapeptide
combinations which can potentially inhibit HIV-PR.

To span this vast search space of available sequences, the method employs an a'rtiﬁcial
intelligence method (Fig. 1) called the genetic algorithm?-8. First residue frequencies for each
site get extracted from the available library of known HIV-PR cleavage complexes, then these
frequencies get compared to similar occurrence frequencies for an algorithmically generated
test sequence. To construct the predictive procedure for octapeptide generation and evaluation,
a given 8-letter sequence (e.g. BYYYCYYY) was compared to the known cleavable peptide
databases. Each amino acid sequencé can be taken to represent a 160-dimensional vector (e.g.,

v(x)=(00000010000000000000 0100000000000000000.......00000000000000000010) or

20 8
v(x)=22 v}(x)
i=1 i=1

where each twenty-letter seqﬁence has only one non-zero element which signifies the
presence of that amino acid at that cleavage site point (i.e. C=0100000000000000000, which is the
second amino acid of the twenty and found in the second octapeptide site of the above
example vector). The comparative distance of this generated vector can be evaluated accroding
to standard vector geometry.

Non-cleaving (negative) octapeptide (37) were selected from the lysozyme sequence, none
of which (even in denatured form) can cleave HIV-PR. An additional random library of
amino acid frequencies was enumerated to establish the information content of the known
sequences. Since the random vector signficantly fails to predict cleavable peptides (1 generated
sequence with cleavage potential out of its 30 best octapeptides), even after many trials of

random search, then the vital core information is concluded to reside within the known



library vector itself and not within the algorithmic procedure of random amino acid
substitutions.

After refining these sequences over many generations, the best 5 rank-ordered de novo
cleavage complexes are shown in Fig. 2 for HIV-1 and HIV-2. Thirty-seven of the published
forty or so experimental sequence can be generated de novo in this way (92.5%). More specific
cleavage complexes which cleave HIV-1 protease, but not HIV-2 protease (and vice versa), can
equally follow from maximizing the sequences’ proximity to the HIV-1-PR cleavage database
while minimizing the proximity to the HIV-2-PR cleavage database. For comparison to these
de novo designs, the best existing cleavage and its evaluated cleavage potential is indicated. For
HIV-1 and HIV-2 (both specific and non-specific) protease cleavage complexes, the de novo
designs score an improved cleavage potential compared to the best experimentally known
sequences.

A few generic models for cleavage complexes of HIV-PR have been considered from
experiments, molecular modelling and X-ray crystallography (Tables 1 and II). Among the
models9-12 put forward to explain site requirements for inhibition, hydrophobicity and B-
structure serve as primary qualifiersd. Previous work® has noted a homology among
retroviral proteases which carry the motif of small and hydrophobic residues residing next to a
proline 1-cleavage site. The diversity of HIV-PR cleavage complexes, however, supports a
multipoint attachment mechanism, wherein residue substitution far (up to 4 sites) from the
scissile bond can prevent hydrolysisl1. The multiplicity of these results support many weak
bonds, rather than a single strongly determining attachment site as the HIV-PR pattern.
Analysis of 27 physico-chemical properties for the de novo substitution pattern reveals
significant polarity and small bulkiness (Fig. 3) among successful site substitutions8. The

present method should apply equally to a variety of related biochemically significant enzymre-



viral interactions13 (eg. Rift Valley Fever virus, simian immunodeficiency virus, etc).

Most promising among the de novo findings is the ability to generate new rules or find
rare exceptions which may violate previously proposed site-specific rules. For example, some
forbidden substitutions have been proposed, but the limited size of the library database has
restricted authors’ ability to generalize confidently. At the 1 site for instance, isoleucine (I) and
valine (V) have previously been thought to negate cleavability because of its bulkiness and side
chain branching. None of the library octapeptides have (I) residues at site 1 and among
synthesized sequences, the cleavability of otherwise identical sequences was reversed upon (I)
substitution. Kotler!4 have seen earlier that (I) substitution in site 1 of a peptide substrate
blocked cleavage by avian myelblastosis virus PR and that this peptide also served as an
inhibitor. The de novo search however was able to find an HIV-2 protease cleavage
(GQNIAEEF, score=2.98) which not only places I at position near the cleavable bond, but also
ranked among the 30 éll-time best cleavage complexes. This contrasts with the general de
novo finding that a remarkable 83% of the worst HIV-2 protease cleavage complexes contain
significant B-branching either as V (80%) or I (3%). Indeed the de novo identification of a
promising octapeptide with B-branching at the 1-site is a rare find.

As an additional example, it has been emphatically stated that otherwise abundant lysine
residues are highly unlikely to appear close to the cleavage bond (anywhere between 2-2')
Tomasellil> reported never seeing a lysine within 4 residues of the bond hydrolyzed.
However, from the de novo designs, the sequence (AEVFFETK, score=2.87) appears on the list
of top 30 HIV-1 cleavage complexes. Although the lysine appears on the 4-site, a strong rule
negating cleavage in the presence of lysine seems improbable. To sup?ort this de novo
finding, a 3-site lysine has been observed in one viral polyprotein cleavage sitel6. In the
nucleocapsid protein!7, both a 2 and 2’ lysine have been inferred. As conducted successfully by

the genetic algorithm, this type of search for previously forbidden substitution motifs



corresponds to the classic problem of finding of ‘a needle in a haystack'.

In conclusion, the results show: 1) the method can generate de novo amino acid sequences
with optimal predicted functionality (cleavage quality); 2) the vast search space can be
intelligently partitioned for identifying optima; 3) amino acid sequences can be rank-ordered
according to their comparative quality between no desired functionality (high distance metric)
to ideal functionality (low distance metric). In principle, the octapeptides provide a simple
probe for PR activity (generation of processed viral proteins) and permit rapid‘xhanipulation of
the viral (pol) gene sequence. These findings underscore the challenge of successful de novo
design: how to enumerate and test all possible residue substitutions. For HIV-PR the puzzling
multiplicity of substitution patterns demands a systematic way of testing cleavage architecture.
By way of analogy, com‘parison between previously tried (~102) and possible (~1010) HIV-PR
cleavage complexes is as the size of a human palm compared to the size of the Earth. The effort
aims towards de novo design of cleavage complexes which may serve as natural substrates for

binding studies, as well as may offer therapeutic value in AIDS treatment and detection.



1. Wlodawer, A, Miller, M, Jaskolski, M, Sathyanarayan, BK., Baldwin, E., Weber, LT., Selk,

LM.,, Clawson, L., Schneider, ], Kent, $.B.H. (1989) Science, 245, 616-621.

2. Navia, M.A,, Fitzgerald, P.M.D., McKeever,BM., Leu, C.T., Heimbach, ].C., Herber, WK,

Sigal, 1S, Darke, P.L., and Springer, ].P. (1989) Nature, 337,617-620

3. Kohl, N.E., Emini, E.A., Schleif, W.A., Davis, L.J., Heimbéch, ]J.C., Dixon, R.AF., Scolnick,

EM,, Sigal, LS. (1988) Proc. Natl Acad. Sci., 85, 4686-4690.

4. Sathyanarayana, B.K. and Wlodawer, A. (1993)Curr. Sci. , 65, 835-847.-

5. Poorman, R.A, Tomasselli, A.G., Heinrikson, R.L., Kezdy, F.J. (1991) J. Biol. Chem., 266,
14554-14561.

6. Chou, J.J. (1993) Biopolymers, 33, 1405-1414.

7. Holland, J.H. (1975). Adaptation in natural and artificial systems. Ann Arbor, MI: University
of Michigan Press; Forrester, S. (1993) Genetic Algorithms: Principles of Natural Selection
Applied to Computation, Science,261, 872-878.

8. Nbever, D.A. and Baskaran, S. unpublished

9. Pear], L.H. and Taylor, W.R. (1987)Nature, 329, 351-353.

10. Pear], L.H. and Taylor, W.R. (1989) Nature, 329, 482.

11. Griffiths, J.T., Phylip,L.H., Konvalinka, J., Strop, P.,Gustchina, A., Wiodawer, A., Davenport,
RJ., Briggs, R, Dunn, BM., Kay, J. (1992) Biochem., 31, 5193-5200.

12. Pettit, S.C., Simsic, J., Loeb, D.D., Everitt, L., Hutchinson, C.A., and Swanstrom, R. (1991)
J. Biol. Chem. , 266, 14539-14547.

13. Hellen, C.U.T., Karusslich, H.G., and Wimmer, E., (1987) Biochem,28, 9881-9889.

14. Kotler, M. Katz, R. A,, Danho, W.., Leis, J., and Skulka, A.M., (1988) Proc. Natl. Acad. Sci.

USA, 85: 4185-4189.



7
15. Tommasselli, A.G., Hui, ].O., Adams,L., Lowery, D., Greenberg, B., Yem, A,, Deibel MR,,

Zurcher, Neely, H., Heinrickson, R.L. (1991) ]. Biol Chem., 266, 14548-14553.

16. Henderson, L.E., Benveniste, R.E., Sowder, R.C., Copeland, T.D., Schultz, AM. and
Oroszlan, S. (1988)]. Virol, 62, 2587-2595.

17. Roberts, M.M. and Oroszlan, S. (1989) Biochem. Biophys. Res. Commun., 160, 486-494.



Figure captions

Fig. 1. Schematic of de novo procedure of generating and evaluating cleavage complexes.
Inset right shows the lifecycle of HIV from viral insertion to mature budding. Three enzymes
are shown to catalyze maturation and infection. For the retrovirus, RT is required to connect
viral RNA to the healthy cells’ DNA. IN duplicates this new viral DNA. PR is required- for the
budding of new viral particles with a condensed core of infectious agent (after Sathanarayan
and Wlodawer, 1993). Shown upper right is the gag-pol elements of the viral gene which carry

the enzyme’s genetic information.

Fig. 2. Best HIV- protease cleavage complexes as found by the de novo method and
comparative scores for the best existing cleavage complexes. Results show the best 5 clea;/age
complexés found for HIV-1, HIV-2, specific HIV-1, and specific HIV-2. Cleavage potential is the
sum of three distance metrics (correlation angle, Euclidean and Minkowski distance) from the
reference vector of known HIV-PR cleavage complexes. The library or reference norm vector
was constructed similarly as a 160-dimensional vecfor, which represents the relative frequency
(or likelihood) for a given amino acid (1-20) to appear in a octapeptide cleavage site (1-8). To
underscore the cleavage property, the database frequencies were subtracted from the natural
abundance as: |
V0=V -

where Vji(k) is the reference component of the cleavage vector, Vji(k) is the training set value,
and 1l is the natural abundance identified over the 20 amino acids.

Three measures were included to evaluate the distance between the octapeptide sequence
(example) and the database frequencies for cleavable HIV-PR:

1) the correlation angle between test sequence and library sequence;
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A composite measure was constructed from the weighted sum of the three measures with

an assignment of one as normalized for each distance metric (normalization condition).

Fig. 3. Physico-chemical properties of the 30 best HIV-1 protease cleavage complexes on a site-
specific basis. The values are fractional deviation from a normalized average for all 20 amino
acid residues (0=average value); 1=100% deviation above the average; -1=100% deviation
below the average). Shown inset are the standard deviation of the site-specific property. High
standard deviations indicate a large variability and much tolerance for different substitution
residues. The two properties shown relate the polarity and bulkiness of each site in the 30 best

de novo HIV-1-protease cleavage complexes.
Table Captions

Table . Summary of good single site substitution patterns for HIV-1-PR as found in various

proposed protease models.
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Table II. Summary of poor single site substitution patterns for HIV-1-PR as found in various

proposed protease models. -



THE ROLE OF IMMUNOGLOBULIN BINDING FACTORS IN IMMUNOTHERAPY
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ABSTRACT

Receptor-ligand reactions are vital to many biological systems and can be
simply modeled as "lock and key" with the receptor as the lock and the ligand as
the key. Unlocking the gates of Fc receptor (FcR) dependent immunity by the Fc
region of antibody is a critical property of immune homeostasis. The use of FcRs
or FcR-like microbial immunoglobulin binding factors (IBF)} as drugs to modify
reactions between FcR and Fc antibody may impact the abnormal FcR dependent
immunity that is often observed in autoimmunity, cancer and AIDS.

INTRODUCTION

Any agent that can elicit an immune response is called an antigen. Antigens
include infectious agents such as bacteria and viruses, drugs, toxins, foreign
tissue transplantation antigens, self-tissue autoimmune antigens, cancer cells
and even the new configurations called idiotypes that antibody forms in response
to an antigen. The primary functions of the immune response toward antigens are
recognition, specific response, clearance and memory. Exposure of a human or an
animal to a given antigen activates the immune system to develop circulating
antibody, or humoral immunity. Cellular immunity can be developed by formation
of sensitized cells that bind to Fc antibody or display receptors against
antigen. Such humoral and cellular immunity toward antigens are the pillars of
the immune response. Both positive and negative regulation of the immune response
involves humoral ligand keys, such as antigen, antibody or cytokines, unlocking
their respective receptor locks on the membranes of immune cells. This allows the
selective opening or closing of the gates that regulate access to the pathways
that lead to immunity to antigen. The receptor locks may also be secreted by
cells and these humoral receptors act to further control ligand binding to
cellular membrane receptors.

The cellular structures that bind antibody Fc constant regions were
designated FcRs by Paraskevas and coworkers in 1972. Like the T and B cell
antigen receptors FcRs are members of the immunoblobuiln super family. FcRs
reside in the plasma membranes of all types of immune-system cells and are
secreted to circulate as humoral IBFs. Different FcR can bind specifically to
distinct antibody classes such as immunoglobulin (Ig), IgA, IgG, and IgE as well
as to subclasses, for instance, IgGl and IgG2. FcRs may bind to a single
antibody molecule as does the IgG FcRI designated cluster of differentiation 64
(CD64) or be selective for immune complexes, as is IgG FcRII (CD32) or FcRIII
(cDh16). This group of molecules, collectively referred to as FcRs, forms an
important junction between antigen recognition and immune response to antigen,
that prompts both effector functions, such as antibody-dependent cellular
cytotoxicity (ADCC), phagocytosis and complement activation, and orchestration
of immune regulatory signals for T-helper and T-suppressor lymphocytes.

Antibodies are Y-shaped molecules constructed with two identical Fab-
fragment "arms" that contain the variable regions that bind antigen, and an Fc
constant region "stem" that as either a single antibody molecules or an antigen-
antibody immune complex is the ligand for FcR (Figure 1). Multiple antibodies
binding to antigen determinants form immune complexes, which can aggregate FcRs
and activate FcR-mediated immunity. Cellular FcR-mediated immune response is
contingent on the relative concentrations of antibody and antigen-antibody immune



complex and the degree of attachment of these ligands to available cellular FcR.
Each antigen is bound to the variable sites on the Fab arms of an antibody
molecule specific for that antigen, whereas the antibody Fc constant region
engages FcR and activates FcR-mediated immunity independent of the antigen
specificity (Figure 2). Thus, the antigen non-specific activation of FcR immunity
by a single receptor system influences immunity to the infinity of antigens
recognized by the Fab portion of antibody. Systemic FcR/IBF immunotherapy
modifies the ratio of FcR locks to ligand keys by administering humoral IBF to
alter the opening or closing of the gates of the immune system which provoke
abnormal immunity to antigen.

IBF
Antigen
Antigen
Fab =
T Antibody
Antibody Fc i oo FcR
Cell Membrane
Cell Membrane

Figure 1. Symbols for antigen, antibody Fc and Fab regions, %

cellular Fc receptor and immunoglobulin binding factor IBF Figure 2. Configuration for antibody-FcR dependent immunity

The physiological immune responses are designed to eliminate antigens, and
the formation of antigen-antibody immune complexes is crucial for the clearance
of antigens and other immune reactions. However, immune complexes circulating in
biological fluids may become pathogenic and cause inappropriate activation or
inactivation of humoral or cellular immunity. Antibodies, antigen-antibody
complexes and abnormal FcR immunity have long been known to influence the immune .
system and have been implicated in the immunopathology of infectious agents,
immunodeficiency diseases such as AIDS, autoimmune disorders and cancer.
Sinclair has reviewed the biological consequences for inflammatory and immune
regulatory functions of immune complexes bound to FcRs. B cells are responsible
for antibody production and are activated by the cross-linking of their membrane
associated antibody, which comprises the B cell antigen receptor (Figure 3).
Sinclair & Panoskaltsis have integrated elements of Bretscher and Cohn's
associative recognition theory for antigenic signals and of Jerne's hypothesis
for immunoregulation by idiotype anti-idiotype networks, and further postulated
that FcRs are also important immunoregulatory molecules for production of
antibody. In this model, B cell activation is inhibited when either anti-
idiotypic or antigen specific humoral antibody binds the activated B cell
receptor complex, allowing the unfettered Fc region of the humoral antibody to
further engage an FcR on the B cell membrane. This cross-linking of the B cell
antigen receptor and an FcR dampens antibody production acting as a "dimmer
switch" for humoral immunity (Figure 4). Fridman and coworkers (1986) have
expanded the theme of Sinclair's work, hypothesizing that, in addition to Jerne's
idiotypic network, an isotypic network of antibody-FcR lock and key reactions
contributes to immune regulation. Jerne's idiotypic network for regulation of
antigen-specific immunity predicts that the idiotype configurations formed to
bind antigen, located at the Fab variable regions of antibodies, can themselves
be antigenic causing the production of antibody against these sites, which are
called anti-idiotypic antibody. Signals generated by the interactions of
idiotypes and anti-idiotypic antibody then control immunity. According to Jerne
(1984) this idiotypic network, "reflects first ourselves, then produces a



reflection of this reflection, and ... subsequently . . . reflects the outside
world: a hall of mirrors”. "Mirrors"™ of the idiotypic network arrayed in concert
with an FcR-isotypic network could react to abnormalities in FcR-dependent
immunity by eliciting immunological disorder. Furthermore, therapies designed to
correct abnormalities in the antibody-FcR isotypic network might realign a
disarrayed idiotypic network and restore order to the immune system.

Figure 3. Antigen cross-linking the cell membrane antibody that Figure 4. Cross-linking of B-cell antigen receptor and FcR
comprises the B-cell antigen receptor activates antibody synthesis | | imrmune ferminates signal for n

FcRs and related immune receptors for cytokines have achieved prominence
in immunopharmacology. Fernandez-Botran (review 1993) predicts that soluble
receptors moderate the interaction of ligands with many receptor systems, and
that humoral cytokine receptors may have implications for immunotherapy. Fridman
proposes that secreted FcR humoral IBF may act as cytokine-like molecules
effecting FcR-dependent immunity and influencing the immunopathology of cancer
and infectious disease, and he concludes that IBF should be studied as possible
immunotherapeutic agents. Microbes sometimes offset host immune defenses by
producing proteins that imitate mammalian receptors and undermine ligand-
receptor reactions; such microbial immunomodulators have also been advanced as
plausible immunotherapeutic drugs. For example, microbial IBFs are produced both
by viruses, such as retroviruses and herpes viruses, and by bacteria, such as
Staphylococcus aureus. Microbial IBFs are known to alter FcR-dependent immunity,
and the bacterial IBF Staphylococcus aureus protein A (SPA) has been used for
over a decade for immunotherapy. SPA has five FcR-like regions; however, this
IBF valence of five can be reduced or increased, e.g. one to ten Fc bindng sites.
In addition to concentrations, the valences, or number, of Fc antibody molecules
in an immune complex or the number of FcR-like sites in an IBF, and their
relative configurations and binding affinities toward each other can influence
FcR immunity and IBF immunotherapy.

A patent was filed in 1979 and issued to Cowan in 1993 for the use of IBFs
such as leukocyte FcRs and SPA as a biological modifiers for immunotherapy of
immune complex diseases and associated abnormal immunity to antigen. The use of
SPA as an immune receptor to modify immunity to antigen was, to the best of the
inventor's knowledge, the first systemic use of a receptor as an
immunotherapeutic drug. In preliminary veterinary and human clinical studies by
numerous investigators, SPA bacterial IBF immunotherapy has demonstrated efficacy
in neoplastic, autoimmune and retroviral diseases, including human mammary
adenocarcinoma, AIDS-associated Kaposi's sarcoma and immune thrombocytopenic
purpura. SPA is also the only drug reported to effect complete remissions of the
feline leukemia virus (FeLV) that causes retroviral disease in cat similar to
AIDS.



AIDS AND IBF

The human immunodeficiency virus (HIV) is the causative agent of AIDS, and
HIV envelope proteins gpl20 and gp4l and SPA all have IBF activity for Fc IgG.
Viral IBF may contribute to the pathogenesis of HIV by "jamming"™ the network of
FcR signals that control FcR-dependent immunity. Conversely, the bacterial IBF
SPA has anti-retroviral activity possibly involving antagonism of viral IBF,
strongly suggesting that IBF may, depending on the nature of the molecules and
interaction with the immune system, act as a double-edged sword that can both
cause or avert immunopathology. The first decade of the AIDS epidemi¢ has seen
substantial progress in deciphering the structure of the retrovirus in defining
the clinical progression of symptoms, and in treating opportunistic infections
associated with HIV. Nevertheless, determination of the mechanisms of HIV
immunopathology to foster an effective therapy has proven elusive. Zolla-Pazner
and Sidhu and Edelman and Zolla-Pazner have hypothesized that the intricacy of
the immune system are mirrored in HIV disease, reminiscent of exaggerated immune
regulation provoking both immune hyperactivation and immune deficiency. One
possible explanation for the pathogenesis of HIV infection that progresses to
ATDS is that retroviral protein(s) impact immune regulation. The IBF activity of
HIV envelope proteins may cause the abnormal FcR immunity associated with AIDS
and compromise the myriad of FcR immune responses vital to immune homeostasis.
The limited amount of viral genetic material compels economical coding of viral
protein function. The "counterfeiting"” of a major immune receptor, such as FcR,
by retroviral genes is almost certainly not without function in HIV infection.
Furthermore, forgery of immune molecules by HIV may not be restricted to IBF.
Matthews and coworkers (1994) have observed similar structures for the HIV P17
matrix protein and the cytokine interferon. IBF is associated with both
activation and inhibition of immunity. Helper T cells produce cytokines that can
avert suppression of immunity by antibody-FcR, and in the absence of functional
helper T cells such antibody-FcR suppression becomes dominant. The production of
wviral IBF from HIV or other viruses such as cytomegalovirus in a helper T cell
compromised host could contribute to immunodeficiency. Cytomegalovirus IBF can
inhibit FcR immunity, and HIV GP120 and gp4l IBF blockade of B cell FcR immune
regulatory signals is proposed to contribute to B cell polycolonal activation
resulting in autoimmune destruction of T cells.

Subversion of FcR immunity by viral IBFs may also influence infection of .
FcR-positive cells by HIV, cytokine systems and T cell function. The major route
of HIV infection is the CD4 receptor on T-helper cells and CD4 has IBF activity
for antibody Fab constant regions. In addition to CD4, immune complexes of HIV
and anti-HIV antibodies can infect antigen presenting cells (APC), such as
macrophages and dendritic cells, by their FcRs. Circulating immune complexes are
often elevated in HIV-infected individuals, and immune complexes isolated from
the HIV-positive sera infect cells in culture. HIV-IBF envelope proteins might
also occupy the Fc antibodies of immune complexes that contain antigens other
than HIV. Such immune complex-HIV aggregates when processed by APCs could infect
T cell clones responding to antigen. Activation of T-helper cells by APCs
requires both the T-cell antigen receptor complex and CD4 (Figure 5). Programmed
cell death, or apoptosis, provides normal physiological functions such as clonal
deletion, but 1is also postulated as a pathological mechanism of T cell
elimination in AIDS. Activation of T-helper cells in conjunction with a second
signal generated by anti-CD4 antibody aggregated by APC FcRs that cross-link CD4
stimulates apoptosis. In HIV disease CD4 might also be cross-linked by HIV gpl20-
antibody to HIV gpl20 immune complex bound to CD4 and aggregated by either
cellular FcRs on APC or the IBF envelope proteins on the HIV, precipitate
apoptosis and clonal deletion of activated T lymphocytes (Figure 6). Certain
cytokines such as interleukin 2 can prevent T cell apoptosis and restore T cell
activation. The cytokine interferon can increase FcRs and enhance FcR-dependent
immunity, and Fc antibody-FcR ligand-receptor interaction promotes expression of
the genes coding for the cytokines interferon and tumor necrosis factor. These
observations are compatible with an FcR-cytokine immune regulatory loop
controlling FcR-mediated immunity and cytokine production. Disruption of such a



FcR-cytokine immune regulatory loop by viral IBF could precipitate both abnormal
FcR-mediated and cytokine-dependent immunity. The CD3 is a component of the T-
helper cell antigen receptor, and crosslinking CD3 by anti-CD3 antibodies
aggregated by FcRs on APCs causes polyclonal activation of T-helper cells,
similar to the antigen specific activation of T cell clones by APC. Anti-CD3
activation of T cells is inhibited when anti-gpl20 antibody from AIDS patients
binds to HIV gpl20 attached to the CD4 receptor, and similar paralysis of T cell
function may contribute to the immunopathology of AIDS. The T cell antigen
receptor complex shares both structural similarities and common biochemical
signaling pathways with FcRs, and anti-CD3 activation of T cells in the presence
of APCs is FcR dependent. Unlike other cells with FcRs, T cells express their FcR
only during activation by antigen or anti-CD3 antibodies. The selective
expression of FcRs on activated T cells underscores the danger of FcR-dependent
HIV infection and apoptosis, and provides the opportunity for antibody Fc-FcR
lock and key signals to influence activated T cells. T cell FcR signals may
emulate B cell immunoregulation by IgFc-FcR signals and afford a common pathway
for coordination of humoral and cellular immunity.
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Figure 5. CD4 contributes to activation of the T-helper cell antigen
receptor (TcR), but cross-linking CD4 can inactivate or destroy the igure 6. CD4 binding and IBF activites of HIV proteins may effect
T-helper cell. FcR are present on APC and activated T-helper cells. R signals and apoptosis of activated T-helper cells.

HIV antigenemia, decline of antibody to HIV proteins, reduced number of
T-helper cells, and loss of circulating IBF produced by immune cells are
correlates and prognostic markers for the progression of AIDS. The elevation of
humoral HIV-IBF proteins and the absence of the naturally occurring IBF of the
immune system may contribute to the defective FcR effector functions associated
with morbidity in AIDS patients. These FcR effector defects also imply a broader
disorder encompassing FcR-dependent immune regulation. In the early stages of
infection HIV-IBF may cause aberrant FcR immunity with a predominance toward
autoimmune eradication of T cells. The subsequent erosion of T cell function
renders antibody-FcR immune suppression dominant, reinforcing the immune anergy
of the terminal phase of AIDS. Paradoxically, HIV may generate both abnormal FcR-
dependent autoimmunity and immune deficiency that sequentially and cumulatively
contribute to the immunopathology of AIDS. SPA and HIV gpl20 and gp4l viral
envelope proteins have IBF for human IgG Fc; and both SPA and HIV gpl20 also bind
IgM Fab antibody Vg3 gene products. The common IBF properties of SPA and HIV
pgl20 are also reflected in their biological activates, and both molecules can
inhibit IgG FcR signals, activate the complement system and cause polyclonal
activation of B cell expressing V3. Immune molecules that remain elevated in
healthy HIV patients and are lost with the advance of the disease have been
considered as a possible source of therapeutic drugs. The stage-related decrease
of patients' IBF levels observed in AIDS qualifies IBF as a possible therapeutic.
The anti-retroviral activity of SPA and the Fc and Fab IBF activity of SPA and
HIV envelope proteins may be merely coincidental; however, it is tempting to
speculate that the IBF activity of SPA might replace deficient natural IBF and
thus antagonize the immunopathogenic action of viral IBF protein(s).



STAPHYLOCOCCUS AUREUS PROTEIN A BACTERIAL IBF IMMUNOTHERAPY

Veterinary and human clinical data indicate that SPA bacterial IBF
immunotherapy is effective in neoplastic, autoimmune and retroviral diseases.
Unlike the systemic use of SPA, extracorporeal SPA therapy involves removing
blood from a patient, separating the cells from the sera, passing the sera over
a SPA column as an immunoadsorbent and returning the treated sera to the subject.
In patients who had failed conventional therapies, treatment with protein A
affinity columns resulted in a 36% response rate for mammary adenocarcinoma, a
47% response rate for AIDS-associated Kaposi's sarcoma, and normalized platelet
counts in AIDS patients with immune thrombocytopenic purpura. Extracorporeal
treatment of feline leukemia and rat or canine mammary adenocarcinoma had
antineoplastic activity similar to that observed with systemic SPA immunotherapy.
One explanation for the 1like antineoplastic actions of extracorpereal and
systemic SPA therapies is that SPA may leach from extracorpereal columns. This
is not unreasonable since tests for SPA leakage from columns are generally done
with saline solutions, contrary to the patient's sera, which contains proteases
capable of cleaving SPA from the column matrix.

Feline leukemia virus (FelV) is a major retroviral pathogen of domestic
cats. It causes anemia, neoplasia and FeLV-associated mortality that is usually
a consequence of immune impairment similar to the immunodeficiency of AIDS in
humans. FeLV is an animal retroviral model for the therapy of AIDS. Twice-weekly
use of extracorporeal SPA affinity columns or parenteral administration of SPA
were similarly effective in FelV-associated disease. Chronically FeLV-infected
cats had an overall response rate of 50%, and long-term remission of the disease
was reported in 6 of 18 cases (33%) after SPA therapy. FelLV viremia cleared in
5 of 18 cats (28%), a more than 30-fold increase over that reported for untreated
cats. Overall cats with FeLV-related abnormalities other than overt malignancy
responded well to SPA immunotherapy, which achieved greater efficacy in this
model than ATZ, the current drug of choice for retroviral disease.

SPA modulates a variety of immune responses in "test tube" in wvitro
experiments, including reversal of FcR dependent immune complex inhibition of
antibody-dependent cellular cytotoxicity (ADCC) and anti-IgM termination of B
cell activation. SPA also increases cytokine production and natural killer (NK)
activity. In vivo SPA immunotherapy decreases immune complex and number of
activated T-suppressor cells; increases cytokine production, NK cell activity,
anti-idiotypic antibody, antibodies against viral and tumor antigens, and
absolute numbers of activated T-helper cells and B cells; and suppresses tumor
growth. The efficacy of SPA for cancer and retroviral disease may encompass many
of these immunomodulating activities, since even a single primary site of action
could gquickly cascade to encompass a myriad of FcR dependent effector and
regulatory processes. SPA IBF activity is responsible for the antineoplastic
activity of SPA preparations against mouse fibrosarcoma, and the efficacy of
extracorporeal SPA therapy for human breast adenocarcinoma is lost after chemical
treatment of columns eliminates SPA IBF activity.

These results strongly suggest that SPA IBF activity is required for
antineoplastic activity; however, synergy between SPA and other immune factors
such as cytokines may also contribute to efficacy. Singh et al. have demonstrated
that SPA and interleukin 2 synergistically amplify lymphokine activated killer
(LAK) activity and suggest that SPA might augment LAK immunotherapy in cancer
patients. Kasparian et al. have shown. that incubation of SPA with the defective
NK cells found in HIV-seropositive subjects produces a "remarkable enhancement”
of NK activity. A dominance toward either humoral or cellular immunity is
observed in immune complex mediated FcR-dependent "split tolerance". Such
increased humoral immunity to the detriment of cellular immunity may be a factor
in AIDS. The reversal of such split tolerance by SPA may contribute to its
efficacy in neoplastic and retrovirus diseases. However, the doses of SPA either
injected or potentially leached off SPA affinity columns during extracorporeal
profusion are inadequate to irreversibly neutralize circulating immune complex.
Therefore, SPA IBF sites and Fc antibody in immune complex may by a competitive
and reversible interaction alter the locks and keys that govern immunity to



.antigen. The fact that the extremely low concentration of humoral IgG IBF (107°M)
in normal human sera and HIV-infected patients could be significantly altered by
the doses of SPA used for immunotherapy favors this hypothesis.

The efficacy of systemic SPA immunotherapy might be enhanced and major
problems of immunotoxin therapy might also be eliminated by the use of antibody-
SPA as an "immunotoxin™ (Figure 7). Cytotoxic biological toxins or chemicals can
be targeted to cancer cells by monoclonal antibodies specific for tumor antigens.
Monoclonals can be conjugated to these toxins by chemical reagents or recombinant
DNA techniques and may consist of either intact antibody or antigen binding Fab
fragments of the antibody molecule. Their are several major obstacles to the
development of immunotoxins: (1) toxins require cellular internalization to kill
the cancer cell; (2) obtaining human monoclonal antibodies; (3) intact mouse
monoclonals can act as antigens in humans, simulating anti-mouse antibody immune
reactions; and (4) mouse antibody poorly activates human Fc receptor immunity.
Like standard immunotoxins, the SPA molecule is complexed to a substance such as
monoclonal antibody Fab specific for the target molecule or antigen, such as
tumor antigen or microbial antigen on a virus or antibiotic resistant bacteria.
The SPA of the immunotoxin binds the Fc region and aggregates the patient's
circulating antibody. The monoclonal antibody binds to the target antigen,
locating the host antibody aggregate that activates Fc receptor mediated
immunity, in close proximity to the antigen (Figure 8). It is a critical
difference that, unlike conventional immunotoxin therapy, SPA immunotoxin is not
directly cytotoxic but rather activates the subject's Fc receptor dependent
immunity to eradicate the antigen. Major obstacles to the efficacy of immunotoxin
therapy are overcome by the emulation of natural immunity by SPA immunotoxin. For
example, antibody-SPA acts extracellularly at the cell membrane and does not
require internalization. SPA activates Fc receptor immunity by binding the Fc
constant region of the host antibody. This avoids the reduced efficacy and
adverse immune reactions associated with the use of intact antibodies from a
different species such as mouse monoclonals, in humans. The use of SPA
immunotoxin was described in the patent of Cowan that was filed in 1979 and
issued in 1993, and such SPA-antibody Fv hybrid molecules were later made by Ito
and Kurosawa in 1993 to increase antibody Fab binding. SPA immunotoxins have the
potential of eradicating antigens the immune system has not encountered
previously or that have fail to stimulate an adequate immune response.

Monoclonal Fab Monoclonal Antibody
/ Fab Antibody
\ Aggregated
/SPA Host Antibody (Ig)

© O o
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Figure 8. SPA immunotoxin bound to antigen by monoclonal
igure 7. SPA immunotoxin antibody and FcR immunity activated by aggregation of host Ig

The relative poverty of currently available experimental data and the
unanswered questions concerning the mechanisms and efficacy of FcR/IBF
immunotherapy mandate caution in predicting the possible future of this therapy.
Nevertheless, defining the mechanisms by which IBF from mammalian and microbial
sources modify FcR immunity may increase our knowledge of the immune response and
eventually lead to new immunopharmacologic weapons in the fight against AIDS,
cancer, and other disorders with immunopathological components.
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A MONOCLONAL ANTIBODY TO DISTINGUISH EGGS OF TWO COTTON
INSECT PESTS: ITS POTENTIAL AS A TOOL FOR PEST CONTROL
AND INSECTICIDE RESISTANCE-MANAGEMENT'

Matthew H. Greenstone
U.S. Department of Agriculture - Agricultural Research Service
Biological Control of Insects Research Laboratory
P.O. Box 7629, Columbia, Missouri 65205

ABSTRACT

The cotton bollworm and tobacco budworm cost Southern cotton growers over three
hundred million dollars annually. The problem is compounded by the fact that the budworm
becomes resistant to pyrethroids, the most widely used insecticides. Although either or both
species may infest fields simultaneously, and the eggs are virtually indistinguishable,
growers usually spray if egg numbers exceed the economic threshold. This leads to costly
and ineffective spraying of budworm populations, exacerbation of pyrethroid resistance, loss
of biological control through destruction of beneficial insects, and environmental pollution.
A monocolonal antibody-based immunodot assay identified over 2,400 insectary-reared eggs
with false negative and false positive rates of 0.4% and 0.1%, respectively; 345 of 346 eggs
collected from cotton fields in four Southern states were correctly identified. The antibody
could be packaged into a kit which would enable a consultant or grower to determine
budworm and bollworm egg numbers in less than an hour. "‘Armed with this knowledge, the
grower could make an informed decision either to spray at a stage requiring less insecticide
than one made later, or to employ cost-effective alternatives immediately. High costs of
insecticides and insecticide application, absence of inexpensive alternative chemicals,
renewed interest in biological control, and societal pressures to reduce environmental
pollution combine to make this technology very attractive to cotton growers and consultants.

MANAGEMENT OF COTTON INSECTS AND OF PESTICIDE-RESISTANCE

Pyrethroids have been the chemicals of choice for control of the tobacco budworm
(TBW), Heliothis virescens (F.), and the cotton bollworm (CBW), Helicoverpa zea Boddie,
in cotton. Pyrethroid resistance was first detected in TBW in cotton in California in the
early 1980’s and in the midsouth and Texas in the mid 1980’s (1) and has increased in
intensity in several regions during subsequent years (2, 3, 4). Levels of resistance vary
temporally and geographically, tending to start out low and increase during the growing
season, and to be higher in cotton growing than in non-cotton growing areas (4, 5, 6).
These trends indicate not only that the evolution of resistance is promoted by pyrethroid use,
but that when pyrethroid use is reduced, pyrethroid resistant individuals are less successful
than susceptible ones. This interpretation is supported by laboratory studies demonstrating
reduced female attractiveness, reduced fecundity, and increased development times in
resistant populations (7,8). Hence a reduction of pyrethroid use can be expected to retard the
development of resistance and extend the useful life of these chemicals (9).



In Texas, midsouth, and Mexican cotton, TBW management becomes more
challenging due to the co-occurrence of susceptible populations of CBW. It is important to
be able to distinguish these two close relatives as early as possible, preferably at the egg
stage, in order to avoid overexposing TBW to pyrethroids. Although subtle morphological
differences between eggs of the two species have been described (10), they have not proven
practical for wide scale use in field identification. Here I describe a simple, rapid
immunoassay which can be scored by eye and which distinguishes TBW and CBW eggs
unequivocally. ‘

DEVELOPMENT OF A PROTOTYPE IMMUNOASSAY

Insects

Except where otherwise stated, all eggs used in this research were from colonies
maintained in continuous culture at the Biological Control of Insects Research Laboratory
(BCIRL) in Columbia, Missouri, using established rearing methods (11, 12, 13).

Antibody Production

Monoclonal antibodies (MABs) were produced according to a previously published
protocol (14), using the soluble fraction of CBW whole egg homogenate (hereinafter egg
homogenate) as immunogen. Hybridoma supernatants were screened for activity by indirect
ELISA, using whole egg homogenate at 100 pg/ml as plate coating antigen. These and all
other protein determinations were made by the method of Bradford (15), using a commercial
dye reagent concentrate (Bio-Rad Laboratories, Hercules, CA). Hybridomas of interest were
cloned twice by limiting dilution (16), using 50% SP2/0-conditioned medium in place of
thymocytes. Antibodies from selected clones were produced by mass tissue culture in
Nutridoma serum-free medium (Boehringer Mannheim Corp., Indianapolis, IN), concentrated .
by ultrafiltration and treatment with Aquacide (Calbiochem, La Jolla, CA) to at least 10.0
mg/ml, and stored at -80° C prior to use.

Seven fusions were performed, yielding a total of 340 hybridomas, nine of which
produced MABs recognizing the immunizing antigen at an ELISA absorbance level at least
three times above background. Three of these nine were successfully cloned, and all were
specific for CBW egg homogenate only. One MAB, which was designated HZE-1, gave
ELISA absorbances more than five times above background, and was chosen for further
characterization. HZE-1 belongs to antibody subclass IgG1, as determined by the Sigma
ImmunoType Mouse Moncolonal Antibody Isotyping Kit (Sigma Chemical Co., St. Louis,
MO).

Immunoassay Protocol

Assays were performed on reinforced nitroceliulose membranes (Hybond-C Super,
Amersham Life Sciences, Arlington, IL). For each assay, a membrane was cut to
appropriate size and taped over a vinyl-jacketed matrix of darkly photocopied dots; the dots,
visible through the translucent membrane, provide reference for the placement of individual



1.0 ul spots of egg homogenate or individual eggs. After a minimum of fifteen minutes for
drying, the membrane was blocked for 1 h in 5.0 % BLOTTO (17) containing 5.0 mg/ml
protease IV (Sigma Chemical Co., St. Louis, MO) to inhibit endogenous peroxidases. The
remaining steps followed the immunodot protocol developed for egg predator gut analysis
(18). Total assay time is about 3 h.

Assay sensitivity was determined by two-fold serial dilutions, from 1.0 ug to 1.0 ng
protein, of whole egg homogenate. After 15 min. for drying, the membrane was assayed
using MAB HZE-1 at 25, 50 and 100 ug/ml. The assay detected the same amount of CBW
egg homogenate protein at all three MAB concentrations tested, 125 ng (Fig. 1). In order
to minimize reagent costs, MAB concentration was set at the minimum, 25 xg/ml, for egg
squashblot assays.

Prototype Egg Squashblot Assay

Individual eggs from long-term BCIRL moth colonies were obtained from insectary
egg sheets (paper towels) or from soybean or cotton leaves exposed to-adult moths in a
rearing chamber. Infertile CBW eggs were obtained by exposing soybean leaves to virgin
females. Eggs from egg sheets were loosened by immersion in tap water, while those from
leaves were removed with an artist’s brush. The brush was used to position individual eggs
over the spots seen through the nitrocellulose membrane. Each egg was then squashed in
place with a 2.5 mm diameter wooden applicator stick (Abco Dealers, Inc., Milwaukee, WI).
The completed membrane was allowed to dry and then assayed.

Eggs squashed on membranes sometimes left a permanent brownish residue regardless
of species. However only CBW eggs lead to development of a large pink spot in the assay
(Fig. 2). HZE-1 recognizes an antigenic determinant which is found in CBW egg '
homogenate but is missing from TBW egg homogenate (C.L. Goodman & M.H.G.,
unpublished data). Nevertheless TBW eggs sometimes appeared weakly positive when
assayed on membranes blocked with phenylhydrazine as peroxidase inhibitor (18). When
increases in phenylhydrazine concentration and incubation time failed to reduce background
and improve the signal-to-noise ratio, a commercial laundry whitener containing protease
(19) was tested (data not shown). The laundry whitener improved the ratio but could not be
made to go completely into solution at effective concentrations and had to be removed from
the membranes by hand rubbing under running water. Blocking with protease IV at 5.0
mg/ml for 1 h reduces TBW non-specific reactions without degrading signal strength of CBW
eggs. A 15.0 mg/ml (3X) stock may be prepared ahead of time and stored at -20° C, then
thawed and diluted for use on the day of the assay. Residual protease causes casein
coagulation in the MAB incubation step. Nevertheless CBW and TBW eggs are
unambiguously distinguishable on the developed membrane (Fig. 2). -

More than 2,500 insectary-reared eggs were assayed (Table 1). Five of 1,269 CBW
eggs were negative, giving a false negative rate of 0.4%; one of 1,157 TBW eggs was
positive, for a false positive rate of 0.1%. These rates are conservative, since females
occasionally escape and may gain access to egg sheets of the other species in the insectary.
TBW and CBW eggs oviposited on cotton and soybean leaves gave reliable resuits, and all



infertile CBW eggs were positive.

Assay of Eggs from Field Populations

Although long-term continuous colonies of CBW and TBW are maintained in several
laboratories in different geographic areas of the United States, they were probably all derived
from just a few field acquisitions. In order to be sure that the species-specificity of MAB
HZS5-1 is not an artifact of long-term culture, an attempt was made to collect eggs from
widely distributed field populations of both species. In late summer and fall of 1993, CBW
and TBW larvae or adults were identified to species and collected from cotton and com fields
in Tift Co., Georgia, Washington Co., MS, Fayette Co., TN, and Burleson and Hidalgo
counties, TX. The adults were mated and the resulting eggs were sent to the author’s
laboratory by air freight; larvae were allowed to pupate and the pupae were sent to the
author’s laboratory, where they were permitted to eclose, mate, and oviposit. These eggs
were placed on membranes along with control eggs from the BCIRL insectary, and assayed
as above. '

Data from field these assays are presented in Table 2. Both species were collected at
the Tift Co., GA site; all but one CBW egg were positive and all TBW eggs were negative
(see Fig. 4). At the other field sites, only TBW were collected. The eggs resulting from
these collections were all negative in the assay.

Assay of Additional Species

. Other close relatives of the CBW and TBW may occasionally oviposit on cotton. In
order to determine whether there is significant risk of false positives from such incidents,
additional membranes were prepared with eggs of the following species maintained in the
BCIRL Insectary: the ground cherry fruitworm (GCFW)Heliothis subflexa Grote, the fall
armyworm (FAW) Spodoptera frugiperda (J.E. Smith), the cabbage looper (CL) Trichoplusia
ni (Hibner), and the velvetbean caterpillar (VBC) Anticarsia gemmatalis (Hiibner). All
tested eggs of these four species were negative. FAW eggs tended to melanize intensely, but
the resulting inky black dots were easily distinguished from the large pink spots of CBW

positives (Fig. 3).



NEED AND PROSPECTS FOR OF A QUICK EGG IDENTIFICATION KIT

We in the United States and Mexico are fortunate that pyrethroid resistance has not
become fixed in the TBW. The egg squashblot assay described here could be the cornerstone
of a pyrethroid resistance management strategy which would reduce the frequency of
pyrethroid sprays while prolonging their useful life against this pest. Additional benefits
would be cost savings to growers, reduced environmental contamination, and enhancement of
biological control through conservation of natural enemies. The total costs to the Southern
cotton industry sue to yield loss costs of control is over three hundred million dollars (20),
so there should be a substantial market for this technology.

Analysis of an analogous resistance problem involving two Old World Helicoverpa
species is instructive. In Australian cotton, the Australian bollworm (ABW) H. punctigera
Wallengren is fully susceptible to pyrethroids, while the Old World Bollworm (OWB) H.
armigera (Hiibner) exhibits high levels of resistance. Furthermore there does not appear to
be a significant cost in success due to resistance in the OWB so that relaxing pyrethroid use
does not lead to reduced levels of resistance. Nevertheless a decade-long insecticide
resistance management (IRM) strategy has prolonged the usefulness of pyrethroids against
this pest (21).

During the 1993-1994 field season, the use of a monoclonal antibody-based field
identification kit to distinguish the two species was added to the IRM strategy (22). The
assay is analogous to the one reported here, but packaged with proprietary technology into a
faster format. Guidelines for the use of the kit (23) could be easily adapted to our situation.
Briefly, scouts would collect individual eggs, at the rate of perhaps 100 per 400 ha, while
performing their normal scouting duties; the eggs could be squashed and assayed upon return
from the field. A prediction of whether or not pyrethroids would effect satisfactory control
would depend upon the total TBW+CBW density, the proportion of eggs belonging to each
species, and levels of resistance in TBW populations. Precise guidelines would need to be
worked out, but generally speaking, spraying with pyrethroids when the proportion of TBW
is high would not be effective unless both total densities and TBW resistance levels were
low. Furthermore as the new strategy was implemented and natural enemy populations
rebounded, it might be possible to avoid spraying pyrethroids at higher total densities and
higher proportions of TBW, due to the increased mortality attributable to biological control.
In situations where pyrethroid spraying was deemed inappropriate, biopesticides such as
Bacillus thuringiensis, or insecticides with other chemistries, could be employed. However
the latter course would require very careful choice and judicious use of chemicals, since
pyrethroids are not the only class of insecticides to which the TBW has evolved resistance
(24).

Insecticides will continue to play a role in insect pest management for the foreseeable
future. As the number of approved and effective chemicals dwindles, emphasis must be
placed on management programs which retard the evolution of resistance by susceptible pest
populations. Added benefits of such programs include cost savings from avoiding
unnecessary or ineffective spraying, reduced environmental contamination, and enhancement
of pest population suppression by the preservation of biological control agents.



TABLES
Table 1. Results of squashblot assays on insectary-reared eggs
Species CBW TBW GCFW FAW CL VBC

+ - + - + - + - + -+
SOURCE

Egg sheets 1,096 § 1 1,052 0 84 0 84 0 84 0
Cotton leaves 24 0 0 24
Soy leaves 8 0 0 80

Infertile 64 0

Table 2. Results of squashblot assays on field-collected eggs

Species CBW TBW

+ - + -
LOCALITY
GA 135 1 0 84
MS 0 42
N 0 24
‘TX 0 60



FIGURE LEGENDS
Fig. 1. Determination of assay sensitivity by titration (by triplicate serial two-fold dilutions)
of egg homogenate from 1000 to 1 ng, against MAB HZE-1 at 25 ug/ml; identical
results were obtained with the MAB. at 50 and 100 ug/ml. Abbreviations per text.

Fig 2. Species-specific identification of individual eggs by squashblot immunoassay.
Abbreviations per text. :

Fig. 3. Assay of eggs of additional species. Abbreviations per text.

Fig. 4. Assay of field collected eggs from Tifton, GA. C, control eggs from BCIRL
insectary colonies; F, field collected eggs; other abbreviations per text. '
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ABSTRACT

Molecular modeling is beginning to play an increasingly important role in the drug discovery and materials
design process. Classical molecular dynamics models, which treat each atom as a three degree-of-freedom particle,
have been widely used for such purposes. However, as researchers became interested in larger molecules and longer
time scales, such modeling methods have become severely limited. This is due to the large number of degrees of
freedom, as well as the high frequency content of the dynamics, which requires small integration step sizes. To
address this problem, the authors have developed a modeling approach that is based on spacecraft dynamics:
modeling techniques. A molecule is substructured into a set of interconnected rigid and flexible bodies and
atomistic regions. The atoms that are aggregated into bodies are those that exhibit collective motion, with small
relative motions among each body's constituent atoms. High frequency content is reduced by retaining only low
frequency modes for flexible bodies. The substructured description of the system has a much smaller number of
degrees of freedom than the all-atom model. Further development of the method is proceeding, through
collaborations with researchers in academia as well as in industry.

MOLECULAR MODELING

Molecules are modeled with computers based on the cartesian coordinates of every atom. The ability to
visualize every atom and its movements has provided valuable information for chemists studying structure-function
relationships. This type of molecular modeling tool has been made possible by contributions in four major areas:
(1) X-ray crystallography and the publication of structures in the Brookhaven Protein Data Bank [1], (2) molecular
mechanics and dynamics software and forcefields developed primarily by Karplus et al. [2], and Allinger [3], (3)
molecular graphics hardware and software, and (4) raw computational power.

Although these tools have generally been available for about 10 years, it has been the advent of the
powerful graphics UNIX workstation (particularly from Silicon Graphics) that has caused an explosive growth.
Researchers have studied many molecules with this tool and improved its performance over the years to deal with



larger and larger systems. However, since the focus of these systems is based on classical molecular mechanics,
the tools continue to focus on individual atoms as the structural unit. This has two primary drawbacks (a) limiting
the size (or length of simulation) of the molecular system (to less than 25,000 atoms or 100 picoseconds) and (b)
difficult analysis of structure-function (collective atom architectures) relationships.

In addition to providing insight to structure-based mechanisms, a key goal to molecular simulations is to
reproduce and predict laboratory experiments that are based on molecular events that occur in the micro- to
milli-second time frame. Many large molecules are organized into aggregates of atoms that function collectively.
Such collections of atoms could be things like monomer residues, alpha helices, beta sheets, molecular domains, or
whole subunits (chains). In order to simplify the vast amounts of information in large biological and synthetic
molecules, and focus on molecular substructures responsible for function, it is necessary to be able to aggregate
atoms that function with collective motions into larger objects or bodies. Not only will this provide us with the
proper perspective to structure-function relationships, it will allow us to avoid calculating the time-consuming and
uninteresting high frequency motions of these molecular systems.

Software developed in the 1980's for solving large aerospace simulation problems [4] has been adapted to
molecular systems [5] in order to provide this atom aggregation (molecular substructuring) and body-based
simulation technique. The resulting simulation software is called MBOMN)D (Multi-Body Order (N) Dynamics)
This method enables the multigranular treatment of systems which contain particles (atoms), flexible bodies and rigid
bodies. Examples of molecular structures and substructures with bodies are shown in Figure 1. In this figure, the
protein is substructured into secondary bodies, beta sheets (represented as flat ribbons) and alpha helices (represented
as cylinders); the nucleic acid is substructured into two backbone bodies and base bodies; and the polymer is
substructured into monomer bodies. These substructuring schemes represent only one scheme (for each type of
molecule) of many possible schemes available to the substructuring methodology. For example, the protein in
Figure 1A could be substructured as 2 bodies representing the 2 subunits; the nucleic acid could be substructured
to include base-pairs or several base-pairs into a single body; and the polymer could be substructured to include one
whole chain in a body, allowing one to simulate more chains within the system. By using these methods it is
possible to reduce the number of objects computed from hundreds-of-thousands of atoms to tens or hundreds of
bodies, and increase the simulation time step from one femtosecond to tens- or hundreds- of femtoseconds.

FIGURE 1: (A) HIV protease, a protein, (B) 1 turn of DNA, a nucleotide, (C) PMMA-stilbene, a polymer
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Organizing these large molecular systems into bodies not only improves the computational efficiency, but
it also allows a more simplified analysis of the collective atom (substructure)-function relationships. Examples of
molecular events whose study will be enabled by this methodology include (a) molecular docking events, (b)
molecular conformational changes such as HIV flap movement, subunit shift in hemoglobin between oxy and deoxy
states, (c) protein/polymer folding and diffusional conformational changes, and (d) free energy changes. As the
molecular structure of large systems becomes more weil defined this need to substructure molecules into architectural
units and to simulate molecular bodies will become more important even on the next generation of supercomputers.

SUBSTRUCTURED MODELING APPROACH

This paper presents a new approach to the modeling of macromolecular systems. The method is based on
the idea that the essential dynamics of such systems are captured by the low frequency modes of the system [6-11].
There are many biological processes that take place in the nano- to milli-second time frames that cannot be modeled
with current methods because of the large size of the systems and small time steps needed for numerical integration.
Mechanical properties of polymers are difficult to predict unless large time-scale simulations are performed on large
enough models of the material. By considering only the low frequency behaviors, much larger integration time-steps
can be used. Modal approaches also reduce the number of degrees of freedom that need to be modeled. Modal
methods have been used in the past to study macromolecular systems. However,because of the linearization that
is introduced in order to obtain the mode shapes and frequencies, such models are valid only for a small region near
the conformation about which the linearization was performed.

The approach that we have developed is based on the substructuring of a large molecular system into bodies
and particles. The substructuring is determined by the amount of motion to be expected between atoms. For regions
where motions are expected to be very small, or small enough to be unimportant for the purposes of the simulation,
the atoms can be grouped together into rigid bodies. Regions where there are moderate amounts of motion can be
modeled as flexible bodies. Regions where large conformational changes are expected can remain atomistic. Since
this modeling approach allows large motions between bodies, as well as between individually modeled atoms, it is
expected to be valid for a much larger region in conformational space.

Secondary structures of proteins are primary candidates for grouping into bodies. Alpha helices and beta
sheets are naturally thought of as having collective motions. In fact, analysis reported in the paper by Swaminathan



et al. [12] has demonstrated this. Loop and turn regions can be modeled atomistically to allow large conformational
changes. Parts of these regions might also be grouped into flexible bodies. Although synthetic polymers are
composed of more flexible molecules than biopolymers, there are substructures within synthetic polymers that can
be rigid and act as collective groups as well. In addition, since the function of some synthetic polymers is due in
part to the close packing of many polymer chains, the movements of whole chains of polymers can be correlated
and provide a means for molecular substructuring. Aromatic groups, side chains residues and even whole polymer
fibers can be treated as bodies depending on the study. Because of the distinct separation of the system into high
frequency atomistic regions and low frequency flexible/rigid bodies, this modeling approach is highly amenable to
treatment by multiple time scale integration techniques.

The eigensolution process is more tractable for this substructured model because the mode shapes and
frequencies are calculated separately for individual bodies, rather than for the entire system. It is computationally
less expensive to compute eigensolutions of component bodies within a system than it is to compute the
eigensolution of the entire system.

There are several advantages of this substructured modeling technique. The elimination of high frequency
content from aggregated groups of atoms allows larger time-steps, and hence longer time frame simulations or larger
molecular systems. The ability to manipulate groups of atoms collectively as bodies allows the modeling and
simulation of events that cannot be treated by all-atom models. Examples include flap motion of HIV protease, sub-
unit interactions in hemoglobin, and dynamic docking of ligand and substrate. The exact constraint formulation
allows the relative motion between bodies to be optionally specified as a function of time, thereby allowing inverse
dynamics simulations to be performed based on hypothetical or experimentally observed molecular motions.

Within this substructured modeling approach, there are several alternatives for the calculation of bond and
non-bond interactions. Conventional all-atom calculations [2] can be performed. Body forces and torques are
obtained by summing up atomistic forces and moments over the atoms that make up each body. Modal forces are
computed by multiplying atomistic forces by the mode shapes. This projects the physical forces into the low
frequency subspace of the body. A modified approach replaces the body internal interactions by modal stiffness
terms. The bond and non-bond pairlists are reduced in size by eliminating explicit interaction calculations between_
atoms that reside on the same body, resulting in a more efficient calculation. Fast multipole algorithms [13-15}
could be applied to speed up non-bond calculations for large systems. As noted above, we have developed a body-
based multipole algorithm for better computational efficiency at high levels of aggregation.

The outputs from the substructured modeling approach are of the same type as that from all-atom
simulations. This is because the coordinates and velocities of every atom are known once the translations, rotations,
and modal amplitudes of the atom's parent body are found. Thus, conventional post-simulation analysis algorithms
can be directly applied to these simulations.

PERTINENT SPACECRAFT MODELING TECHNOLOGIES

Many elements of this substructured modeling approach have been adapted from spacecraft and mechanical
dynamics modeling techniques. In such systems, large relative motions are allowed between articulated bodies
which may be either rigid or flexible. Elastic behavior of the individual bodies are modeled by component modes.
Constraints at hinges/joints are handled in an exact manner, and there have been recent developments [16-19] that
have resulted in fast algorithms with Order (n) computational complexity.

MBOQ)D traces its roots to NASA's multibody dynamics simulation software called DISCOS (Dynamics
Interaction Simulation of COntrols and Structures). The authors have had extensive experience with the use of



DISCOS for the modeling of spacecraft dynamics and controls for a variety of NASA of Department of Defense
missions [20-23]. More recently, Chun, Turner, and Frisch {10] replaced the original dynamics algorithm with a
highly efficient Order (n) recursive algorithm that greatly reduces the computational requirements for large systems.
This resulted in a new version of the code, called N-DISCOS. In addition, a rigorous formulation for topological
closed loops {24] and an efficient gear reduction model were implemented [25] in support of the NASA Flight
Telerobotic Servicer. Modifications were made to enable the modeling of human biomechanics for the purpose of
task analysis, man-machine interface, and human factors engineering. The resulting software, HMT-CAD (Human-
Machine-Task - Computer Aided Design) [26], was streamlined to run on Personal Computers. That work was
supported through the NASA SBIR Program. The MBOMN)D molecular dynamics modeling software builds upon
these algorithmic and software developments, and demonstrates a significant leap in the transfer of technology from
spacecraft applications to the biotechnology and materials engineering arena.

DEVELOPMENT OF SUPER-FAST MOLECULAR DYNAMICS

There were several important modifications to N-DISCOS that were made to create the molecular modeling
capability embodied in MBOMN)D. A three degree-of-freedom particle element was introduced to handle
atomistically modeled regions of the molecular system. Exact and rigorous bond length and bond angle constraints
were implemented to eliminate the high frequency vibrations due to bond stretching and angle bending. These
constraints can be optionally specified. A hierarchical body-based multipole algorithm was implemented for
electrostatic interactions, so as to take advantage of the fact that invariant multipole coefficients can be computed
if they are based on body-fixed coordinate frames. The MBO(M)D code was interfaced to conventional
computational chemistry software to utilize their user and data interface modules, as well as to access their force
field calculations.

Test Results

Many tests were conducted to demonstrate the various elements of the substructured modeling approach.
Constrained dynamics of glycine dipeptide was used to verify the bond-length constraints within MBOMN)D.
Comparison with AMBER results showed good agreement in the dihedral angle dynamics. Figure 3 shows the
similarities in the dihedral angle time histories between the AMBER/MBO(N)D simulation and the AMBER/SHAKE ‘
simulation. (SHAKE is a conventional iterative algorithm for maintaining constraints.) Analysis of the numerical
results showed that the mean values of the dihedrals exhibited good agreement (three significant digits of agreement)
with AMBER results.

AMBER - MBON)D AMBER - SHAKE
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Figure 3: Comparison of dihedral angle time histories for bond-length constrained simulations using MBON)D vs.
using SHAKE.



Information on modal modeling was obtained through modal simulation of decaglycine, which indicated
that 20 modes was sufficient for capturing the essential dynamics of the molecule. In this study, an error criterion
was developed which required that the rms position deviations agreed to within 0.1 A of AMBER results. All-atom
AMBER results were compared to MBON)D simulations using various numbers of modes. Table 1 shows that the
error criterion was satisfied at 20 modes and beyond. The table also illustrates the reduction in frequency content
possible with the different number of modes. For the 20 mode model, a time step on the order of around 100 fs
is sufficient to adequately simulate the dynamics of this 79 atom molecule, compared to 1-2 fs needed for a fully
atomistic simulation.

Table 1: Exact (AMBER) vs. Modal (MBO(N)D) Approximation --
20ps Decaglycine Dynamics

NUMBER OF MEAN DEVIATION HIGHEST FREQUENCY PERIOD OF HIGHEST
MODES FROM AMBER RETAINED (cm™) MODE (fs)
SIMULATION (A)
1 432 18 1899
5 0.26 32 1049

10 0.14 57 587

27 0.07 146 228
33 0.04 197 168
94 0.02 595 56

Several substructuring strategies were investigated for modeling a portion of bacteriorhodopsin. The
bacteriorhodopsin system could logically be treated as either one single body or two alpha helix bodies connected
via a proline ring. The proline ring could be modeled as either a body or as a group of individual particles. The
results are summarized in Table 2, where the numbers in parentheses indicate the number of modes used. This study
demonstrated that a substructuring strategy involving flexible body models with eight modes for the alpha helices
and atomistic models for the proline ring was able to capture the essential bending motion of bacteriorhodopsin, as
indicated by comparison with an all-atom AMBER simulation.




Table 2: Comparison of several substructuring strategies for bacteriorhodopsin particles, flexible bodies, or rigid
bodies for the helix-proline-helix model.

Three Rigid 1.5

I Flex (8) Flex (4) Flex (8) 10.79

Flex (2) Particle Flex (2)

Flex (8) Particle Flex (8)

* Numbers in parentheses indicate the number of flexible modes retained.

Accuracy tests of the body-based multipole algorithm were performed on crambin and several complete
turns of the B-DNA Dickerson dodecamer. Electrostatic interactions obtained from the body-based multipole
algorithm were found to agree with those obtained atomistically using X-PLOR and AMBER by about four digits
of accuracy, which is considered a good agreement.

Preliminary timing runs using various substructuring schemes for B-DNA (with up to around 2,000 atoms)
showed that even at low levels of aggregation (about 30-60 atoms per body), the MBO(N)D code executes about
10-20 times faster. (See Table 3.) The stability of the 10 fs time-step used by MBO(N)D (compared to 1-2 fs
needed by atomistic calculations) is demonstrated in Figure 4, which shows the conservation of energy for a 3-tun
DNA simulation. :

Table 3: Timing Results from B-DNA Simulations

—_—
STRUCTURE | NO. NO. AMBER CPU TIME/ SIM MBO®)D CPU SPEEDUP
BODIES | ATOMS TIME (s/ps) TIME/SIM TIME
(s/ps)
1 TURNDNA | 12 758 1790 146 12
74 (dt=20 fs) 24
3TURNDNA | 72 2278 7115 470 15

AMBER runs performed at 1 fs timesteps
MBOM)D runs performed at 10 fs timesteps, except where indicated otherwise
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Figure 4: Stability of MOBMN)D 10 fsec Time Step Simulation for a 3-turn DNA

Future Work

Additional research is planned for investigating the substructured modeling approach to assess its speedup
potential and modeling accuracy, and to gather information on appropriate substructuring strategies for various
molecular systems. Collaborations for this purpose have been set up with Harvard University, Yale University, and
Princeton University, as well as with several pharmaceutical companies. The MBO®)D code is currently at the
prototype stage. It is at preliminary levels of integration with AMBER 4.0, CHARMM, and X-PLOR.

CONCLUSION

The substructured modeling approach provides the framework for dealing with collective motions, models
with varying degrees of fidelity (higher fidelity near active site, lower fidelity elsewhere), and a way of treating large
systems and long time-frame systems in a computationally tractable manner. It is our belief that this modeling
technique will provide the enabling technology for the scientific study of a wide range of biomolecular and materials
phenomena.
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Feature-based Modeling for Rapid Functional Prototyping:
' The Quick Turnaround Cell

by .
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Dr. David C. Anderson, Purdue University Engineering Research Center
Dr. Tien Chicn Chang, Purdue University Engineering Research Center

Abstract

The US Army Missile Command (MICOM), The Nationat Science Foundation Engineering
Research Center at Purdue University, Laral Vought Missile Systems, and several
mdustrial parters are comently developing a Quick Turnaround Cell (QTC) System that
provides far rapid functional prototyping of machined parts utilizing feammre-based
modeling and generative process planning. The goals of the QTC project are to develop an
integrated “art to part” system that assists both defense and commercial developers in
pratotyping concepts while helping eliminate many cibility / manufacnurability issues
during early development phases. The intent of the system isito provide designers
with the capability to easily design components for a new concept and rapidly prodoce
functional components for concept testing.

The benefits gained from the QTC include both a large reduction in time/cost required to go
from idea to physical parts and the ability to address manufacturing concerns during early
design actvities. The philosophy behind the QTC is consistent with emerging themes of
Concurrent Engineering (CE) and Integrated Product/Process Development (IPPD). While
the QTC is being developed to meet the needs of MICOM and the ERC industry partners,
the QTC technologies offer the potential for significant benefit to the indnstral base and

The QTC provides an integrated system thar includes manufacturing-feature-based
modeling, antomatic generative process planning, aotomated numerical control (N C) code
generation, simulation of machining processes for verification of process plan, fixturing
and numerical control codes, digital numerical code communication with selected NC
machines, inspection/validation of machining process, and geometry portabiity t a
commercial computer aided design system. The QTC domain consists of machinable parts
that are typically produced using conventional milling and turning processes. The
significant accomplishments of this project are the results of a tight coupling between
design and manufacturing planning afforded by the feanre-based modeling approach.

INTRODUCTION

As the Deparmment of Defense undergoes a scaled down and as industry struggles to remain
competitive in a global economy, it is becoming mare evident that the technical community
must develop a better set of engineering tools that allow manufacturing issues to be
addressed earlier in the development cycle thereby reducing the overall tine and cost of new
prodncts [44]. This philosophy is the driving force behind the development of the Quick
Tumaround Cell. The QTC provides the capability o bring manufacturing issues related to
the machining of comrponents to the arention of the designer while the "design intent” is
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still fresh on the designers mind and while alternarive concepts have minimurm impact on
the overall system. The QTC capabilities are the result of a tight coupling between design
and manuofacturing made possible by a modular systems architectire and technical approach
based on feature-based design and generative process planning.

SYSTEM ARCHITECTURE

The QTC system architecture, as shown in Figure 1, consists of several tightly coupled
modules including Feature-based Design, Feature Refinement, Generative Process
Planning, Automated Numerical Control (NC) Code Generation, Machining Simulation
and a Cell Controller for Direct Numerical Control code downtoad to selected NC machimes
[371.

Feature-based, Ohject-Orientad,
Position & Dimension Tolsramces
CB3G & Brep solid model awallabls.

Geometric Ressoning,
Intsraction of Paatures

Automatic Generative Process

Tool Betection. e

Toal, Fixture, Path
Simulation

Figure 1. System Architecture

The intelligence of the QTC system is based on the use of features thar allow for both a
geometric representation required to support concept definition while providing a topology
and taxonomy used to conduct geometric reasoning and generative process planning. The
design module provides an object oriented, graphical, three-dimensional design based on a
small number of featnres. Utihzing a relatively small number of features, the designer can
combine features to form complex geometric shapes. The Feature Refinement module [1]
utilizes geometric reasoning to create a global precedence graph of featre relationships.
This precedence graph represents significant geometric relationships betwecen features and
is used to determine subsequent process sequencing. The Process Planning module [20]
then determines the process plan for producing the required features and advises the
designer of manufacturing problems in machining of the part. Once the process planning is
completed, the designer can choose to machine the part using the Cell Controller module,
graphically simulate the machining of the part using the NC Simulator module or edit the
part further based on the machining information now available.

The QTC system currently executes on a Silicon Graphics Inc. (SGI) workstation utilizing
the Graphics Library fumctions [37]. However, the QTC softwareiis written in C, C++ and
common LISP and can be ported to other platforms that support the OPENGL graphics
library. An SGI graphics emulatar has been developed for the Apple Macintosh platform
and the QTC Design module ported to the Macintosh platform as a demonstration of system

portabhity. \
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FEATURE-BASED DESIGN

In general terms, a feature is a representation of shape with geometry and attributes that are
recognizable and meaningful to humans while providing an information topology that can
be understood by analysis rontines. In the case of the QTC system, features consists of
prismatic entities such as rectangnlar stock feature, holes, slots, pockets, counter-bore,
NURB surfaces, eic. and cylindrical entities such as cylindrical stock feature, round-
groove, rectangular groove, V-groove, and axisymmetric taper. These feanmres have both a
gwmcmcq:mmngﬁoqiamnwmde&glpuspecﬁveandapmmmningﬁmna
manufacturing perspective.

The Feature-based Design Graphical User Interface, shown in figure 2, is a mult-window,
highly graphical, interactive environment that allows the designerito conceive the form of a
component part and casily use features to define the part while viewing both a wireframe
representation and a shaded image or hidden line representation. This environment closely
resembles the conventional CAD environment familiar to most cancept designers.

Each feature is easily positioned, ariented and sized an the work face of the stock by
utilizing graphical icons called "handles”. Features are positioned with respect to other
features by specifying position vectors between handles. Both position vectors and
dimensional vectars contain tolerances. The Design Module allows fearure to be placed on
any of the faces of the stock feature. The resulting part model is a high-level representation
of the design that contains all feature information including position and dimensional
tolerances {1]. Figure 3 illustrates the QTC Feamre-based design approach. The unique
ability of the QTC system to represent a three dimensional geometric model and a three
dimensional tolerance model is essential to conducting generative process planning.

The QTC Design environment is implemented as a2 modular, object-oriented approach that
allows new features to be added by defining the graphical representation, pasition and
dimensional atributes (handles) and process planning rules. This modular approach allows
the QTC system to be expanded over time to address a wider range on manufacturing
processes.
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Fgure 3. Feanre-based Modeling Approach

The QTC feature-based modeling module has also been utilized in support of several
engincering activities including mesh genexation for engineering analysis [40], surface
maodeling [25], assembly [6], non-contact inspection [7], gecomemry portability between
geometry based systems, and mill-tumn and 3-axis machining [17].

Approaches to automating “"design for manufacturing™ have typically favored either the
design function or the process planning function [1). Such approaches either restrict the
design activity to only deal with planning operations thus reducing the designer's
flexability, or on the other extreme, force the process planner to perform complex and
lengthy deductions from a design model that generally lacks mannfacturing content. The
QTC system featre-based modeling approach provides a balanced approach that allows the
designer sufficient flexibility to represent geometrically complex parts while providing a
model that contains sufficient manufacturing content to conduct astomated process planning
activities.

GEOMETRIC REASONING

In recent years there have been several research and commercial efforts o automate
process planning for manufacturing [4, 11, 13]. One of the major technical obstacles
identified by these efforts is the large number of combinations and complexity that occar
due to the interaction of features. A typical approach to resolve this interaction problem has
been to expand the number of features to account for each possibie combination. This
approach results in a very large set of feanires and overly complicated planning algorithms.
In some effarts the developers have attempted to conduct "feature extraction” from a -
conventional geometric model and discovered that this approach becomes extremely
difficult as parts become geometically complex.

The QTC system has overcome this technical obstacle by developing a CAD Interface
module that utilizes geometric reasoning to resolve the relationships between fearures. Far
example, Figure 4. illustrates the interaction of a single stock feature with a single slot
feature and the resulting combinations such as a through-slot, a blind-slot, pocket, or step.

1
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By utilizing the CAD Interface to resolve these relationships, only. two features are required
to represent this relationship. This approach greaily simplifies both the design module and
process planning module algarithms and greatly reduces the number of feanres required 1o
represent geometrically complex parts. The CAD Interface module also resolves nce
relationships where one feature mnst be removed before removing the second. Figure 4
also illustrates a case where the hole is locared on the bottom face of the slot. The CAD
Interface resolves this case and provides a precedence graph to the process planning
module for proper sequencing of machining operations.

.CAD Interface

Rficcoect OfF ature From Design To Manofacturing
Based Oa Deep Geometric Reasaning
So Chalifiatm
1

| ——

s Thasia cmates Lhe Rk vu B2 N Dot (aca.
=Thehals b batsd sstiadetam ba f Gsilsl.

Figure 4. CAD Interface, Refinement of Features

GENERATIVE PROCESS PLANNING

The function of the Generative Process Planning module, shown in Figure 5, 1s to
generate a process plan for the part consisting of process selection [6, 7, 8], sequencing of
operations, set-up planning, fixmre planning [19], tools selection, curter path generation,
and estimation of machining time. The planning modnle utilizes several user definable
dambases including a tool darabase, fixuring database, machinability database and machine
configuration. These darabases allow the QTC system to be customized for a specific
machine shop. The planning module outputs a planning document; that contains instructions
for part set-up, fxmuring and machining operations and a catter location dam file. Cutter
location data is stored in APT-like format for subsequent translation to NC machine format.
Multiple paft setaps are generated depending on the arientation of the part required for
machming. The Process plarming and cutrer location data are stored within the QTC system
as text files thus allowing easy interface to an Material Requirement Planning (MRP)
system where these files may be used in shop loading applications.

Machiming problems detected by the planning module are identific to the designer thus
providing manufactaring feedback to the designer in a timely manner. Typical problems
encountered include such items as non-standard hole sizes thar wohld require special size
tooling or dimensional tolerances too tight for a machining process. This umely
identification of manufacturing issues allows the designer to consider alt=matve design
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MACHINE CELL CONTROLLER

The Machine Cell Contoller module provides a direct netwark link between the QTC
system and numerical contral (NC) machines and provides setup information to the NC
machine operators. Information provided to the machine operatar includes raw stock size,
part affset position (for machines not equipped with edge g.nding probes), and machine
tools requixed for the setup. Prior to downloading of the cutter locarion data to the NC
machine, a translation routine (i.e. post processar) is execured o convert the QTC cutter
location data to the part program format required by the specific machine. Post PTOCESSOrS,
written in C language routines, have been developed for Cincinnati Milacron T-10
controllers and Emco Mier T-10 coatrollers [37].

A Machine Cell Controller Graphical User Interface, shown in Figure 7., shows the
information discussed above and illustrams how the raw stock shauld be fixtured for

machining. Muitiple s, previously generated by the planning module, are displayed by
a simple "PREVI Umm select;ﬁ . g

Figare 7. Machine Cell Controller Graphical User Interface

CONCLUSIONS

The QTC system is an evolving effort by the Purdue ERC under the sponsorship of the
National Science Foundation, Industry parters of the Purdue Engineering Research
Center, and the Army Missile Command. This alliance of academia, government and
mdustry partners is essential 1o insure relevant research at an academic level, development
of practical engineering tools from that research, and formulation of new research areas
made evident by practical application of the engineering tools. The QTC system testbeds are
currently implemented at the Purdue ERC, at the Army Missile Command in Huntsville
Alabama, Loral Vought Systems in Dallas Texas, and the Automation and Robotics
Institute in Arlington Texas. There arc a number of research activities cumrently underway at
the Purdne ERC that will contribute to the foture advancements of the QTC system.

The QTC system represents a leading edge technical accomplishment made possible by the
featmre-based modeling approach. The technical approach used in the QTC system is being
disseminated by several means including use of test-bed systems, locztion of experienced
students from the ERC into commercial CAD software development companics
and through publication of technical results. Several of the members of the development
tcam are now warking for commercial CAD venders where they are utilizing the skills
developed at the Purdue ERC to advance commercial CAD products to better address
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manufacturing issucs. CommgrdalCADmmarebeginningtowcseveralooinmcmial

that utilize "geometric farm feamres” to angment the design process. In the futore
we can expect the frend toward feanre based modeling and an emphasis on manufacmring
to continue.
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Figure 5. Automatic Generative Process Planning

MACHINING SIMULATION

The machining simulation module, also referred to as Numezical Control Verification
(NCV), provides for a graphical simulation of the machining
verification, tool and fixture callision avoidance and detection of tool material

cutter
gougmpga[g.S] The NCV utilizes 2 Graphic User Interface as shown in figure 6. to display

and simulate the machining operations.
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ABSTRACT

When field service engineers service equipment, they want to diagnose and repair failures
quickly and cost effectively. Symptoms exhibited by failed equipment frequently suggest several
possible causes. This can lead an engineer to perform unnecessary tests before finding the actual
failure. Test sequences presented in service manuals can help with this problem, but are limited
to an inflexible routine based on general analysis. We have developed the Fault Tree Diagnosis
and Optimal Test Sequence (FTDOTS) software system to find possible causes and recommend
an optimal test sequence conditional on observed symptoms. FTDOTS uses a fault trec as a
diagnostic knowledge base to find sets of possible failures that explain symptoms. The program
then uses an operations research technique known as Mitten's Rule to rank the hypothesized
failure sets based on how likely they are and how much it would cost, in time or money, to
perform tests to confirm each hypothesis. The field service engineer is presented an optimal test
sequence that minimizes the time or cost required to find and repair the failures. This paper
describes the FTDOTS system and presents an example diagnosis session.

INTRODUCTION

Failed equipment often exhibits symptoms that could be caused by many different failures.
Customers and field service engineers want to minimize the time or cost to find a failure and
make the repair. Labor and logistics time determines repair time for a given failure, unless the
repair includes preventative or opportunistic maintenance [1]. Diagnostic time, the time it takes
to determine which repair to make, depends on the diagnostic sequence chosen to test the suspect
components. In the words of a veteran field service engineer, diagnose first what gives "the most
bang for the buck.” In other words, check the components that most likely caused the failure and
take the least time to diagnose first. For instance, the first test performed by many field service
engineers is to check if the failed equipment has power. Checking if the machine is plugged in
or has blown a fuse is quick, cheap, and sometimes the only action necessary.

There are many factors that can lead to unnecessary expense for equipment service. Field
service engineers form their own opinions based on experience that may not accurately represent
the population of machines they maintain. This often causes them to go through inefficient
diagnostic sequences before they find the true failures. Customer complaints frequently suggest
many possible causes that can mislead the engineer. Unnecessary diagnostic tests requiring
expensive equipment are sometimes performed. Diagnosis occasionally consists solely of
replacement and test, also known as shotgun repair. Organizing and using the experience gained
with a population of machines can lead to cost and time savings by avoiding these pitfalls and
providing an efficient, symptom based diagnostic test sequence.



The Fault Tree Diagnosis and Optimal Test Sequence (FTDOTS) software system was
developed to help field service engineers use data available on a machine population to minimize
the time or cost required to isolate and repair failures. FTDOTS uses an automated diagnosis
system that reasons from a fault tree to hypothesize possible causes for exhibited symptoms.
Tests to determine the validity of these hypotheses are then sorted into an optimal test sequence
using a technique known as Mitten's Rule [2]. If the engineer tests the suspected components in
the order suggested by FTDOTS, the actual failures will be revealed with minimal test cost.
Depending on the parameters used with FTDOTS, minimal test cost can be measured in terms of
expense, time, or other values.

To develop an FTDOTS system for a piece of equipment a fault tree model of the equipment
must be built. Fault trees are common reliability models that are built for many devices during
system design and development. A fault tree contains failure events or symptoms that can be
observed in the modeled system and shows how system component failures can propagate to
cause these higher level observable symptoms. Failure probabilities and test costs can usually be
determined for each low level system component modeled in the fault tree. Once the fault tree,
failure probabilities, and test costs are obtained for a system, a diagnostic knowledge base for use
with FTDOTS can be easily constructed. Building a diagnostic knowledge base using a fault tree
usually requires much less effort than building a traditional expert system knowledge base.

FTDOTS and the knowledge base can be loaded on a portable computer and carried by the
field service engineer to any equipment site. The engineer can enter observed symptoms into the
computer and FTDOTS will suggest possible failures to investigate and provide an optimal test
sequence to specifically address those symptoms. FTDOTS could also be installed in the
equipment as an on board diagnosis system or used at a phone-in customer support center to
recommend customer actions or provide initial information for a field service call.

FAULT TREE MODELS

Fault tree analysis can be described as an analytical technique where an undesired state of a
system is specified and the system is analyzed, in the context of its environment, to find all
tenable ways this undesired state could occur. The resulting information can be represented as a :
tree structure with the original undesired event (failure) at the root, the possible causes of that
event as the root's children (inputs), the causes of those events as their children, and so on. Each
lower level of the fault tree represents a more specific failure. Analysis stops for each branch of
the tree when the failure event described by the leaf (bottom) node is fine-grained enough to
satisfy the needs of the analysis. These leaf nodes are called basic events and usually correspond
to basic system component failures or replaceable system modules.

All non-leaf nodes of a basic fault tree can be thought of as logic gates representing a logical
AND or OR. An AND gate signifies that all the child failure events of the node must occur
before the event represented by the (parent) node will occur. An OR gate means if at least one of
the child failure events occurs, the parent event will occur. Sometimes a NOP gate is used when
a node has only one child. A NOP gate is just like an OR gate with only one child event. See
Fig. 1 for illustrations of fault tree AND and OR gates. Fig. 2 shows a complete fault tree.

Other information can be associated with each fault tree node. For instance, a node might
also contain the probability of occurrence of its associated failure event, or the time interval
between the occurrence of a child event and the occurrence of its parent event. When additional
information is included in a fault tree it is called an augmented fault tree [4]. Fault trees used by
the FTDOTS system can include failure propagation time intervals for each failure event. The
failure propagation time interval of an event under an OR gate is an estimate of how much time
will elapse from the moment that failure event occurs until its parent failure event occurs. In the
case of a child event under an AND gate, the time interval measures the time between the
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Figure 1: Examples of Fault Tree Gates [3]

moment when all the child events have occurred and the occurrence of the parent event. The
FTDOTS system can use time intervals to obtain more accurate diagnoses, as explained in the
next section. However, failure propagation time interval information, which is sometimes
difficult to obtain, is not required by FTDOTS.

FTDOTS DIAGNOSIS ALGORITHM

The FTDOTS system uses the Fault Tree Diagnosis System (FTDS) diagnosis algorithm [5]
to generate failure hypothesis sets. The user provides FTDOTS with information about the
equipment being diagnosed in the form of normal and abnormal indicators. A normal indicator
indicates that a given failure event has not occurred. For example, if we can see that the system
has electric power we would set "All Power Failed” as a normal indicator since that failure event
has obviously not occurred. An abnormal indicator indicates that a failure event has occurred or
a failure symptom has been observed. Each possible indicator corresponds to a node in the fault
tree. If it is known that the failure event represented by a fault tree node has not occurred, that
event is placed in the normal indicators set. If it is known that a failure event has occurred, that
event is placed in the abnormal indicators set. The most effective diagnosis process is obtained
when abnormal indicator nodes are as low in the fault tree as possible (near the basic failure leaf
nodes) and normal indicator nodes are as close to the top of the tree as possible.

The diagnoses produced by the FTDOTS system are sets of basic failure events that causally
explain the occurrence of the abnormal indicators while maintaining consistency with the normal
indicators. The diagnosis process is initiated by specifying the observed normal and abnormal
indicators. If temporal reasoning is used, the estimated time of occurrence of each abnormal
indicator failure and the time that each normal indicator was last confirmed is also provided.

The diagnosis begins by determining which failure events in the fault tree could not have
occurred. This is done by propagating information from the normal indicator nodes. If a normal
indicator node appears as a child of an AND gate, we know that the AND gate parent node



failure could not have occurred since that would imply all of its children have failed. If a normal
indicator node appears as a child of an OR gate and all the children of that OR gate are normal
indicators, then the parent event of the OR gate must also be a normal indicator. Each time a
new normal indicator is added to the set, FTDOTS checks to see if its parent node should also be
added. This is known as forward chaining. Similarly, if the parent event of an OR gate is a
normal indicator, we know that none of its child node failures have occurred so they are added to
the normal indicators set. Whenever a node is added to the normal indicators set, FTDOTS
checks if its children should also be included as normal indicators. This technique is called
backward chaining.

If temporal reasoning is used, associated times are propagated with the normal indicators to
indicate when the designated failure event was known to be normal (i.e., a time at which it was
known that the failure had not occurred). These times are obtained from the failure propagation
times included in the augmented fault tree [4, 5]. The use of temporal reasoning helps to obtain a
more accurate diagnosis. Diagnoses performed without temporal reasoning may miss some
hypotheses that would be found with the use of temporal reasoning. If temporal reasoning is not
used and the first diagnosis does not reveal the true failure, the missed hypotheses can be found
by performing a second, less efficient diagnosis without the normal indicator information.

After the normal indicators set is complete, the FTDOTS system looks for dependencies
between the abnormal indicator events. It does this by propagating the failures through the fault
tree to see if any of the abnormal indicator failures could cascade and cause any of the other
indicated failures. If so, only the most basic abnormal indicators are retained in the abnormal
indicators set. Any higher level abnormal indicators that are causally connected to indicated
failures beneath them in the tree are assumed to be caused by those lower level failures. These
higher level failures are removed from the abnormal indicators set so they are not directly
considered in the diagnosis process. The failure nodes remaining in the abnormal indicators set
after this phase of processing are used as starting points for the next diagnosis step. Temporal
reasoning can also be used in this portion of the diagnosis. If a higher level failure was observed
before the occurrence time of a lower failure plus the propagation time between the two failures,
the failures are considered independent and will both be retained in the abnormal indicators set
for separate diagnoses.

The FTDOTS system uses backward chaining reasoning to find sets of basic failure events
that causally explain the starting point failures remaining in the abnormal indicators set.
Essentially, the system looks at the child nodes of each abnormal indicator node to find possible
causes for the abnormal indicator. It then looks at the child nodes of those nodes to find possible
causes for those failures. This continues until basic event nodes are reached along each of the
branches followed by the system. These basic event failures are returned as possible causes for
the abnormal indicator failure. If an AND gate is encountered during backward chaining, the
FTDOTS system finds possible basic causes for each of the child events of the AND gate and
combines those causes into sets that could cause all of the AND gate child events and thus the
AND gate parent failure event. In this case a failure hypothesis may contain more than one basic
event. If temporal reasoning is used, estimated failure times for each basic failure event are
included in the hypothesis sets.

When a hypothesis set of basic events has been found for a given abnormal indicator, it is
checked for consistency with the normal indicator information. This is done by propagating the
hypothesized failures upward through the fault tree using forward chaining. If the failure
propagation encounters a normal indicator node, we know that that hypothesis is invalid. The
normal indicator provides evidence that the hypothesized failure did not occur. Any invalid
hypotheses are discarded. This process will perform temporal consistency checks if temporal
reasoning is used. A hypothesis will only be discarded if it predicts a failure of the encountered



normal indicator node at a time before the function represented by the node was observed or
predicted to be working properly.

When all hypothesis sets have been found for each abnormal indicator in the starting points
set, the FTDOTS system combines them into hypothesis sets that could each causally explain all
of the original abnormal indicators. This is accomplished by forming the cross product of the
hypothesis sets for each of the starting point nodes.

Given a group of failure hypotheses, field service engineers without FTDOTS will choose a
test sequence based on experience and service manuals. Although good service manuals attempt
to portray the minimum time or cost diagnostic sequence for the most probable circumstances,
they are static documents and do not take into account information that the customer, company,
or field service engineer may have regarding actual failure rates and diagnosis costs. The
manuals also may not cover all the various combinations of failures that could be encountered.
The FTDOTS system will have up to date information and will use it to construct an optimal
sequence of tests to determine which of the failure hypotheses is correct. Mitten's Rule is used to
construct a testing sequence that minimizes the time or cost of finding and repairing failed
components.

MITTEN'S RULE

L. G. Mitten developed an algorithm that can be used to find an optimal test sequence based
on failure probabilities and testing costs [2]. The FTDOTS system uses Mitten's Rule to provide
the field service engineer with a recommended sequence of tests that will find the failed system
components in the least amount of time or at the lowest cost.

To use Mitten's Rule, two values are required for each basic failure event included in the
FTDOTS fault tree input file. The first is the probability that the failure represented by that basic
fault tree node will occur. This value is often available from the manufacturer of the component
or subsystem modeled by that basic event node. Field failure probabilities (the observed failure
probabilities of machines operating in the field) should be used if available. The second required
value is the cost, in time or money, of testing whether that failure has actually occurred. This
value will depend on how difficult it is to access the component for testing, the testing equipment
required, the length or cost of performing the test, and other factors. Some of this information
may be available from the component manufacturer and some may be dependent on equipment
design.

Assume that the probability of occurrence of a given basic failure event is Rj, and the cost of
testing the component modeled by that failure event is Cj. Mitten's Rule states that the least cost
testing sequence can be obtained with the following procedure:

1. For each test i, compute the ratio Cj / Rj;

2. Run the test with the smallest value for the above ratio
first, the one with the second smallest ratio second, ...,
and the test with the largest ratio last.

The FTDOTS system calculates this ratio for each hypothesis set generated in the initial
diagnosis phase. FTDOTS input files provide values for Cj and Rj for each basic failure event in
the fault tree. For those hypothesis sets containing only one failure event, the calculation is a
straightforward division. If a hypothesis set contains multiple failure events, FTDOTS assumes
that the failures are independent and derives values for C and R. R is calculated by finding the
product of the failure probabilities of every event in the set. This gives the probability of all of
these failures occurring. C is calculated by summing the testing cost of each failure event. This



will give an upper bound on the testing cost for that hypothesis set. If all hypothesis sets contain
only one event, which is often the case, the current FTDOTS system provides a least cost test
sequencing. If some hypothesis sets contain multiple events, the current FTDOTS system may
not provide a least cost test sequence due to assumptions made when dealing with multiple
failure hypotheses, but the recommendation will be close to the least cost sequence. Future
enhancements of the FTDOTS system may include revising the test sequencing routine to
account for tests performed earlier in the sequence and cost dependencies between different tests.
This will provide more accurate results for multiple event hypotheses.

Using Failure Rates with Mitten's Rule

Component reliability data is often presented in failures per hour or failures per million
hours. Since Mitten's Rule uses failure probability (i.e., component unreliability) for its
calculations, these failure rate values must be converted to failure probabilities. This is usually
accomplished by assuming an exponential failure distribution function for the components. Other
probability distribution functions can be used. The choice of failure probability distribution will
depend on the equipment and how accurate a result is desired.

If the failure rate for component i is Aj failures per hour and an exponential distribution
function is used, then the failure probability, Rj, for that component can be calculated with

Rj(t) = 1 - eAit )

where t is the number of hours the component has been in operation [3]. The exponential
distribution can be approximated by its first order term and a reasonable Rj value can be obtained

with the equation
Ri()) = Ait. 2

If FTDOTS is used with failure rate data and equation (1) or (2), the field service engineer would,
provide the n