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In this study, several variable turbulent Prandtl number formulations are examined for boundary layers, pipe flow, and axisymmetric jets. The model formulations include simple algebraic relations between the thermal diffusivity and turbulent viscosity as well as more complex models that solve transport equations for the thermal variance and its dissipation rate. Results are compared with available data for wall heat transfer and profile measurements of mean temperature, the root-mean-square (RMS) fluctuating temperature, turbulent heat flux and turbulent Prandtl number. For wall-bounded problems, the algebraic models are found to best predict the rise in turbulent Prandtl number near the wall as well as the log-layer temperature profile, while the thermal variance models provide a good representation of the RMS temperature fluctuations. In jet flows, the algebraic models provide no benefit over a constant turbulent Prandtl number approach. Application of the thermal variance models finds that some significantly overpredict the temperature variance in the plume and most underpredict the thermal growth rate of the jet. The models yield very similar fluctuating temperature intensities in jets from straight pipes and smooth contraction nozzles, in contrast to data that indicate the latter should have noticeably higher values. For the particular low subsonic heated jet cases examined, changes in the turbulent Prandtl number had no effect on the centerline velocity decay.

Nomenclature

\begin{align*}
C_f & \quad \text{skin friction} \\
C_p & \quad \text{specific heat} \\
C_{\epsilon} & \quad \text{model constant, 1.9} \\
D & \quad \text{diameter} \\
I & \quad \text{turbulence intensity, } I(\%) = \sqrt{\frac{I^2}{3U^2}} \\
M_a & \quad \text{acoustic Mach number, } U_j/a_\infty \\
M_j & \quad \text{jet Mach number, } U_j/a_j \\
P_c & \quad \text{Peclet number} \\
Pr & \quad \text{Prandtl number} \\
R & \quad \text{ratio of thermal to velocity timescales, } \tau_\theta/\tau_u \\
Re_D & \quad \text{Reynolds number based on diameter} \\
Re_t & \quad \text{turbulent Reynolds number, } k^2/(\nu_{\tau}\epsilon) \\
Re_x & \quad \text{Reynolds number based on x-location} \\
St & \quad \text{Stanton number} \\
T^+ & \quad \text{sublayer-scaled temperature, } (T_{\text{wall}} - T)/T_\tau \\
T_{\text{rms}}^+ & \quad \text{sublayer-scaled temperature variance, } T_{\text{rms}}/T_\tau \\
T_t & \quad \text{total temperature} \\
T_\tau & \quad \text{friction temperature, } q_{\text{wall}}/(\rho_{\text{wall}}C_p u_\tau) \\
U^+ & \quad \text{sublayer-scaled velocity, } U/u_\tau \\
a & \quad \text{speed of sound} \\
h & \quad \text{enthalpy} \\
k & \quad \text{turbulent kinetic energy} \\
\end{align*}
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I. Introduction

In simulations involving the Reynolds-averaged Navier-Stokes (RANS) equations, the turbulent heat flux is often modeled using Reynolds’ analogy between momentum and energy together with an assumed constant turbulent Prandtl number, $Pr_T$. A value of 0.9 is common for boundary layers, while a value as low as 0.5 is more appropriate in free shear flows.\(^1\) In many applications this approach works well enough for engineering accuracy, but in others the results can be sensitive to the value chosen. For example, Dembowski and Georgiadis\(^2\) investigated the effect of adjusting the turbulent Prandtl number value on simulations of a Mach 2 heated round jet and found that while higher values of $Pr_T$ have little effect on the velocity field, they do reduce the thermal decay as one might expect. Turbulent Prandtl number variations also affect the mixing and combustion that occurs in reacting mixing layers. Simulation results\(^3\) for a supersonic reacting mixing layer indicate that the ignition point moves upstream with increasing $Pr_T$. Thus there exists some uncertainty in knowing what constant value to choose for a particular problem, and the optimal value for one case might not be optimal for others. In general the value of $Pr_T$ will vary throughout the flowfield.

Kays\(^4,5\) provides an excellent review of the fundamental theory involved in the definition of the turbulent
Prandtl number and trends that can be observed from experimental data. Among the important things to note is that, for zero-pressure gradient boundary layers, a temperature law of the wall profile can be obtained, the slope of which is directly related to the turbulent Prandtl number. Unfortunately this profile is not universally applicable to other flows, as even the addition of favorable/adverse pressure gradients causes the slope of the temperature profile to increase/decrease respectively. Based upon available temperature data, the nominal value of turbulent Prandtl number in the log-layer region is 0.85 and is roughly constant if not slightly decreasing with distance from the wall. In the outer portion of the boundary layer, $Pr_x$ tends towards values between 0.5–0.7. In the near-wall region, $y^+ < 30$, the data indicate a significant increase in $Pr_x$ to values as high as 2.0. For fluids such as air that have $Pr < 1.0$, precise values of turbulent Prandtl number deep in the sublayer may seem irrelevant since the molecular heat transfer becomes dominant there. However, Kays notes that while prescribing the proper value of $Pr_x$ in the log-layer will result in the correct slope of the temperature profile, the only way to achieve the proper offset of the curve is by including higher values of $Pr_x$ in the region $y^+ < 30$.

As with turbulence modeling, a number of different approaches have been taken in the area of turbulent heat flux modeling. Simple variable turbulent Prandtl number models such as those of References 5 and 6 are algebraic models that relate $Pr_x$ to other local flow quantities. Other models circumvent the need for a turbulent Prandtl number by relating the turbulent thermal diffusivity to the scalar variance of a thermal quantity such as temperature, and then solving modeled transport equations for that variance and its dissipation rate. Such models are akin to $k − \epsilon$ eddy viscosity turbulence models. More sophisticated models solve transport equations for the heat fluxes themselves, much like what is done in Reynolds-stress transport models. For those cases that are amenable to Direct Numerical Simulation, no modeling is needed since the turbulent statistics (i.e., for the turbulent heat flux) can be obtained directly.

A major hindrance to the development of advanced heat transfer models has been a lack of detailed, high-quality experimental data to calibrate and validate the models. Much of this can be attributed to the difficulty in obtaining simultaneous velocity and temperature measurements to evaluate the necessary turbulent statistics. For reacting flows, development of these models is further complicated by the consideration of turbulent-chemistry interaction effects, which are sometimes included through probability density function (PDF) formulations, and the issues involved in obtaining measurements in such a harsh and dynamic environment. Direct Numerical Simulation (DNS) data is available for some cases, though typically at low Reynolds number and for configurations with some degree of pseudo-periodicity such as channel flows.

There also seems to be a lack of comprehensive model comparisons. In the realm of turbulence modeling, one can point to the works of References 7–12 for direct and detailed analysis of various turbulence model formulations. Heat transfer models, however, are less frequently compared with other existing models, and finding independent model results for the same flow problem can be challenging. All of this makes it very difficult for one to draw any conclusions regarding which models work best across a range of cases. The objective of this paper is to provide such a comparison for one class of heat flux models, those involving the thermal diffusivity, and evaluate a number of these available models across a common set of validation cases.

### II. Review of Thermal Diffusivity Models

Nagano and Kim were among the first to develop a practical eddy diffusivity heat flux model based upon transport equations for the temperature variance $T^2$ and its associated dissipation rate, $\epsilon_T$. The formulation is similar to two-equation $k−\epsilon$ turbulence models, with terms for convection, diffusion, production, dissipation, and near-wall contributions. Production of the temperature variance is driven by gradients of the mean temperature. The dissipation rate equation, however, includes contributions from both the thermal and kinetic fields. Likewise, the thermal diffusivity is related to both the turbulent velocity and thermal time scales through a geometric average, $\tau_m = \sqrt{\tau_u \tau_\theta} = \tau_u \sqrt{2R}$. One shortcoming of the model is that it was formulated for the case of uniform wall temperature, and does not properly reproduce the near-wall limiting behavior for configurations that have a varying wall temperature, such as those with a prescribed heat flux.

From here, model improvements follow along two primary development paths. The first path begins with the work of Nagano, Tagawa, and Tsuji who chose a different mixed timescale, $\tau_m = \tau_u (2R)^2$, added damping functions, and recalibrated the model to improve predictions in the near-wall region including cases with non-uniform wall temperature. Youssef, Nagano, and Tagawa further extended this model, including a more stable numerical boundary condition for the dissipation rate. Abe, Kondoh and Nagano made yet another choice for the mixed timescale, using the harmonic average $\tau_m = 2/(1/\tau_u + 0.5/\tau_\theta) = \tau_u 2R/(R+0.5)$.
instead. This choice implies that the shorter of the two timescales is more important for heat transfer. They also modified the model to use $y^*$ rather than $y^+$ in the near-wall damping functions in order to improve results for complex flows with separation and reattachment. Nagano, Hattori and Abe\(^{17}\) improved the numerical stability of Abe’s model by reformulating it to apply $\epsilon_t = 0$ at the wall. Deng, Wu and Xi\(^{18}\) took a different approach in modeling several terms, including the production term of the dissipation rate equation, and modified the near-wall damping terms for flows with constant temperature or heat flux. However, the timescale is again based on the geometric average and many of the model coefficients remain the same as those used by Youssef.

The different relations described above for the mixed timescale are plotted in Figure 1. One should note that the timescale ratio $R$ in an equilibrium boundary layer is relatively constant, with a nominal value of 0.5. In that situation, all of the proposals for the mixed timescale yield very similar values and produce similar results. Such findings were demonstrated by Abe, Kondoh and Nagano.\(^{16}\) Away from this equilibrium state the timescale relations differ, with the $\tau_m = \tau_u(2R)^2$ model of Nagano, Tagawa, and Tsuji providing the greatest variation.

The second development path begins with the work of Sommer, So, and Lai\(^{19}\) to add proper incompressible near-wall terms to the Nagano-Kim\(^{13}\) model. Sommer, So and Zhang\(^{20}\) modified these terms to account for compressible flow. Chidambaram, Dash and Kenzakowski\(^{21}\) extended the model for application to jets by modifying some of the model coefficients. Kenzakowski\(^{22}\) explored the use of a modified timescale in the near-field region of the jet in order to increase the thermal mixing and shorten the thermal potential core length. A series of additional papers by this same group eventually led to the model of Brinckman, Calhoon, and Dash.\(^{23}\) This model has been modified to use $y^*$ rather than $y^+$ in the near-wall damping functions, and solves for the scalar variance of internal energy rather than temperature for multi-species flow. So and Sommer\(^{24}\) extended the model of Sommer-So-Lai\(^{19}\) to sensitize the model to molecular Prandtl numbers that are not close to one. Sommer, So and Zhang\(^{25}\) later extended this model to supersonic flow. In another work, Sommer, So and Zhang\(^{26}\) evaluated the assumption that $\tau^2 = 0$ at the wall and found that specifying a non-zero boundary value has essentially no effect on the mean temperature and integral heat transfer properties. The effect on the turbulence statistics were limited to a very small region near the wall. They therefore recommend the continued use of $\tau^2 = 0$, since it is much simpler to apply.

All of the models described above are derived from the low speed energy equation where the pressure gradient and energy dissipation terms\(^a\) are neglected. Accounting for these additional contributions, Xiao\(^{29}\) re-derived the exact equations for the enthalpy variance and dissipation rate and developed a model similar in form and compatible with the $k-\zeta$ turbulence model.\(^{30}\) That work demonstrated a significant improvement in heat transfer predictions for shock wave/boundary layer interaction problems. In Reference 31, the model was extended to account for chemistry source terms and applied it to a scramjet combustion simulation.

\(^a\)See, for example, Cebeci and Bradshaw\(^{27}\) or Anderson.\(^{28}\)
III. Model Descriptions

Within the context of the RANS equations, the turbulent heat flux vector is defined as

\[ q_T^j = \rho u_j' h'' \] (1)

and must be modeled. This is typically done by relating the heat flux to a thermal diffusivity and the mean thermal gradient, much like the Boussinesq approximation relates the Reynolds’ stress to the eddy viscosity and the mean velocity gradient.

\[ q_T^j = -\bar{\rho} \alpha \frac{\partial h}{\partial x_j} \] (2)

Models for the heat transfer must then provide an expression for the thermal diffusivity. As with turbulence models, these may be classified in terms of the number of additional transport equations that must be solved.

III.A. Zero-Equation Models

Many zero-equation (i.e., algebraic) models relate the eddy diffusivity to the turbulent viscosity and a turbulent Prandtl number.

\[ \bar{\rho} \alpha = \frac{\mu_T}{P r_T} \] (3)

The simplest expression for the turbulent Prandtl number is to prescribe a constant value. As mentioned in the introduction, a value of 0.9 is common for boundary layers, while a value as low as 0.5 is more appropriate in free shear flows. In applying a constant value of \( P r_T \), an analogy is assumed between the turbulent heat and momentum transfer.

Wassel and Catton developed the following model for the turbulent Prandtl number

\[ P r_T = \frac{C_3}{C_1} \left[ 1 - \exp \left( \frac{-C_4}{(\mu_T/\mu_L) P r_T} \right) \right] \left[ 1 - \exp \left( \frac{-C_2}{(\mu_T/\mu_L) P r_T} \right) \right]^{-1} \] (4)

where the coefficients are given as \( C_1 = 0.21, C_2 = 5.25, C_3 = 0.20, \) and \( C_4 = 5.00. \)

The model of Kays and Crawford is an algebraic formulation that relates the turbulent Prandtl number to a turbulent Peclet number, \( P e_T = (\mu_T/\mu_L) P r_T. \)

\[ P r_T = \left\{ \frac{1}{2 P r_{T\infty}} + \frac{C P e_T}{\sqrt{P r_{T\infty}}} - (C P e_T)^2 \left[ 1 - \exp \left( \frac{-1}{C P e_T \sqrt{P r_{T\infty}}} \right) \right] \right\}^{-1} \] (5)

In the relation above, \( P r_{T\infty} \) is the value of the turbulent Prandtl number far from the wall. Based upon experimental data, the model constants are set as \( C = 0.3 \) and \( P r_{T\infty} = 0.85. \)

In the discussion that follows, these models shall be referred to by their initials: WC and KC.

III.B. Two-Equation Models

Two-equation models solve transport equations for some measure of the thermal variance (\( \bar{T}^2 \)) and its dissipation rate (\( \epsilon_\theta \)). Usually the thermal quantity is temperature, although enthalpy, internal energy, and even stagnation enthalpy have been successfully applied by making the corresponding change in the mean thermal quantity (\( \Theta \)) used in the production terms below.

\[
\frac{\partial (\bar{\rho} \bar{T}^2)}{\partial t} + \frac{\partial (\bar{\rho} u_j \bar{T}^2)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \bar{\rho} \left( \frac{\alpha_L}{\sigma_\theta} + \frac{\alpha_T}{\sigma_\theta} \right) \frac{\partial k_\theta}{\partial x_j} \right] + 2 \bar{P}_\theta - 2 \bar{\rho} \epsilon_\theta
\] (6)

\[
\frac{\partial (\bar{\rho} \epsilon_\theta)}{\partial t} + \frac{\partial (\bar{\rho} u_j \epsilon_\theta)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \bar{\rho} \left( \frac{\alpha_L}{\sigma_\theta} + \frac{\alpha_T}{\sigma_\theta} \right) \frac{\partial \epsilon_\theta}{\partial x_j} \right] + \left[ C_{d1} f_{d1} \frac{\epsilon_\theta}{\bar{T}^2} + C_{d2} f_{d2} \frac{\epsilon_\theta}{k} \right] P_\theta + C_{d3} f_{d3} \frac{\epsilon_\theta}{k} \left( \frac{P}{\bar{\rho} \epsilon} \right) \bar{\rho} \epsilon_\theta
\]

\[
- \left[ C_{d4} f_{d4} \frac{\epsilon_\theta}{\bar{T}^2} + C_{d5} f_{d5} \frac{\epsilon_\theta}{k} \right] \bar{\rho} \epsilon_\theta + L_{\epsilon_\theta}
\] (7)
\[ L_{\epsilon_\theta} = f_{\epsilon_\theta} \rho \left[ (C_{d4} - 4) \frac{\dot{\epsilon}_\theta}{\theta^2} \epsilon_\theta + C_{d5} \frac{\dot{\epsilon}_\theta}{\theta^2} \right] - \left( 2 - C_{d1} - C_{d2} Pr \right) \frac{\dot{\epsilon}_\theta}{\theta^2} \frac{P_{k_2}}{\theta^2} \rho \] (8)

\[ P = \tau_{ij} \frac{\partial \bar{u}_i}{\partial x_j} \approx \mu \frac{\partial \bar{u}_i}{\partial x_j} \] (9)

\[ \epsilon = \epsilon_\theta - 2 \nu_L \left( \frac{\partial k}{\partial y} \right)^2 f_\epsilon \] (9)

\[ \dot{\epsilon}_\theta = \epsilon_\theta - \alpha_L \left( \frac{\partial^2 \bar{\theta}}{\partial y^2} \right)^2 f_\epsilon \theta \] (10)

\[ \dot{\epsilon}_\theta = \epsilon_\theta - \alpha_L \frac{\partial^2 \bar{\theta}}{\partial y^2} \frac{f_\epsilon \theta}{y^2} \] (11)

Wall boundary conditions are given by:

\[ \bar{y}^+ = 0 \]

\[ \epsilon_\theta = \alpha_L \left( \frac{\partial \sqrt{\bar{\theta}^+}}{\partial y} \right)^2 \] (12)

The thermal diffusivity is then computed from a mixed timescale, which is a combination of the turbulent velocity and thermal timescales.

\[ \alpha_T = C_\lambda f_\lambda k \tau_m \] (13)

Table 1: Closure coefficients.

<table>
<thead>
<tr>
<th>Model</th>
<th>$C_\lambda$</th>
<th>$C_{d1}$</th>
<th>$C_{d2}$</th>
<th>$C_{d3}$</th>
<th>$C_{d4}$</th>
<th>$C_{d5}$</th>
<th>$\sigma_\theta$</th>
<th>$\sigma_\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AKN</td>
<td>0.10</td>
<td>1.90</td>
<td>0.0</td>
<td>0.60</td>
<td>2.0</td>
<td>0.9</td>
<td>1.60</td>
<td>1.60</td>
</tr>
<tr>
<td>DWX</td>
<td>0.10</td>
<td>2.34</td>
<td>0.0</td>
<td>0.00</td>
<td>2.0</td>
<td>0.9</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>SSZ</td>
<td>0.10</td>
<td>2.00</td>
<td>0.0</td>
<td>0.72</td>
<td>2.2</td>
<td>0.8</td>
<td>0.75</td>
<td>1.45</td>
</tr>
<tr>
<td>BCD</td>
<td>0.14</td>
<td>2.00</td>
<td>0.0</td>
<td>0.72</td>
<td>2.2</td>
<td>0.8</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

In this work, four transport models have been selected for comparison, based on their unique similarities and differences. These models are as follows:

- AKN – Abe, Kondoh, and Nagano\(^{16}\)
- DWX – Deng, Wu, and Xi\(^{18}\)
- SSZ – Sommer, So, and Zhang\(^{20}\)
- BCD – Brinckman, Calhoon, and Dash\(^{23}\)

Table 1 summarizes the model closure coefficients, while Table 2 lists the definitions for the timescale and damping functions. The AKN and DWX models are similar in that neither use the near wall modifications provided by $f_{\epsilon_\theta}$, $f_\epsilon$, $f_{\epsilon_\theta}$, or $f_{\epsilon_\theta}^*$. They also use very similar forms for many of the other damping functions. Where they differ is in the choice of $\tau_m$, $f_\lambda$, and $f_{d1}$. With $C_{d3} = 0$ in the DWX model, the contribution from the production of turbulent kinetic energy, $P$, is neglected and the only source of production in Eq. (7) is from the thermal production term, $P_\theta$. While the AKN model uses $P_\theta$ in combination with the thermal timescale, the $f_{d1}$ of DWX effectively uses a mixed timescale instead. The SSZ and BCD models are also very similar. Both models do use the near wall correction terms and share same damping functions. The primary difference between them is in the model coefficients and the use of $y^+$ versus $y^*$ in $f_\lambda$. In separated flow, $y^+ \rightarrow 0$ near the separation and reattachment locations, while $y^*$ is more well behaved.

### IV. Numerical Method

The results presented below have been computed with the Wind-US\(^ {32}\) general purpose, compressible Navier-Stokes flow solver. The mean flow equations are solved on structured grids using second order
### Table 2: Timescale and damping function definitions.

<table>
<thead>
<tr>
<th>Kondoh, Nagano</th>
<th>Deng, Wu, and Xi</th>
<th>Sommer, So, and Zhang</th>
<th>Brinckman, Calhoon, and Dash</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_m = \tau_u \left[ \frac{2R}{0.5 + R} + \frac{3\sqrt{2R}}{PrRe_T^{3/4}} \exp \left[ -\left( Re_T/200 \right)^2 \right] \right] )</td>
<td>( \tau_m = \tau_u \sqrt{2R} )</td>
<td>( \tau_m = \tau_u \sqrt{2R} )</td>
<td>( \tau_m = \tau_u \sqrt{2R} )</td>
</tr>
<tr>
<td>( f_\lambda = \left[ 1 - \exp\left( -\frac{y^<em>/14}{} \right) \right] \left[ 1 - \exp\left( -y^</em>/\sqrt{Pr}/14 \right) \right] )</td>
<td>( f_\lambda =\left[ 1 + 3\left( Re_T^{-3/4}/4 \right) \right] \left[ 1 - \exp\left( -y^*/16 \right) \right] )</td>
<td>( f_\lambda = \left[ 1 + \frac{0.1}{Re_T^{1/4}} \right] + \left[ 1 - \exp\left( -y^*/45 \right) \right] )</td>
<td>( f_\lambda = \left[ 1 + \frac{0.1}{Re_T^{1/4}} \right] + \left[ 1 - \exp\left( -y^*/45 \right) \right] )</td>
</tr>
<tr>
<td>( f_{d_1} = \left[ 1 - \exp\left( -y^*/14 \right) \right] )</td>
<td>( f_{d_1} = \left[ 1 - \exp\left( -y^*/14 \right) \right] )</td>
<td>( f_{d_1} = \left[ 1 - \exp\left( -y^*/14 \right) \right] )</td>
<td>( f_{d_1} = \left[ 1 - \exp\left( -y^*/14 \right) \right] )</td>
</tr>
<tr>
<td>( f_{d_2} = 1 )</td>
<td>( f_{d_2} = 1 )</td>
<td>( f_{d_2} = 1 )</td>
<td>( f_{d_2} = 1 )</td>
</tr>
<tr>
<td>( f_{d_3} = 1 )</td>
<td>( f_{d_3} = 1 )</td>
<td>( f_{d_3} = 1 )</td>
<td>( f_{d_3} = 1 )</td>
</tr>
<tr>
<td>( f_{d_4} = \left[ 1 - \exp\left( -y^*/14 \right) \right] )</td>
<td>( f_{d_4} = \left[ 1 - \exp\left( -y^*/14 \right) \right] )</td>
<td>( f_{d_4} = \left[ 1 - \exp\left( -y^*/14 \right) \right] )</td>
<td>( f_{d_4} = \left[ 1 - \exp\left( -y^*/14 \right) \right] )</td>
</tr>
<tr>
<td>( f_{d_5} = \left[ 1 - \exp\left( -y^*/14 \right) \right] )</td>
<td>( f_{d_5} = \left[ 1 - \exp\left( -y^*/14 \right) \right] )</td>
<td>( f_{d_5} = \left[ 1 - \exp\left( -y^*/14 \right) \right] )</td>
<td>( f_{d_5} = \left[ 1 - \exp\left( -y^*/14 \right) \right] )</td>
</tr>
<tr>
<td>( f_{\theta} = 0 )</td>
<td>( f_{\theta} = 0 )</td>
<td>( f_{\theta} = 0 )</td>
<td>( f_{\theta} = 0 )</td>
</tr>
<tr>
<td>( f_{\epsilon} = 0 )</td>
<td>( f_{\epsilon} = 0 )</td>
<td>( f_{\epsilon} = 0 )</td>
<td>( f_{\epsilon} = 0 )</td>
</tr>
<tr>
<td>( f_{\epsilon^*} = 0 )</td>
<td>( f_{\epsilon^*} = 0 )</td>
<td>( f_{\epsilon^*} = 0 )</td>
<td>( f_{\epsilon^*} = 0 )</td>
</tr>
</tbody>
</table>
upwinding, while the $k - \epsilon$ and $\overline{\theta^2} - \epsilon_\theta$ equations are each solved in a loosely coupled fashion using the first-order upwinding scheme described in Reference 33. Information from the thermal variance models is fed back to the mean flow equations through the calculation of the turbulent Prandtl number. Sutherland’s law is used to compute the molecular viscosity.

In the implementation of the KC model, the value of $Pr_{\infty}$ is not hard-coded to 0.85 as specified in the original formulation, but instead is set to the freestream turbulent Prandtl number specified by the user. This allows for greater flexibility in applying the model.

Since each of the thermal variance models was originally developed for use with a specific $k - \epsilon$ turbulence model, those turbulence models have been added to the Wind-US flow solver. However, the use of different turbulence models complicates the present analysis, as differences in the turbulence model predictions for skin friction feed into the near-wall normalizations used in the presentation of the thermal quantities. Therefore, for the boundary layer and pipe flow problems the $k - \epsilon$ model of Abe, Kondoh, and Nagano\textsuperscript{34} is used. This is the model used by AKN and DWX and has been demonstrated to provide very accurate near-wall predictions. For jet problems, the $k - \epsilon$ model of BCD is chosen as this model provides consistent results for free shear flows.

Convergence issues were experienced with the SSZ and BCD models for wall-bounded flows and the resulting temperature variance profiles differed significantly from References 19, suggesting that there is an inconsistency in the current implementation of the near-wall source terms for these models. For this reason, those results will not be included in the current model assessment. Results for the jet cases, however, were found to be consistent with previous studies such as References 35 and are included in the current assessment.

Many of the previous validation studies have used parabolic marching codes with inflow conditions prescribed from experimental data at the first measurement station. While such procedures are good for model validation, they do not provide a practical assessment of one’s ability to simulate cases where less complete information is available. In the present simulations, a uniform inflow boundary is placed well upstream of the region of interest and adjusted as necessary to match integral boundary layer properties such as momentum thickness at the downstream measurement station. These calculations therefore include the entire viscous development region, including the leading edge for boundary layer and pipe flows or the internal nozzle for jets. For the boundary layer cases examined, the experiments used a trip near the leading edge to cause the flow to be fully turbulent. In simulating these cases, it was necessary to prescribe elevated inflow turbulence values on the inflow plane. Otherwise, the $k - \epsilon$ model would undergo a “numerical transition” before becoming fully turbulent. On the far-field freestream boundary, zero gradient conditions were applied to the turbulence variables.

In general, the grids used in this study contained 200 points in the transverse direction to resolve the mean velocity and thermal shear layers. For the wall-bounded problems, a near-wall $y^+$ spacing of 0.1 or less was used. For the jet flows, the near-wall spacing was relaxed to $y^+$ less than 1.0. Grid sequencing was used to evaluate grid sensitivity of the models. Convergence was determined by monitoring plots of the physical quantities of interest for each case. These quantities included streamwise variations along the wall or centerline, as well as profiles at various streamwise locations. For each case, the mean flow values tended to converge first, while the downstream turbulent profiles took longer.

V. Results

Results are presented for three classes of problems: boundary layers, pipe flow, and jets. Solutions are evaluated based on agreement with available data for the mean velocity and temperature, thermal variance, heat flux, and turbulent Prandtl number. In some instances multiple experimental data sets are used in order to provide a more complete assessment of the models.

V.A. Boundary Layers

The flat plate boundary layer is a classic case for turbulence model benchmarking. In the low-speed experiment by Blackwell, Kays, and Moffat,\textsuperscript{36} the plate is held at a constant temperature (14°C above ambient) from the leading edge so that the momentum and thermal boundary layers develop simultaneously. The freestream velocity was 9.65m/s. At the downstream station used for comparison, $x = 17.78$mm, the momentum thickness Reynolds number was 2481. In order to ensure the flow was fully turbulent from the leading edge, the present simulations applied a turbulence intensity of 5\% and $\mu_r/\mu_L = 20$ at the inflow plane.
The skin friction along the plate is presented in Figure 2. The result for this low speed case is found to be insensitive to the choice of turbulent Prandtl model. The curve follows the expected trend, though the values appear to be about three percent high. Additional improvement might be obtained through further adjustment of the inflow turbulence level.

Figure 2: Skin friction for flat plate boundary layer.

Figure 3: Stanton number for flat plate boundary layer.

The Stanton number along the plate, shown in Figure 3, indicates a spread of five percent between the various models that encapsulates the available data. \( Pr_T \approx 0.90 \) provides the highest values, and generally over-predicts the heating. The WC and KC zero-equation models are very similar and provide the lowest values. The AKN and DWX two-equation models fall somewhere in the middle, though the AKN model predicts significantly lower values very near the leading edge.

Figures 4 and 5 compare the velocity and temperature profiles plotted in inner-layer coordinates. Again the velocity field results are found to be independent of \( Pr_T \), and the profile is in excellent agreement with the experimental data. The profile also obeys the relation \( u^+ = y^+ \) in the sublayer and matches the slope of the law of the wall in the log layer. The temperature profiles all match the sublayer relation \( T^+ = Pr_T y^+ \). However, differences in the log-layer behavior are evident. Since the wall heat flux is used in obtaining the normalized quantity \( T^+ \), the trend in the profiles is opposite that for the Stanton number with \( Pr_T = 0.90 \) now providing the lowest values, WC and KC providing the highest values, and AKN and DWX falling somewhere in the middle. Of these, the WC and KC zero-equation models clearly provide the best agreement with the data.

As explained by Kays,\(^4\) for this type of flow the slope of the log-layer temperature profile is directly proportional to the turbulent Prandtl number.

\[
\frac{Pr_T}{\kappa} = \frac{0.85}{0.41} = 2.075
\]

Figure 6 compares the turbulent Prandtl number profiles. The experimental data show large values (\( Pr_T \approx 2 \)) near the wall, with a sharp reduction in the outer part of the sublayer through \( y^+ \approx 20 \). Values in the lower part of the log layer are nominally 0.9, but then gradually decrease to a value of 0.7 near the boundary layer edge. As can be seen, use of a constant value of 0.9 is a rather crude approximation. The zero-equation models of WC and KC do an excellent job capturing the near wall region and the lower part of the log layer. The two-equation models of AKN and DWX accurately predict the gradual variation through the log-layer region. However, the predicted rise in turbulent Prandtl number near the wall is underpredicted and located too deep within the viscous sublayer. None of the models capture the trend of lower \( Pr_T \) in the outer part of the boundary layer, though this might be possible by reducing \( Pr_T \) specified with the KC model. The trends observed here are consistent with Kays assertion that higher values of \( Pr_T \) are necessary to obtain the proper offset of the log-layer temperature profile.
Figure 4: Velocity profile for flat plate boundary layer.

Figure 5: Temperature profile for flat plate boundary layer.

Figure 6: Turbulent Prandtl number profile for flat plate boundary layer.
To further assess the models for this class of flow, simulations were performed for the heated boundary layer of Gibson, et al.\textsuperscript{37–39} In this experiment, depicted in Figure 7, the boundary layer develops along a length $\Delta s=1219$mm of the flat heated lower wall of an open circuit wind tunnel. The downstream section of the tunnel, also of length $\Delta s=1219$mm, has a mild convex curvature with a nominal radius of 2.44m that is also heated to the same constant wall temperature (14$^\circ$C above ambient). The upstream height of the tunnel is 102mm. At the point where curvature begins, $s=0$mm, the tunnel height expands suddenly to 105mm to reduce the negative pressure gradient. Flow conditions at the first measurement station, $s=-705$mm in the flat section, were reported as $U=22.3$ m/s and the momentum thickness Reynolds number at $s=0$mm was 3300. For this case, a turbulence intensity of 4$\%$ and $\mu_T/\mu_L=10$ were applied at the inflow plane.

Results for the skin friction and heat transfer are shown in Figure 8. The skin friction is found to be in excellent agreement with the data along the flat section, but is significantly overpredicted in the downstream curved section. This is a known limitation with $k-\epsilon$ turbulence models, which are not well sensitized to streamwise curvature unless additional correction terms are added to the model. Results for the heat flux are also found to be in generally good agreement with the data. The variation among the turbulent Prandtl models is consistent with that observed for the flat plate case, with the WC and KC models again predicting the lowest values.

Next, we examine the profiles within the flow. Due to the shortcomings of the $k-\epsilon$ turbulence model in the curved region, we shall limit the analysis to the last profile location ($s=-248$mm) along the flat section. Figure 9 compares the velocity profile, which is again in excellent agreement with the data. The temperature profile is given in Figure 10 and the results are nearly identical to those for the flat plate case of Blackwell. The experiment of Gibson recorded additional data that is useful for comparison. Figure 11 shows the root-mean-square (RMS) of the fluctuating temperature. Though the thermal variance models mimic the basic shape of the profile, lack of near-wall data makes it difficult to draw any conclusions. Fortunately, in another heated boundary layer experiment, Subramanian and Antonia\textsuperscript{40} collected detailed near-wall data at several streamwise locations. That data is plotted against the current results in Figure 12. Their data not only agrees well with that of Gibson, it also collapses very nicely in the near-wall region with a peak $T_{rms}$ value of 2.0 near $y^+=16$. The model results capture both of these features as well as the sharp decline near the edge of the boundary layer. However, the models do over-predict the values in a large portion of the outer boundary layer.

The turbulent heat flux profiles are shown in Figure 13. The data of Gibson\textsuperscript{38} is again limited to the outer portion of the boundary layer. Unfortunately Subramanian and Antonia\textsuperscript{40} did not measure the turbulent heat flux and so their data cannot be used to evaluate the near-wall behavior. Compared with the data shown, the models tend to overpredict the turbulent heat flux. Turbulent Prandtl number profiles are plotted in Figure 14. The data is again fairly limited, with values that are higher than those reported by Blackwell.\textsuperscript{36} The model predictions are very consistent with those for the previous flat plate case.
Figure 9: Velocity profile for Gibson boundary layer.

Figure 10: Temperature profile for Gibson boundary layer.

Figure 11: RMS temperature profile for Gibson boundary layer.

Figure 12: Comparison of RMS temperature with data of Subramanian(1981).
V.B. Pipe Thermal Entrance Region

The experimental configuration of Hishida and Nagano\textsuperscript{41–43} consists of a long circular pipe with an upstream section that is thermally insulated and a downstream section with a 100°C isothermal wall. Thus the velocity field is already fully developed before the thermal boundary layer begins to form. In this case, Reynolds’ analogy between turbulent heat and momentum transfer does not hold. The Reynolds number (based on bulk velocity and pipe diameter) is reported as 40000, and at the entrance to the heated section ($x=0\text{mm}$) the centerline velocity and temperature are nominally 17m/s and 26°C.

Figure 15 presents the temperature profiles at three streamwise locations. The results generally follow the same trend observed in the boundary layer flows, with $Pr_T^{0.90}$ providing the lowest values, the WC and KC zero-equation models providing the highest values, and the AKN and DWX two-equation models falling in the middle. However, for this case the AKN model displays some streamwise variation in the outer part of the boundary layer (i.e., the pipe centerline region). Overall, the results of the more sophisticated thermal variance models are only slightly better than those obtained using the constant turbulent Prandtl number. The WC and KC models continue to perform well, despite their relative simplicity.

Results for the RMS temperature profiles are shown in Figure 16. The temperature variance models reasonably predict the peak values and the profile shapes, with the DWX model being somewhat more accurate.

Profiles of turbulent heat flux, Figure 17, indicate good agreement in the outer part of the boundary layer. However, the values in the near-wall region appear to rise too rapidly as one moves away from the wall. Agreement with the peak values is generally good. The turbulent Prandtl number data shown in Figure 18 is similar to that of Blackwell. Although not shown, the log-layer data at the upstream locations is somewhat higher. This trend is not captured by the $Pr_T^{0.90}$, WC, or KC models whose upstream profiles are essentially identical to that shown in Figure 18. Their agreement with the data at this location is therefore fortuitous. The AKN and DWX models do predict a streamwise variation of the log-layer $Pr_T$.

However, they continue to underpredict values within the sublayer.

V.C. Axisymmetric Jets

With the exception of References 21–23, thermal diffusivity models have not been widely applied to free shear flows. In this section, we therefore consider two subsonic heated axisymmetric jet cases. The first case is that of Lockwood-Moneib\textsuperscript{44} in which a fine-wire thermocouple was used to measure the mean and fluctuating temperature in a jet of preheated air that emerged from a 19.3mm diameter vertical pipe that was 1m long. Fully developed pipe flow conditions existed at the exit of the pipe, with a jet exit velocity of 117m/s and Reynolds number based on pipe diameter of $5.0\times10^4$. Electrical trim heating was applied to...
Figure 15: Temperature profiles for pipe flow.

Figure 16: RMS temperature profiles for pipe flow.

Figure 17: Heat flux profiles for pipe flow.

Figure 18: Turbulent Prandtl number profile for pipe flow.
the surface of the pipe to maintain an essentially flat temperature profile. The jet temperature difference with the ambient air was 255K yielding $T_j/T_\infty = 1.86$, the jet Mach number was 0.25, and the jet Reynolds number based on pipe diameter was 50000. For the jet calculations, a freestream turbulent Prandtl number of 0.70 was used. Results for the WC and KC models are not shown since, away from walls, these models essentially provide a constant $Pr_T$.

Figure 19 compares the centerline temperature decay. Most of the models predict a thermal potential core that is approximately one diameter too long. The AKN model predicts the potential core length very well, but the downstream decay is much too rapid. The DWX results are found to be reasonably good, and the changes in the model coefficients made by BCD offer a significant improvement over the SSZ model. Growth of the half width of the thermal jet is shown in Figure 20. From this plot it is apparent that most of the models underpredict the width of the thermal jet. The AKN model is the lone exception, providing reasonably good agreement with the data.

Centerline values of $T_{rms}$ are plotted in Figures 21 and 22. The first plot is normalized with respect to the temperature difference at the jet exit plane, while the second is normalized by the local centerline temperature difference. Since the constant $Pr_T$ model does not contain any turbulence closure expressions for $T_{rms}$, that model is omitted from the plots. In both figures, the SSZ and BCD models provide the best agreement with the data. The AKN and DWX models that provided good agreement with the RMS temperature values in wall-bounded flow are found to be the worst models for this case. The AKN model, in particular, predicts values that are an order of magnitude too large. This disparity might be caused by the choice of mixed timescale. Of the models examined, the DWX model is the only one that uses a $\tau_m$ based on the harmonic average of the velocity and thermal timescales.

In Figures 23 and 24, we consider the mean and RMS temperature profiles at a downstream location of $x/D = 41.93$. The profiles are normalized with respect to the thermal half width of the jet and the local centerline temperature difference. Within the context of these normalized profiles, all of the models provide good prediction of the mean temperature in the inner half of the jet. In the outer half, the DWX and BCD models are found to provide very good agreement, while the AKN and SSZ models under- and over-predict the temperature profile respectively. For the RMS temperature, the BCD model provides the best agreement with the data even though it underpredicts the peak $T_{rms}$ value. The SSZ model is similar, but predicts higher values in the outer fraction of the jet. Notably higher values of $T_{rms}$ are predicted by the DWX model, particularly near the centerline, and the profile for AKN appears completely inconsistent with that of the data or the other models.

The second jet case examined is the Acoustic Reference Nozzle (ARN), a convergent axisymmetric 2" diameter nozzle that has been tested over a range of heated and unheated operating conditions, Table 3. These cases have been identified for benchmarking turbulence model improvements because of the extensive mean and turbulent velocity statistics that have been measured with particle image velocimetry (PIV). The
Figure 21: Centerline RMS temperature for Lockwood jet normalized by jet exit temperature difference.

Figure 22: Centerline RMS temperature for Lockwood jet normalized by local centerline temperature difference.

Figure 23: Temperature profile for Lockwood jet.

Figure 24: RMS temperature profile for Lockwood jet.
experimental data for set points 3 and 23 indicate that heating the jet results in a shorter potential core of velocity. Results of Reynolds-averaged Navier-Stokes simulations\textsuperscript{47} indicate a shift in the right direction, though not as much as indicated by the data. It is thought that improvement in the thermal modeling of these jets might provide better prediction not only of the thermal flow field, but also of the velocity field.

Thermal data is not available for the ARN geometry. However, velocity and temperature data obtained by Rayleigh scattering are available in References 48 and 49 for a similar 2” diameter configuration referred to as the Small Metal Chevron (SMC) family of nozzles. The baseline nozzle from this series, SMC000, has a smooth round exit without chevrons. In Reference 46 it is shown that both nozzles produce similar velocity and turbulence statistics. Therefore, assuming the thermal statistics to be likewise similar, the Rayleigh scattering data for the SMC000 nozzle will be used to evaluate the current model predictions. The present results are for Setpoint 23, which has \( \frac{T_j}{T_\infty} = 1.760 \), \( M_j = 0.37 \) and \( Re_D = 2.0 \times 10^5 \).

<table>
<thead>
<tr>
<th>Set Point</th>
<th>NPR</th>
<th>( T_{t_j}/T_\infty )</th>
<th>( T_j/T_\infty )</th>
<th>( M_a )</th>
<th>( M_j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1.197</td>
<td>1.000</td>
<td>0.950</td>
<td>0.50</td>
<td>0.51</td>
</tr>
<tr>
<td>23</td>
<td>1.103</td>
<td>1.810</td>
<td>1.760</td>
<td>0.50</td>
<td>0.37</td>
</tr>
<tr>
<td>42</td>
<td>1.066</td>
<td>2.750</td>
<td>2.700</td>
<td>0.50</td>
<td>0.30</td>
</tr>
<tr>
<td>7</td>
<td>1.861</td>
<td>1.000</td>
<td>0.840</td>
<td>0.90</td>
<td>0.98</td>
</tr>
<tr>
<td>27</td>
<td>1.361</td>
<td>1.922</td>
<td>1.760</td>
<td>0.90</td>
<td>0.68</td>
</tr>
<tr>
<td>46</td>
<td>1.225</td>
<td>2.861</td>
<td>2.700</td>
<td>0.90</td>
<td>0.54</td>
</tr>
<tr>
<td>29</td>
<td>1.900</td>
<td>2.114</td>
<td>1.760</td>
<td>1.33</td>
<td>1.00</td>
</tr>
<tr>
<td>49</td>
<td>1.692</td>
<td>3.138</td>
<td>2.700</td>
<td>1.48</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Figures 25 and 26 compare the centerline velocity and temperature decay. The velocity decay is typical of previous studies that have shown \( k - \epsilon \) models predicting a potential core that is too long. The temperature decay also indicates a predicted thermal potential core that is too long. Differences between the turbulent Prandtl number models are similar to those seen for the Lockwood jet, although there is a larger spread for this case.

Jet spreading rates of the velocity and thermal fields are plotted in Figures 27 and 28. Turbulent Prandtl number is found to have little effect on the velocity field. The trend in thermal growth rate between turbulent Prandtl models is consistent with the centerline decay, i.e., prediction of a slower growth rate leads to a longer and more gradual decay of the thermal potential core. The predicted thermal growth rates are very similar to those for the Lockwood jet, but the agreement with the data for this case is rather poor. Discussions with
the experimentalists have revealed that the Rayleigh scattering data beyond $x/D > 10$ may be affected by freestream particle contamination.

The centerline RMS temperature values shown in Figures 29 and 30 are also found to be in close agreement with the previous case. However, the data provided by the Rayleigh scattering technique is significantly higher than that measured by Lockwood. As suggested by the analytical work of George and later demonstrated in the experiments of References 51 and 52, differences in both the near-field and asymptotic values of a passive scalar like temperature are due to differences in the turbulent structure that begin at the jet exit. Smooth contraction nozzles tend to have more laminar-like exit profiles and exhibit more well-defined vortical structures in the plume that undergo the traditional roll-up, pairing, and breakdown process. This vortical action causes more rapid mixing of the mean temperature in both the near and far fields. The absolute intensity of the temperature fluctuations (i.e., normalized by the jet exit mean) indicates a centerline peak that is roughly double that found in a pipe-flow jet, while the centerline value of the relative temperature fluctuations (i.e., normalized by the local centerline mean) tends to asymptote roughly 8% higher. The Rayleigh data seems to support this trend, though the values are still substantially higher than observed in other experiments. The similarity in model results for the two cases suggests that the Reynolds-averaged technique may be incapable of representing such structure-driven flows.

For completeness, the normalized mean and RMS temperature profiles at the last measurement station of $x/D = 20$ are shown in Figures 31 and 32. The mean temperature data in the outer half of the profile are lower than observed in the Lockwood case, while the relative $T_{rms}$ data across the profile are substantially higher (by a factor of 6 or more). The predicted profile results are found to be similar to those for the Lockwood case.

For higher jet Mach numbers, where compressibility becomes a more significant factor, one would expect that changes in the thermal modeling would have a greater effect on the velocity in the plume. However, for these particular low subsonic jets, that is clearly not the case. This means that the differences observed in velocity data for low-speed unheated and heated jets cannot be explained within the framework of the present models. One way to achieve such a result might be to sensitize the $k-\epsilon$ turbulence model coefficients to either the timescale ratio $R$ or the turbulent Prandtl number. Additional insight from Direct Numerical Simulations or high resolution Large Eddy Simulations might be needed in order to provide a physical justification for such an extension of the models, particularly considering the excellent velocity profile agreement of current models in both the sublayer and log-layer regions where $Pr_T$ has been shown to vary considerably. These results also indicate a significant shortcoming in modeling the difference in scalar fluctuations between pipe-flow jets and those from smooth contraction nozzles.
Figure 29: Centerline RMS temperature for ARN jet normalized by jet exit temperature difference.

Figure 30: Centerline RMS temperature for ARN jet normalized by local centerline temperature difference.

Figure 31: Temperature profile for ARN jet.

Figure 32: RMS temperature profile for ARN jet.
VI. Conclusions

In this study several variable turbulent Prandtl number formulations have been examined for three types of flow: boundary layer, pipe flow, and jets. The chosen models include simple algebraic formulations that relate the thermal diffusivity to the local turbulent viscosity as well as two-equation differential transport models for the thermal scalar variance and dissipation rate.

In the external boundary layer flows, the WC6 and KC5 zero-equation models are found to perform well, predicting an appropriate increase in turbulent Prandtl number very near the wall that appears to be a prerequisite for obtaining the proper offset in the temperature law of the wall. Results for the AKN16 and DWX18 two-equation models showed good agreement in the prediction of the thermal variance in the boundary layer, but failed to reproduce the proper log-layer behavior of the mean temperature profiles. This likewise appears to be tied to an underprediction of the sublayer turbulent Prandtl number. Similar results were found for the thermal entrance region of a pipe. In this case, since the velocity field is fully developed before the thermal boundary layer begins to form, the turbulent Prandtl number should exhibit a streamwise variation. The WC and KC models fail to capture this trend, since their formulations are primarily based upon the turbulent viscosity. The AKN and DWX models do exhibit a streamwise variation in \( Pr_T \) in the log-layer region, but again underpredict values in the sublayer.

The effect of the WC and KC models appears to be limited to the near wall region, and for free shear flows the results are essentially the same as those obtained with a constant \( Pr_T \) approach. The AKN and DWX models were found to perform less successfully in the prediction of jet flows, yielding thermal variances higher than measured. The AKN model in particular deviated significantly from expectations, and one reason for this could be the choice of mixed timescale. The SSZ20 and BCD24 models were shown to be more accurate for jets, but numerical issues with the near-wall source terms precluded their evaluation for wall-bounded flow. Most of the models were found to underpredict the thermal growth rate of the jet. For the particular low subsonic heated jets examined, differences in the thermal modeling had no significant effect on the centerline velocity decay. The models were also found to predict very similar \( T_{rms} \) values in jet plumes downstream of straight pipes and smooth contraction nozzles. However, data indicate that the smooth contraction nozzles should produce both higher peak absolute intensities near the end of the thermal core region as well as higher relative intensities far downstream.

Overall, these results are less favorable than those found in previous publications. Part of the reason for this could be the use of uniform upstream conditions, from which the solutions are allowed to naturally develop, versus the use of prescribed inflow profiles from experimental data at a given measurement station. While the latter approach is quite useful for model validation, it does not provide an accurate assessment of the models for applications where such detailed information is not available. Further studies could be conducted to more closely examine the effect of inflow conditions. Following the practices outlined on the AIAA Turbulence Model Benchmarking website,53 these results should be verified through the use of another flow solver in order to identify any implementation-specific bias. In particular, these models seem to be sensitive to the treatment of the near-wall terms as evidenced by the difficulties encountered with the SSZ and BCD models. Furthermore, additional test cases should be considered. With the boundary layer and jet cases investigated herein, the momentum and thermal shear regions develop simultaneously. Other cases similar to the pipe thermal entrance problem that involve a change in the upstream or downstream thermal boundary conditions could better highlight the benefits of a variable turbulent Prandtl number formulation.
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