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Abstract Galactic cosmic rays enter Earth’s atmosphere after interacting with the geomagnetic field.
The primary galactic cosmic rays spectrum is fundamentally changed as it interacts with Earth’s atmosphere
through nuclear and atomic interactions. At points deeper in the atmosphere, such as at airline altitudes,
the radiation environment is a combination of the primary galactic cosmic rays and the secondary particles
produced through nuclear interactions. The RaD-X balloon experiment measured the atmospheric radiation
environment above 20 km during 2 days in September 2015. These experimental measurements were
used to validate and quantify uncertainty in physics-based models used to calculate exposure levels
for commercial aviation. In this paper, the Badhwar-O’Neill 2014, the International Organization for
Standardization 15390, and the German Aerospace Company galactic cosmic ray environment models
are used as input into the same radiation transport code to predict and compare dosimetric quantities to
RaD-X measurements. In general, the various model results match the measured tissue equivalent dose
well, with results generated by the German Aerospace Center galactic cosmic ray environment model
providing the best comparison. For dose equivalent and dose measured in silicon, however, the models
were compared less favorably to the measurements.

1. Introduction

The International Commission on Radiological Protection classifies commercial aircraft crew as radiation
workers [International Commission on Radiological Protection, 1991]. A review of monitored terrestrial radiation
workers with recordable doses in 2006 found that flight crews had the largest average effective dose of any
group of radiation workers [National Council on Radiation Protection and Measurements (NCRP), 2009]. Aircraft
crews, however, are the only occupational group exposed to unquantified and undocumented levels of radi-
ation in the United States. Additionally, the public and prenatal radiation exposure limits may be exceeded
during a single solar storm for commercial passengers on intercontinental or polar routes, or by frequent fly-
ers of these routes due to only the background galactic cosmic rays (GCR) environment [Copeland et al., 2008;
Dyer et al., 2009; Mertens et al., 2012].

To address the concern of unquantified radiation levels for aircrews, NASA developed the Nowcast of Atmo-
spheric Ionizing Radiation for Aviation Safety (NAIRAS) model [Mertens et al., 2010, 2012, 2013]. NAIRAS is
a real-time, global, physics-based model of the ionizing radiation environment throughout the atmosphere
that accounts for both GCR and solar energetic particles (SEP), the two main sources of space radiation. GCR
are a low-intensity, high-energy background radiation which comes from outside the solar system and is
modulated by the magnetic field of the Sun and the geomagnetic field of the Earth. SEP events are episodic
eruptions of energetic particles from the Sun and are typically larger in intensity but lower in energy compared
to the GCR environment.

NAIRAS uses real-time data to characterize the radiation environment, the geomagnetic field, and the atmo-
spheric conditions on a 1∘ by 1∘ latitude and longitude grid across the entire globe. The deterministic space
radiation transport suite HZETRN [Wilson et al., 1991; Slaba et al., 2010a, 2010b] is then used to transport
the radiation field and subsequent reaction products resulting from nuclear collisions throughout the entire
atmospheric column. In the end, the radiation environment throughout the global atmosphere is character-
ized, and the dose rate along a given radiation route can be determined. This allows both a real-time analysis
of the current radiation environment along any aviation route and for the history of radiation exposure of any
aircraft crew member to be tracked.
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Transitioning NAIRAS from a research-level model to an operations-level model requires model validation
against dosimetric measurements at aviation altitudes and estimation of model uncertainty. Initial work was
conducted by Mertens et al. [2013] that compared NAIRAS to dosimetric data. Using the International Com-
mission on Radiological Units (ICRU) criteria for acceptable levels of total uncertainty in radiation protection
measurements and assessments of dose [International Commission on Radiological Units, 1992, 2001, 2010],
NAIRAS met the ICRU criteria for the GCR environment. However, quantifying model uncertainty required
additional effort.

To better understand the total uncertainty found in NAIRAS, measurements above commercial aviation alti-
tudes are needed to help determine the source of uncertainty at aviation altitudes. While a significant amount
of data exist for dosimetry at aircraft altitudes [Lindborg et al., 2004; Ploc et al., 2013], the data available above
those altitudes are minimal. To address this issue, the NASA mission RaD-X was created. Experimental data
above the Regener-Pfotzer [Regener and Pfotzer, 1934] maximum supplied NAIRAS with important informa-
tion that was previously unavailable and helped model developers understand the sources of uncertainty in
the models.

The RaD-X mission launched from Ft. Sumner, New Mexico, USA, (34∘N, 104∘W) on 25 September 2015. The
four dosimeters onboard RaD-X each collected over 20 h of science data. RaD-X operated in Region B, which
was defined to be above 32.5 km, for just over 6.5 h. At sunset, the balloon dropped in altitude, and an oper-
ational valve down was initiated to further drop the balloon lower in the atmosphere. RaD-X then floated in
Region A, defined to be between 21.0 and 27.0 km, overnight and into the morning of 26 September 2015 for
another 8.3 h.

One of the four dosimeters flown on RaD-X was a Hawk version 3.0 tissue equivalent proportional counter
(TEPC) microdosimeter manufactured by Far West Technologies. The TEPC emulates the energy deposited
in tissue by using a tissue equivalent plastic surrounding a propane gas detector. The TEPC measures the
energy deposited in the detector as well as spectral lineal energy loss as the radiation traverses the detector.
The spectrometer stores the lineal energy loss in a low-resolution component of 1024 channels from 0 to
1536 keV/μm and in a higher-resolution component for the low lineal energy with 256 channels from 0 to
25.6 keV/μm. The TEPC is the de facto industry standard for microdosimetry.

The Liulin-6SA1 linear energy transfer (LET) spectrometer manufactured at the Space Research and Technol-
ogy Institute of the Bulgarian Academy of Sciences was also flown [Dachev et al., 2011]. The silicon-based
Liulin spectrometer has an LET range of 0–69.4 keV/μm and can detect very low dose rates down to 5.6 nGy/h.
Compared to the detection volume of the TEPC, the Liulin is small and largely insensitive to neutrons. For the
RaD-X mission measurements above the Regener-Pfotzer maximum, the secondary neutron field should be
smaller than the proton field at all altitudes and should be minimal in Region B.

The other two detectors, a Teledyne Total Ionizing Dose detector and a Raysure detector, satisfied a sec-
ondary science goal of RaD-X—to improve understanding of the relationship between silicon-based radiation
measurements and radiobiological response. This paper will focus on the TEPC and Liulin measurements.

The paper is organized as follows. Section 2 introduces and compares the three GCR models considered,
section 3 compares dosimetric calculations using the three GCR models to the RaD-X measurements, and
section 4 contains some concluding remarks.

2. Galactic Cosmic Ray Models

Galactic cosmic ray models are an important input into radiation transport models as the GCR models provide
the boundary condition of GCR particles that is transported through materials and, along with other physics
models such as atomic cross sections and nuclear cross sections, ultimately determine the number and type
of particles present at a given position within the material. Figure 1 shows a simplified flow chart of the mod-
els used to generate radiation dose in the atmosphere. The transport model takes the radiation boundary
condition, specified by the GCR model, and transports it through the atmosphere, which is specified by the
atmosphere model. The radiation environment is altered through interactions between the radiation and the
atmosphere. These interactions are specified by the physics cross-section models. Once the radiation is trans-
ported to the point of interest in the atmosphere, the transport model specifies the spectral flux of particles at
that point. This flux can be converted to other response functions (e.g., dose and dose equivalent) as desired.
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Figure 1. A simplified graphical representation of the
models used in an atmospheric transport calculation.

The details of the NAIRAS model are discussed in
Mertens et al. [2012, 2013].

Galactic cosmic ray transport in the atmosphere
begins with specifying the spectrum of GCR particles
near Earth. This is the boundary condition for radia-
tion transport. GCR models typically specify a range
of nuclei, starting from hydrogen and progressing to
more massive elements. The spectrum of particles
needs to cover the range of energies appropriate for
the application. For atmospheric transport, energies
extending up to 1 TeV/nucleon were found to be
sufficient [Norman et al., 2012, 2013].

Some GCR models solve a steady state, convective-
diffusive transport equation to specify the spectral
flux of fully ionized nuclear isotopes ranging from
hydrogen to nickel at 1 AU [O’Neill et al., 2015].
Alternatively, a more parametric model can be used
which defines the particle spectrum at 1 AU directly,
as is the case for the International Organization

for Standardization (ISO) 15390 and DLR models [International Organization for Standardization (ISO), 2004;
Matthiä et al., 2013]. Each model is discussed in more detail below.

2.1. Badhwar-O’Neill 2014 Model
In the Badhwar-O’Neill 2014 (BO2014) model [O’Neill et al., 2015], a radially symmetric transport equation
through the heliosphere is assumed,

𝜕
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]
= 0. (1)

U is the differential number density of the GCR ions with respect to the kinetic energy per nucleon E, and r is
the radial distance from the sun. Γ(E) is given by

Γ(E) = E + 2m
E + m

, (2)

where m is the rest mass energy per nucleon of the ion. The radial diffusion coefficient 𝜅(r, E, t) is parameter-
ized as

𝜅(r, E, t) =
𝜅0𝛽R(E)
Vs𝜙(t)

[
1 +

(
r

r0

)2
]
, (3)

where 𝜅0 is the diffusion constant (1.6 × 1021 cm2/s), 𝛽 is the ratio of the charged particle’s speed to the
speed of light in vacuum, and R(E) is the magnetic rigidity in MV (megavolts) of the ion which is related to the
energy and charge of the ion. Magnetic rigidity is the momentum per unit charge of an ion. Vs is the solar wind
speed that is assumed to be a constant 400 km/s, 𝜙(t) is the solar modulation potential parameter in units
of MV, r is the distance from the Sun in astronomical units (AU), and r0 is a constant given as 4 AU. The time
dependence of the model is parameterized through the solar modulation potential, which is further related
to the International Sunspot Number (ISSN) [O’Neill et al., 2015] as a proxy for the magnetic strength of the
sun. Details of the derivation and solution of equation (1) are given in Mertens et al. [2013].

In addition, the local interstellar spectrum (LIS) of particles outside the heliosphere must be defined. The
BO2014 model assumes a three-parameter model of the LIS spectrum for each ion [O’Neill et al., 2015]. With
the 2014 version of the Badhwar-O’Neill model, the parameters used to define the LIS spectrum for each of
the 28 ions from hydrogen to nickel have been optimized so that the model fits experimental measurements
of GCR ions within the heliosphere [O’Neill et al., 2015]. Special emphasis is given to high energies as these
particles are more penetrating in shielding [Slaba and Blattnig, 2014a].
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2.2. ISO 15390 Model
The semiempirical International Organization for Standardization (ISO) model [ISO, 2004] is based on models
developed at Moscow State University [Nymmik and Suslov, 1995; Nymmik et al., 1996]. The ISO model begins
by parameterizing the GCR spectral flux of ions at 1 AU as a function of rigidity

Φi(R, t) =
Ci𝛽

𝛼i

R𝛾i

[
R

R + R0(R, t)

]Δi(R,t)

, (4)

where Ci , 𝛼i , and 𝛾i are parameters for GCR ions labeled by type i. R is the rigidity of the GCR ion in GV. Δi(R, t)
and R0(R, t) are functions which describe the modulation of the GCR by the sun.

R0(R, t) is parameterized as

R0(R, t) = 0.37 + 3 × 10−4 × W(t,Δt(R, t))1.45, (5)

where W(t,Δt(R, t)) is the ISSN number that includes a time lag (Δt(R, t) between observed sunspots and
intensity of GCR observed at Earth as described in Nymmik et al. [1996] and ISO [2004]. Δi(R, t) is a dimension-
less parameter which depends on 𝛽 , R, R0(R, t) and accounts for the relative strength of the Sun’s magnetic
field at time t compared to the largest and smallest solar activity of the closest two solar cycles along with the
polarity of the magnetic field of the Sun [ISO, 2004]. Additional details can be found in the ISO standard [ISO,
2004], Nymmik and Suslov [1995], and Nymmik et al. [1996]. With all parameters defined, equation (4) can be
used to calculate the spectral flux density used in the radiation transport model.

2.3. DLR Model
The German Aerospace Center (DLR) model is a modification of the ISO model based on the work of
Matthiä et al. [2013]. The DLR model starts from the ISO model but treats the ISSN in equation (5) as a
rigidity-independent free parameter that is fit to neutron monitor and GCR measurements. In addition, the
Δi(R, t) parameter in equation (4) is consider to only be a linear function of the rigidity-independent ISSN, W,

Δ(t) = c + bW(t). (6)

Now equation (4) becomes

Φi(R, t) =
Ci𝛽

𝛼i

R𝛾i

[
R

R + 0.37 + 3 × 10−4 × W(t)1.45

]c+bW(t)

(7)

in the DLR model. The parameters, in equation (6), c and b were found to be 4.7 and 0.02, respectively, through
comparison to carbon measurements on board the Advanced Composition Explorer (ACE) spacecraft by the
Cosmic Ray Isotope Spectrometer (CRIS) instrument [Matthiä et al., 2013]. One can then derive W(t), from the
ACE/CRIS data. An alternative method, and one that is more applicable to the RaD-X mission, that was inves-
tigated by Matthiä et al. [2013] is to derive W(t) based on Oulu neutron monitor count rates. By comparing
the WACE(t) values to Oulu neutron monitor count rates, a linear model was developed which showed good
correlation

WOulu = −0.093Cr + 638.7, (8)

where Cr is the Oulu neutron monitor count rate in units of minutes−1. Now the time dependence in
equations (6) and (7) is tied to the Oulu neutron monitor count rate through equation (8).

2.4. Model Calibration
All of these models are fit in some way to available satellite and balloon measurements of the GCR envi-
ronment. The largest component of the available measurement data set is the CRIS instrument on the ACE
satellite [Stone et al., 1998]. The ACE/CRIS measurements account for over 80% of the available data used to
tune the GCR models [Slaba and Blattnig, 2014a]. The ACE/CRIS instrument has been measuring heavy ion
flux (ions with charge Z = 5–28) with energies below 500 MeV/nucleon since 1997. Various other assets
have measured light ions and higher energy heavy ions but for only short time periods. The limited measure-
ments were shown to lead to a calibration bias, in which the models are found to be reasonably accurate (less
than 15% model error) [NCRP, 2006] when compared to the available data, but larger differences (> 50%) in
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Figure 2. Differential flux of protons and carbon ions for the RaD-X
flight (25–26 September 2015) from the three GCR models
considered. This is the free space spectrum at 1 AU outside Earth’s
magnetosphere.

radiation exposure calculations behind
shielding using the GCR models were found
[Mrigakshi et al., 2013; Slaba and Blattnig,
2014a]. The discovery of the calibration bias
has led to more rigorous sensitivity analysis
and validation [Slaba and Blattnig, 2014b;
Slaba et al., 2014]. The validation work will
be aided by future improved measurements
with the Alpha Magnetic Spectrometer
instrument on the International Space
Station [Aguilar et al., 2015].

2.5. Comparison of the Models
Figure 2 shows a comparison of the three
GCR model results for the differential flux
of protons and carbon ions outside Earth’s
magnetosphere for the dates of 25–26
September 2015 corresponding to the

RaD-X flight. The ISO model output was taken from the SPENVIS website (https://www.spenvis.oma.be) and
interpolated/extrapolated onto the same energy grid used for the other two models. The dates of the RaD-X
flight were used as input to SPENVIS to obtain the differential flux of GCR ions from protons to nickel. For
the DLR model, the average count rate corrected for efficiency and pressure for the Oulu neutron monitor
(http://cosmicrays.oulu.fi/) was found to be 6211.42 min−1. This resulted in WOulu = 61.04 from equation (8),
which was used as input to the DLR model.

The International Sunspot Number was updated [Clette et al., 2014] prior to the RaD-X flight. However, the
BO2014 model was tuned to the previous version of the ISSN. To allow use of the new ISSN data, an average
scaling factor was determined by looking at the last 2 years of ISSN. An average multiplicative value of 1.44
was needed to bring the updated ISSN values in line with the previous version. This was necessary to allow
the BO2014 model to be used for the RaD-X flight dates. The sensitivity of the dose rate behind moderate
shielding using the BO2014 was found to be less than 1% given a 20% variation in the ISSN.

Figure 3. The high-energy component of protons and carbon ions from the three GCR models considered. This is the
free space spectrum at 1 AU outside Earth’s magnetosphere.
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Table 1. Median and Maximum Absolute Relative Difference for the Three GCR Models Above the Region B Cutoffa

BO2014 DLR ISO

Proton Carbon Proton Carbon Proton Carbon

Median absolute relative difference 4.8% 8.1% 3.7% 8.4% 4.5% 8.2%

Maximum absolute relative difference 9.9% 27.1% 12.4% 15.7% 19.6% 42.8%
aThe results are relative to the average of the three models.

Figure 2 shows model results for both protons and carbon ions over the complete energy grid. All ions were
used in the model comparison and transport results; however, protons and carbon ions are used to represent
the two major trends in the models. Of the major GCR ions, helium, oxygen, magnesium, and silicon ions all
have trends similar to protons. While carbon represents sulfur, calcium, titanium, and iron ions well. Overall,
the three models are in agreement at energies above 1 GeV/nucleon.

Due to the Earth’s geomagnetic shielding, the high-energy component of the models is the most important
when comparing to RaD-X data. Because Figure 2 spans 12 orders of magnitude on the vertical axis, it is diffi-
cult to see the differences between the models. Figure 3 shows the high-energy flux scaled by the energy to
help flatten the spectrum and make the figure more readable. Above approximately 1.5 GeV, the DLR model
predicts slightly larger values of the proton flux compared to the BO2014 model. Above 1.5 GeV, the ISO model
predicts the smallest proton flux until near 100 GeV where it tracks very closely with the DLR model and the
BO2014 model has the lowest proton flux.

For carbon ions, however, the DLR model predicts larger values compared to BO2014 for all energies between
600 MeV/nucleon and 30 GeV/nucleon. Above 30 GeV/nucleon, the BO2014 predicts the largest flux. The ISO
model predicts the smallest flux for carbon ions for all energies but tracks fairly closely with the DLR model
above 30 GeV/nucleon.

At low energies, the DLR model has a similar slope to the ISO model but is approximately a factor of 5 larger
in flux. Between 10 and 100 MeV/nucleon the DLR model and the BO2014 models increasingly depart from
each other with decreasing energy for all ions, with the BO2014 model overpredicting the GCR flux compared
to the DLR model. These low-energy differences between the models will not impact the RaD-X comparisons
because the low-energy ions do not reach Earth’s atmosphere due to the shielding of Earth’s geomagnetic
field. The average vertical cutoff rigidity for Region B was 3.52 GV, which gives a cutoff energy of 2.70 GeV for
protons and 1.06 GeV/nucleon for carbon ions. For Region A, the average vertical cutoff rigidity was 3.81 GV
which gives cutoff energies of 2.99 GeV for protons and 1.19 GeV/nucleon for carbon ions.

Table 1 shows the median and maximum absolute relative difference in Region B above the cutoff energy for
both protons and carbon ions. Each model was compared to the average flux of the three models at each
energy to look at the variation of the models. For protons, the models were very similar and found to have
median absolute relative differences in the 4–5% range with maximum absolute relative differences in the
10–20% range. The results for carbon are slightly larger. This is due in large part to the lower cutoff energy
for a given cutoff rigidity for ions with charge to mass ratios below that of protons. Median absolute relative
differences were about 8% for all three models. The maximum absolute relative differences were, however,
larger. Region A had very similar results, and all trends were consistent. The small differences between the
models will have a direct effect on the exposures calculated from them.

3. Comparison to RaD-X Dose Measurements

To assess the differences between the GCR models, each boundary flux was used to compute dose rates
for Earth’s atmosphere conditions corresponding to the RaD-X balloon flight. The RaD-X flight, as discussed
above, floated at two different pressures within Earth’s atmosphere. Region B, the first part of the flight, was at
an average pressure of 4.5 hPa. Region A, the second part of the flight, floated at a higher average pressure of
27.3 hPa. The U.S. standard atmosphere was used to derive average altitude and average atmospheric depth
for Regions B and A of the RaD-X flight. The NAIRAS model [Mertens et al., 2013] was used to derive the verti-
cal cutoff rigidities for the two flight segments. An average vertical cutoff rigidity of 3.52 GV and 3.81 GV was
calculated for Regions B and A, respectively.
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Figure 4. Dose rate in tissue as a function of altitude for the RaD-X flight (25–26 September 2015) from the three GCR
models compared to RaD-X TEPC dose rate measurements. (left) Calculated with a vertical cutoff rigidity of 3.52 GV,
which corresponds to the average value, while RaD-X was in Region B (> 32.5 km). (right) Calculated with a vertical
cutoff rigidity of 3.81 GV, which is the average value during Region A (21–27 km).

The HZETRN transport suite [Wilson et al., 1991] including the effects of pions, muons, electrons, positrons,

and photons [Norman et al., 2012, 2013] along with bidirection neutron transport [Slaba et al., 2010a, 2010b]

was used to calculate the dose throughout the atmosphere due to the three different GCR boundary fluxes.

NAIRAS relies on HZETRN for radiation transport and was therefore a natural choice for this comparison. To

emulate the NAIRAS results, HZETRN was run with a single vertical ray in a slab of Earth’s atmosphere.

Figure 4 shows the dose rate in tissue as calculated from the previously discussed models as a function of

altitude in Earth’s atmosphere. The left plot is for a vertical cutoff rigidity of 3.52 GV and right plot for 3.81 GV,

which correspond to the value for Regions B and A, respectively. The full atmospheric profile is shown for both

regions to illustrate the differences in the same models for Regions B and A, which are due to the differing

geomagnetic cutoffs. The small differences in the GCR models show consistent trends in the dose rate. As

discussed above, the DLR model, on average, predicted the GCR boundary fluxes as having a higher flux above

the vertical cutoff rigidity compared to the other two models, except for carbon, sulfur, calcium, titanium, and

iron ions above 30 GeV/nucleon where BO2014 predicted a larger flux. This is consistent with both plots in

Figure 4, as the DLR model predicts the largest dose rate at all depths. BO2014 was found to predict larger

GCR fluxes than the ISO model, which appears in the exposure calculations as BO2014 predicts higher dose

rates than the ISO throughout the atmosphere. Due to the geographic location of the RaD-X flight, the energy

regions below 2.7 GeV for protons in the boundary flux did not contribute to the radiation dose and therefore

regions where the three models differ most are not included in these results.

The deviation of the three models from the average of the models is largest at the top of the atmosphere

for each of the cutoff rigidities, which is about ±10%. The models converge at deeper depths (or lower alti-

tudes), where the spread decreases to approximately ±5%. At small depths, the dose rate will be dominated

by the boundary flux as there is not enough atmosphere traversed to significantly alter the radiation field.

Deeper in the atmosphere, the secondary particles produced through interaction dominate the dose rate cal-

culation. The three models begin to converge at deeper depths because the particles penetrating to these

large depths are created from the very high energy tail of the GCR spectrum. As the three models have more
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Table 2. Comparison of the Dose Rate in Tissue Calculated Using the Three GCR Models to RaD-X TEPC Dose Rate
Measurements

TEPC BO2014 DLR ISO

Altitude (km) Pressure (hPa) Dose Rate (μGy/h) Dose Rate (μGy/h) Dose Rate (μGy/h) Dose Rate (μGy/h)

24.3 27.3 3.05 ± 0.48 2.63 2.86 2.44

36.7 4.5 2.58 ± 0.41 2.28 2.46 2.05

similar spectra at higher energies, it makes sense that the variation in dose rate decreases at large depths
since the higher-energy particles are more penetrating. These more penetrating particles will also create more
penetrating secondaries.

Table 2 shows the RaD-X TEPC dose rate measurement along with dose rate in tissue calculated using the
three GCR models. The TEPC was shown to perform extremely well when compared to National Institute of
Standards and Technology-traceable sources during calibration as shown in Straume et al. [2016]. For both
altitudes, the DLR model provided the boundary flux which came closest to modeling the TEPC dose rate. The
DLR model slightly underpredicted the mean TEPC dose rate by a relative error of 5% and 6% in Regions B
and A, respectively. The BO2014 model slightly underpredicted the mean TEPC dose rates by a relative error
of 12% and 14%, while the ISO model had slightly larger underpredictions of 21% and 20% relative error in
Regions B and A, respectively. Both the BO2014 and the DLR models fall within the TEPC dose measurement
uncertainty for both altitudes.

The results of comparing the dose rate measured by the silicon-based Liulin detector compared to the dose
rate calculated in silicon for the three GCR model boundary fluxes are shown in Table 3. All three GCR models
provide a boundary flux that underpredicts the Liulin measurements. The Liulin, however, may be biased high
by 30% [Straume et al., 2016]. Compared to the TEPC dose rate, the Liulin dose rate is slightly higher than
expected. For the same radiation environment, one would expect the dose in silicon to be lower compared
to the dose in tissue due to the differences in stopping power of the two detector materials. In addition, the
physical size of the Liulin detector volume creates an upper detection limit 69.4 keV/μm on LET compared to
the much larger TEPC with an upper LET limit of 1536 keV/μm. These facts, along with the calibration issue,
bring the Liulin measurements on RaD-X into question. The LET spectra from the Liulin and a comparison to
the dose measured in silicon from the RaySure instrument may help illuminate the discrepancy.

The DLR model gives the largest predicted dose rate and therefore is the best of the three models for repro-
ducing the Liulin measurements, but the DLR model still underpredicts the mean dose rate in silicon by 27%
relative error at the higher altitude and 31% at the lower altitude. The DLR model in Region B is the only model
to fall within the Liulin measurement uncertainty for dose.

Figure 5 shows the dose equivalent rate calculated using the three GCR models as a function of altitude com-
pared to the RaD-X TEPC dose equivalent rate measurements. Figure 5 (left) corresponds to Region B and
Figure 5 (right) to Region A. The shape of the dose equivalent rate curves calculated from HZETRN using the
models is consistent with Figure 6, which shows the RaD-X TEPC dose equivalent rate averaged in a 10 min
sliding window as a function of altitude. The models still overpredict the TEPC result, but the shapes are very
similar. This is in contrast to the results presented in Hands et al. [2016] for the RaySure detector where the
dose equivalent rate was flat with altitude above approximately 70,000 ft (∼ 21 km) and no local peak was
observed.

Table 3. Comparison of the Dose Rate in Silicon Calculated Using the Three GCR Models to RaD-X Liulin Dose Rate
Measurements

Liulin BO2014 DLR ISO

Altitude (km) Pressure (hPa) Dose Rate (μGy/h) Dose Rate (μGy/h) Dose Rate (μGy/h) Dose Rate (μGy/h)

24.3 27.3 3.42 ± 1.04 2.18 2.36 2.01

36.7 4.5 2.82 ± 0.86 1.89 2.05 1.70

NORMAN ET AL. GCR MODEL EVALUATION USING RAD-X 771

~AGU~ 



Space Weather 10.1002/2016SW001401

Figure 5. Dose equivalent as a function of altitude for the RaD-X flight (25–26 September 2015) from the three GCR
models compared to RaD-X TEPC dose equivalent rate measurements. (left) Calculated with a vertical cutoff rigidity of
3.52 GV, which corresponds to the average value, while RaD-X was in Region B (> 32.5 km). (right) Calculated with a
vertical cutoff rigidity of 3.81 GV, which is the average value during Region A (21–27 km).

While the dose rate in tissue was well represented by the models, as discussed above, the dose equivalent rate
calculated from all three models overpredicts the TEPC measurement. The dose equivalent rate comparisons
seem to be at odds with the dose rate in tissue comparisons. A possible reason for this could be the mix of
heavy and light ions predicted by the models compared to the measurements. The average quality factor
can give some indication of the mix of heavy to light ions, though it is far from conclusive. Average quality
factor ⟨Q⟩ is the ratio of the dose equivalent to dose. The quality factor is typically modeled as a particle and
LET-dependent quantity representing the ability of a particle at a given LET to damage tissue. Table 4 is a
comparison of the average quality factors ⟨Q⟩ calculated from the TEPC and using the three GCR models.
The GCR models all predict a very similar ⟨Q⟩, which is much larger than the value calculated from the TEPC
measurements.

Figure 6. Dose equivalent as a function of altitude for the RaD-X flight (25–26 September 2015) from RaD-X TEPC dose
equivalent rate measurements. The TEPC dose equivalent was averaged on a 10 min sliding window.
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Table 4. Comparison of the Average Quality Factor Calculated Using the Three GCR Models Compared to the Average
Quality Factor Calculated From the TEPC Data

Altitude (km) Pressure (hPa) TEPC (⟨Q⟩) BO2014 (⟨Q⟩) DLR (⟨Q⟩) ISO (⟨Q⟩)

24.3 27.3 2.54 ± 0.55 3.54 3.53 3.54

36.7 4.5 3.64 ± 0.80 5.43 5.38 5.40

Figure 7 shows the percent contribution to dose (left) and dose equivalent (right) by particle type for the DLR

model with a vertical cutoff rigidity of 3.52 GV. The horizontal dashed magenta lines represent the average

altitude in Regions B and A. The values of a given particle correspond to all particles of that type at that altitude,

whether they are primary or particles produced through interaction. So, for instance, the protons at all depths,

except the very top of the atmosphere, will be a mix of primary GCR protons and protons produced through

nuclear interactions.

For Region B (higher altitude), it can be seen that the dose equivalent is dominated by the heavy ions, while

at Region A altitudes, the dose equivalent is an even mix of neutrons, hydrogen, helium, and heavy ions. The

high value of the quality factor for heavy ions indicates that the flux of heavy ions might be overpredicted at

these altitudes. In addition, it has been shown recently by Ehresmann et al. [2014] that HZETRN overpredicts

the flux of helium isotopes in Mars atmosphere. As helium also has a fairly large quality factor, it may also be

contributing to the overprediction of dose equivalent.

A large contribution to the likely incorrect influence of heavy ions at these small depths in the atmosphere is

the use of a single ray transport in HZETRN. The inclusion of off-axis rays to the transport would reduce the flux

of heavy ions and likely reduce the average quality factor and dose equivalent. An additional factor, though

one that is probably not as important for Region B, is the calculation of the dose equivalent from neutrons in

HZETRN. This calculation relies on older quality factors for neutrons which are slightly higher than the current

standards.

Figure 7. The percent contribution to (left) dose and (right) dose equivalent by different particle groups as a function of
altitude for the RaD-X flight (25–26 September 2015) from the three GCR models. Horizontal dashed lines correspond to
average altitude for Regions B and A for reference.

NORMAN ET AL. GCR MODEL EVALUATION USING RAD-X 773

~AGU~ 

60 

50 

20 

10 

10 20 30 40 50 60 70 80 
Percent Contribution, Dose 

60 

50 

40 

30 

20 

10 

ll--El Neutrons 
ll--El Hydrogen 
<>--------<> Helium 
..........,.. Heavy Ions (Z>2) 
+--+ Pions + muons 
.......... EM 

10 20 30 40 50 60 70 80 
Percent Contribution, Dose Equiv 



Space Weather 10.1002/2016SW001401

4. Concluding Remarks

RaD-X data provide a good test of the GCR models used in radiation transport codes and are an important
source for validation of the NAIRAS model. This paper examined three GCR models, the parametric ISO 15390
model, the DLR model, which is a modification to the ISO model, and the Badhwar-O’Neill 2014 model. Dif-
ferences between the three models were examined, and results were shown for the dates of the RaD-X flight.
Low-energy cosmic ray particles, whose fluxes vary widely between the models, are of little consequence
to the dose calculations and the RaD-X measurements because the geomagnetic field shields against these
low-energy particles. The fact that the geomagnetic cutoff for the flight path was found to be so high that
it removed the major differences between the GCR models creates the argument for the need for additional
data at higher latitudes where the geomagnetic cutoffs are smaller.

The differences in the GCR boundary flux provided by the three GCR models translated into small differences
in the radiation dose calculated from those three boundary fluxes. The DLR model was found to match the
dose in tissue results most closely, with only a 5% relative difference in Region B and a 6% relative difference in
Region A. The BO2014 was next in accuracy compared to the TEPC measurements, followed by the ISO model.
The ISO model was released in 2004 and has not been updated since. A similar update to the work done with
the DLR model or with BO2014 would be appropriate.

When the three models were compared to the Liulin instrument that measures the dose in silicon, the models
were found to all underpredict the measurement. The reported dose rate in silicon from the Liulin seems to
be slightly higher than expected compared to the TEPC results. One would expect the dose in silicon to be
lower than the dose in tissue, as silicon absorbs less energy than tissue due to the smaller average stopping
power of silicon compared to tissue. However, the Liulin measured dose in silicon to be very nearly the same
as the TEPC measured dose in tissue. In addition, the small size of the Liulin detector creates an upper limit
for the LET sensitivity of 69.4 keV/μm, while the TEPC is able to measure up to 1536 keV/μm. The differences
in material and detector size both support the notion that the Liulin should measure a dose lower than the
TEPC in the upper atmosphere. Straume et al. [2016] found that the Liulin may be biased high by 30%, so the
calibration studies using the same instruments are consistent with the measurement results.

Next, the TEPC dose equivalent rate was compared to the dose equivalent rate calculated from the three
GCR models. The three GCR models all predicted a dose equivalent rate that was larger than the TEPC dose
equivalent rate. Given the accuracy of the three GCR models compared to measurements of dose rate in tissue,
the overprediction of dose equivalent may point to an issue with the mix of heavy ions, light ions, protons,
and neutrons. When the average quality factor was examined, it was found that the value calculated from the
three GCR models was about 50% high compared to the TEPC measurements.

The issue of the contribution of heavy ions also shows up in measurements when comparing different detec-
tors. Hands et al. [2016] saw no evidence for primary heavy ions contributing to dose equivalent at any depth
using the RaySure detector. While in Figure 6, it can be seen that the mean dose equivalent in Regions B and
A is different. In addition, a decrease in dose equivalent rate with increasing depth in Region B points to the
breakup of the primary spectrum. However, when the uncertainties are included, the analysis is not conclu-
sive. The difference between the average quality factor for the TEPC in Regions B and A also points to the
breakup of the primary heavy ions. Further analysis examining the LET spectra from the instruments would
help to clarify and resolve this issue.

As all of these measurements are integrated quantities, the source of differences between model and experi-
ment cannot be determined directly from this information. Further work comparing to particle flux in Earth’s
atmosphere will be performed to better understand the source of the discrepancy. In addition, the single
ray used in the calculation with HZETRN coupled with the larger average quality factor signals that future
modeling work needs to be done to include the contribution of off-axis rays.

Using the RaD-X data to propagate model uncertainty through NAIRAS to quantify the component of the
uncertainty due to the GCR model is an ongoing effort. Uncertainty propagation methods are being devel-
oped, which will use not only RaD-X data but will also make use of other data sources in Earth’s upper
atmosphere.
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