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57 ABSTRACT

Sensory processing of visual, auditory, and other sensor
information (e.g., visual imagery, LIDAR, RADAR) is con-
ventionally based on “stovepiped,” or isolated processing,
with little interactions between modules. Biological sys-
tems, on the other hand, fuse multi-sensory information to
identify nearby objects of interest more quickly, more effi-
ciently, and with higher signal-to-noise ratios. Similarly,
examples of the OpenSense technology disclosed herein use
neurally inspired processing to identify and locate objects in
a robot’s environment. This enables the robot to navigate its
environment more quickly and with lower computational
and power requirements.
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1
METHODS AND APPARATUS FOR
AUTONOMOUS ROBOTIC CONTROL

CROSS-REFERENCE TO RELATED PATENT
APPLICATION

This application claims priority, under 35 U.S.C. §119(e),
from U.S. Application No. 61/955,756, filed Mar. 19, 2014,
and entitled “Methods and Apparatus for Autonomous
Robotic Control,” which application is hereby incorporated
herein by reference in its entirety.

GOVERNMENT SUPPORT

This invention was made with government support under
Contract No. FA8750-12-C-0123 awarded by Air Force
Research Laboratory (AFRL), under Contract No.
NNX12CG32P awarded by NASA Phase I STTR, and under
Contract No. NNX13CL63C awarded by NASA Phase 11
STTR. The government has certain rights in the invention.

BACKGROUND

For a mobile robot to operate autonomously, it should be
able to locate obstacles and steer around them as it moves
within its environment. For example, a mobile robot may
acquire images of its environment, process them to identify
and locate obstacles, then plot a path around the obstacles
identified in the images. In some cases, a mobile robot may
include multiple cameras, e.g., to acquire stereoscopic image
data that can be used to estimate the range to certain items
within its field of view. A mobile robot may also use other
sensors, such as radar or lidar, to acquire additional data
about its environment. Radar is particularly useful for peer-
ing through smoke or haze, and lidar returns can sometimes
be used determine the composition of objects within the
environment. A mobile robot may fuse lidar, radar, and/or
other data with visible image data in order to more accu-
rately identify and locate obstacles in its environment. To
date, however, sensory processing of visual, auditory, and
other sensor information (e.g., LIDAR, RADAR) is conven-
tionally based on “stovepiped,” or isolated processing, with
little interaction between modules.

SUMMARY

Embodiments of the present invention include a system
for identifying and locating objects in a robot’s environ-
ment. Such a system may include an image sensor and
processor operably coupled to the image sensor. In opera-
tion, the image sensor acquires a plurality of images of at
least a portion of the environment surrounding the robot.
The processor translates each image in the plurality of
images from the image sensor’s frame of reference to an
allocentric frame of reference. The processor identifies a
position, in the allocentric frame of reference, of an object
appearing in at least one image in the plurality of images.
And the processor determines if the object appears in at least
one other image in the plurality of images based on the
position, in the allocentric frame of reference, of the object.

It should be appreciated that all combinations of the
foregoing concepts and additional concepts discussed in
greater detail below (provided such concepts are not mutu-
ally inconsistent) are contemplated as being part of the
inventive subject matter disclosed herein. In particular, all
combinations of claimed subject matter appearing at the end
of this disclosure are contemplated as being part of the
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2

inventive subject matter disclosed herein. It should also be
appreciated that terminology explicitly employed herein that
also may appear in any disclosure incorporated by reference
should be accorded a meaning most consistent with the
particular concepts disclosed herein.

BRIEF DESCRIPTION OF THE DRAWINGS

The skilled artisan will understand that the drawings
primarily are for illustrative purposes and are not intended to
limit the scope of the inventive subject matter described
herein. The drawings are not necessarily to scale; in some
instances, various aspects of the inventive subject matter
disclosed herein may be shown exaggerated or enlarged in
the drawings to facilitate an understanding of different
features. In the drawings, like reference characters generally
refer to like features (e.g., functionally similar and/or struc-
turally similar elements).

FIG. 1 is a block diagram of an example OpenEye system.

FIG. 2 is a block diagram of the Where Pathway module
shown in FIG. 2.

FIG. 3 is a block diagram of the What Pathway module
shown in FIG. 2.

FIG. 4 is a block diagram of an alternative classifier
architecture suitable for implementing the view layer and the
object layer in the What Pathway module shown in FIG. 3.

FIG. 5 illustrates control of a robot using the OpenEye
system via a remote controller, such as a tablet or smart-
phone.

FIG. 6 illustrates a process for identifying and locating
objects in a robot’s environment by fitting a spatial shroud
to successive images of the robot’s environment.

FIGS. 7A-7C show fitting a spatial shroud to an object in
different images of the robot’s environment.

DETAILED DESCRIPTION

The methods described herein provide an exemplary
unified technology for identifying, learning, localizing, and
tracking objects based on camera (e.g., RGB) input. Some
examples of this technology are called “OpenEye” and can
be implemented as an artificial, active sensory system and a
unified framework for processing sensor data, including but
not limited to image data. OpenEye may be utilized in both
artificial (e.g., simulated environments, such as an environ-
ment generated synthetically via a video-game engine) and
natural environments (e.g., an environment experienced by
an unmanned aerial, ground, or submersible vehicle).

In operation, OpenEye learns incrementally about its
visual input, and identifies objects in the sensor field of view
and categorizes those objects by identity and position.
OpenEye can operate with or without supervision, and does
not require a manual labeling of object of interest to learn
object identity. OpenEye can also accept user input to
verbally label objects.

OpenEye simulates mammalian brains’ dorsal (where—
controlling where to look) and ventral (what—controlling
the content of the image) pathways by using simulated eye
movements (in virtual or real cameras) to learn identity of
objects in complex images (see, e.g., Mishkin and Unger-
leider 1982 and Webster et al., 1994).

In some implementations OpenEye uses a space-variant,
log-polar representation of the input visual field to sample
the image “view” generated by each eye movement. The
log-polar representation provides some invariance to trans-
lation/rotation, and substantial savings in processing time
with better scalability to large datasets by employing non-
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uniform input sampling and rapid scan of image segments,
as opposed to processing the whole image at uniform
resolution (Traver and Bernardino, 2010). The model uses
the what-to-where feedback to sample the image intelli-
gently. OpenEye does so by using the knowledge of the
identity of the current object and its context to focus on
spatial locations that yield greatest disambiguation of com-
peting object identity (e.g., areas of an image that are more
unique to an object). OpenEye may be validated on natural
and synthetic images, as well as on the standard MNIST
handwritten digit dataset.

As opposed to other approaches (e.g., neural networks),
the OpenEye system may not rely on extensive training
(batch training) to be able to classify correctly objects in the
data stream, and can learn new knowledge online (i.e.,
during performance) without corrupting or forgetting previ-
ously learned knowledge. Additionally, the system is able to
autonomously search for information in an image via an
active visual search process, which mimics the mechanism
used by mammals to rapidly and efficiently scan their visual
world for important information. OpenEye memory system
is designed to allow on-line optimization of synaptic memo-
ries. Additionally, OpenEye can mimic human eye move-
ments by reproducing human fixation patterns with or with-
out a training session where OpenEye learns the fixation
location of a human user via eye-tracker.

Neurally Inspired Robot Perception, Object Identification,
and Object Location

A conventional robot does not perceive its environment
like a human. For example, a robot may “see” its environ-
ment by acquiring imagery of some or all or its environment
at a uniform resolution. It then processes the imagery by
dividing the imagery into a grid of pixels and examining
each pixel in the grid. This process can take too much time
and too much energy to be useful for identifying objects
moving relative to the robot, especially if the robot is
moving at relatively high velocity (e.g., a drone flying at low
altitude). In addition, the robot may spend an inordinate
amount of time processing empty or irrelevant pixels.

A human does not process the detail of entire images on
a pixel-by-pixel basis. Instead, the human eye acquires
imagery of non-uniform resolution: the central part of the
retina, or fovea, which is densely packed with light-sensitive
cones, acquires the central part of each image at relatively
fine resolution. And the peripheral portion of the retina,
which is covered at lower density with light-sensitive rods
and cones, acquires the peripheral portion of each image at
coarser resolution. The resulting “foveated imagery” has
resolution that varies spatially across each image, with the
finest resolution at a fixation point and coarser resolution
elsewhere. This notion of obtaining imagery at a resolution
that varies spatially across each image is referred to herein
as “foveation.”

To account for the spatial variation in image resolution, a
human moves his or her eyes rapidly among different points
in his or her field of view. For instance, a human may fixate
on points at or near an interesting portion of a scene, such
as a face, for relatively long periods, and fixate on points at
or near less interesting portions of the scene, such as a tree,
for shorter periods, if at all. These quick, simultaneous
movements to different fixation points, or saccades, allow a
human to identify and locate items of interest without
spending time or energy examining interesting portions of
the scene.

Similarly, the OpenEye technology disclosed herein
allows a robot to identify and locate objects in its environ-
ment using “foveated” data collection and “saccade” style
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imaging as explained below with respect to FIGS. 1-4. For
instance, one or more processors may control collection and
processing of visual imagery according to a neural model
inspired by the human brain. A camera or other sensor
acquires imagery of the robot’s environment and passes this
imagery to a graphics processing unit (GPU) or other
suitable processor, which locates and identifies one or more
objects in the imagery (e.g., using the What and Where
pathways described in greater detail below) based on the
imagery itself and information about the sensor’s orienta-
tion, position, and/or field of view. In some cases, the GPU
may translate the imagery among different frames of refer-
ence, including camera-centered, robot-based egocentric,
and allocentric frames of reference, to make processing
more efficient and/or more precise.

The processor also determines the next fixation point of
the sensor system based on the location and/or identity of the
object(s). In some cases, it transmits movement vector
representing the saccade between the current fixation point
and the next fixation point to an actuator that then actuates
the sensor appropriately. For instance, the processor may
cause a pan-tilt actuator to move a camera mounted on the
robot so as to acquire imagery of an object from different
angles and/or positions. The robot itself may move to change
the sensor’s field of view. In other cases, the processor may
cause synthetic “saccades,” e.g., by processing different
portions of the same image or different portions of different
images at different resolutions depending on the objects and
their locations. The robot may also use object information
and sensor position and orientation data to inhibit the sensor
from fixating repeatedly on the same object or the same
portion of the scene.

Because the technology disclosed herein mimics human
neural processing, it can process imagery and other sensory
data more efficiently and identify objects in the robot’s
environment more quickly. This is especially useful for
robots in hazardous applications, such as planetary explo-
ration, where processing and battery efficiency are critical,
and for robots that collect large volumes of data, such
surveillance drones, where efficient sense-making is key to
interpreting large amounts of real-time data. It also has
general application to all types of vision systems, including
simulations, such as those used in video games, flight
simulators, etc.

Visual Stream Exploration and Visual Object Learning

The OpenEye model proposes a method for combining
visual stream exploration and visual object learning. Each is
considered below.

Visual Stream Exploration Models

The computational model proposed by Itti and Koch
(2001) simulates an aspect of human vision that predicts the
probability that a certain image area will attract an observ-
er’s attention and eye movements. The model only includes
bottom-up, or sensory features, while OpenEye also
accounts for cognitive (top-down) biases on eye movements.
Additionally, the model does not include learning, object, or
scene recognition, which are instead incorporated in Open-
Eye, where they bias image stream exploration as discussed
below.

OpenEye also differs from Riesenhuber and Poggio’s
(1999) neural model, which employs a spatially homog-
enous representation of the image vs. OpenEye’s spatially
variant representation and use of sensor movement. Both the
Itti & Koch (2001) and Riesenhuber & Poggio (1999)
models postulate that visual objects need to be identified in
one glance. OpenEye, instead, accounts for the potential
need to explore the input sensory image to gather additional
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evidence for recognition, which is particularly useful for
ambiguous objects/scenes (e.g., occluded objects).

Visual Object Learning Models

In terms of learning, OpenEye may use two interchange-
able learning methodologies. The first method is based on
the Baraldi and Alpaydin (1998, 2002) and Baraldi and
Parmiggiani (1997) learning models, which provide the
following benefits. The second method is based on a recur-
rent adaptive architecture. Both methodologies simultane-
ously implement fast and slow learning.

Usually, fast learning (e.g., Carpenter and Grossberg,
1987) systems underperform slow-learning ones (Rumelhart
et al., 1986), but the former are much more useful in
engineered system such as robots or sensors operating in
real-time in a rapidly changing environment. After only
single instance of presentation of each item, humans and
other animals can learn to recognize pictures, words, names,
and faces, and recording at a local cellular level confirms
that neurons can change to reflect such fast learning (Bun-
zeck & Diizel, 2006; Rutishauser et al., 2006). To date, no
artificial system has been engineered to achieve this goal in
a machine.

Several object recognition algorithms have been devel-
oped over the last few decades (for reviews, see Besl and
Jain, 1985; Logothetis and Sheinberg, 1996; Riesenhuber
and Poggio, 2000; Bengio et al., 2012). In general, a
commonality between these algorithms is the focus on
finding the appropriate representation for the data, where the
difference among algorithms performance is due to the
nature of the features/input data transformations. For
instance, convolutional network models (Ranzato et al.,
2007; Jarrett et al. 2009; LeCun et al., 2010) and restricted
Boltzmann machines (Smolensky, 1986; Salakhutdinov and
Hinton, 2009) are among the best object recognition algo-
rithms. Both classes of algorithms perform three main steps:
a) feature extraction. This can be either hardwired, random,
or learned;

b) non-linear transformation on the resulting filtered data;
and

¢) A pooling step on the result of step b). The connectivity
between stages and the number of filter-transform-pool
stages can vary.

Deep learning networks include networks where there are
several layers of stacked filter-transform-pool, e.g. in the
HMAX model (Riesenhuber & Poggio, 1999) and deep
belief networks (Hinton et al., 2006).

Similarly, Spratling (2008, 2009, 2012) has introduced
several recognition systems built of stackable “cortical”
modules. These models are composed of modules that work
hierarchically and perform a process called “predictive
coding”, that looks very akin to matching in an ART system.
A close examination of the derivation of the learning laws in
these systems (Spratling et al., 2009) reveals that they were
developed as an incremental version of a well-known batch
coding algorithm, non-negative matrix factorization (NMF),
developed by Lee and Seung (1997, 1999). The algorithm
presented by Spratling at al. does allow incremental (fast)
learning, but does not include methods for object segrega-
tion/segmentation, scene recognition, and active vision.

However, none of the above-mentioned object recogni-
tion algorithms deals with the issues of how objects are
separated from their background, and neither of those mod-
els uses space-variant sampling.

The ARTScan (Fazl et al., 2009) model, the saccading
restricted Boltzmann machine (sRBM) (Larochelle & Hin-
ton, 2012), and the entropy minimization algorithm of
saccades (Friston et al., 2012)
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The saccading restricted Boltzmann machine (Larochelle
and Hinton, 2012) uses space variant vision. However, it
does not include a mechanism that informs the system when
the system stops fixation from an object and starts fixating
on another, which is provided by a human supervisor. The
system could not tell apart two identical objects presented
side-by-side with a spatial gap separating them.

The entropy minimization algorithm of saccades (Friston
et al., 2012) includes bi-directional What-to-Where stream
interactions but does not use space-variant vision, and it
suffers from the same issue as Larochelle and Hinton (2012)
in terms of object fixation memory.

The ARTScan (Fazl et al., 2009) model includes Where-
to-What interaction in guiding when the What system should
learn/stop learning, but does not include What-to-Where
interactions to inform eye movement and visual search.
Additionally, OpenEye differs from ARTScan in these addi-
tional dimensions:

OpenEye and ARTScan use a different log-polar sam-
pling;

OpenEye shroud formation is feed-forward;

OpenEye is designed to operate in 3D environments in a
noisy background;

OpenEye is designed to handle self-motion;

OpenEye employs a concept of temporal continuity to
support dynamic scenes;

OpenEye can combine multiple saliencies, endogenous
spatial attention, attention to specific features in order to
make next saccade; and

While ARTScan used handcrafted images OpenEye can
be used with arbitrary image data, such as the standard
MNIST database;

Object learning models from Baloch and Waxman (1991),
Bradski and Grossberg, (1995), Seibert and Waxman (1992)
do use space-variant transformation, or “cortical magnifica-
tion”, but only focus statically at an object’s center-of-mass.

OpenEye methods discussed in Sections 4 employ a
learning scheme that maximizes memory efficiency in terms
of learning accuracy and capacity to enable both fast and
slow stable learning of sensory features.

Benefits and Applications

Benefits of these methods and systems include providing
a single process for identifying, learning, localizing, and
tracking objects in visual scenes provided by cameras.
Exemplary methods allow quick and stable learning of new
patterns without the need to retrain the system, while reduc-
ing network (system) size and communication between
system components with respect to competing models. The
method allows continuous learning of arbitrary sensory
representations in hierarchies of rate-based or spike-based
neural processing stages connected by adaptive (learnable)
synaptic weights. An additional benefit of this method is to
allow fast learning of new stimuli without the need to
interrupt the functioning of the machine, e.g., allowing a
robot with a camera to quickly learn the identity of a new,
previously unlearned input without the need to retrain pre-
viously seen input.

The novel method presented herein can have application
in designing software to either extract information or control
mobile robots or cameras. In particular, the method allows
these machines to increase their knowledge base over time
without the need to retrain the system on the entire knowl-
edge base.

OpenEye Overview

OpenEye is an artificial visual system operating on visual
data. The OpenEye model is comprised of four main mod-
ules: the Environment Module, the Where system, the What
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system, and an external module that can provide a teaching
signal to the what system (FIG. 1). These four components
will be discussed in detail below.

The Environment Module (100) abstracts interactions
between the vision system and the environment, which can
be a virtual environment or a real environment sampled by
a fix/pan-tilt camera, a robot-mounted camera, or other
visual (or non-visual) sensory system. This module delivers
a visual image to the visual system and executes camera
movement commands, which emulate human eye move-
ments. The environment module allows OpenEye to interact
with the environment: virtual or real, static or dynamic, real
time or prerecorded.

One task of the Where System (130) is to decide where the
sensory system should look based on salient image proper-
ties extracted from the visual image, or based on information
coming from the What System pertaining to the identity of
objects in the environments, and/or the scene identity as a
whole. Processing of a visual image by the where system
module includes aspects of the mammalian lateral geniculate
nucleus (LGN), primary visual cortex (V1), and higher
cortices (V2, MT, MST) processing. The image obtained
from the environment module in retinal coordinates under-
goes a log-polar transformation to simulate space-variant
sampling of the visual input and extraction of features such
as (but not limited to) edge, contour, color, and luminance.
OpenEye’s functioning is not limited to log-polar sampling,
and can operate with other space-variant transformations,
such as the reciprocal-wedge transform (Tong and Li, 1995),
or the pyramid method (Adelson et. Al, 1984), as examples.

Also known as the dorsal stream in vision literature
(Mishkin and Ungerleider 1982; Webster et al., 1994),
OpenEye’s Where System generates camera movements in
order sample an image by foveation on the spatial location
it selects as the most salient, where saliency can be deter-
mined by sensory input or semantic (What System) infor-
mation. Foveation is achieved by centering the sensor in the
object of interest, so that the object is likely to fall in the
center of the space-variant representation. A form-fitting
attentional shroud (namely a signal that fits the form, or
shape, of an object, similarly to the way a shroud or veil fits
the surface it rests on) is then formed around the foveated
object. The shroud serves to suppress surrounding objects in
order to isolate the object of interest for learning in the What
System, and enables the system to trigger further camera
movements centered exclusively on this enshrouded object.
The ability of the Where System to form this attentional
shroud around a single object has the added benefit of
detecting when a foveation has left the previous object of
interest. This change in foveated object produces a reset
signal that represents temporal discontinuity between the
foveations and is used by the What System to regulate
learning, with the result of allowing OpenEye to group
multiple views of an object (but not other objects, or the
background) into coherent object categories. Another func-
tion of the Where System is to maintain a visual working
memory of previously foveated locations such that the
camera does not persistently choose the same point of
fixation. Together with the Environment Module, the Where
System forms the Where Pathway (140) that concerns with
spatial interaction with the environment and spatial process-
ing.

The What System (150) includes a hierarchy of classifiers
that collectively learn to visually recognize an arbitrary
number of objects regardless of each object’s position and
orientation relative to the sensor(s), e.g. a camera. The What
System receives an object’s feature representation as input
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from the Where System. Views are then clustered in an
incremental, unsupervised fashion into object representa-
tions based either on their similarity or according to their
temporal continuity as signaled by the Where System. The
Where System provides a shroud-based reset signal, dis-
cussed later, that informs the What System when seemingly
different views are part of the same or different object; this
signal is important to OpenEye’s ability to learn pose-
invariant object representations (Fazl et al., 2009). An
optional external Teacher (160) provides a supervised learn-
ing environment that not only improves classification accu-
racy and learning speed but also dynamically creates a
user-friendly search interface to the visual system’s learned
knowledge. Because of the hierarchical separation of unsu-
pervised view learning and supervised object-label learning,
the What System can be switched between unsupervised and
supervised learning modes at any time.

The What system and Teacher together form the What
Pathway (170), modeled upon the ventral visual processing
stream in the mammalian brain, which concerns the identity
of those objects viewed by OpenEye. FIG. 1 depicts the
overall structure of OpenEye. Each module is described
below with its corresponding block number.

Encoding OpenEye Activity

A critical task for OpenEye operation is switching
between the coordinate systems centered on the on the
robot/camera/sensor (ego-centric), the environment (image-
centric or world-centric), and between metrics systems (e.g.,
Cartesian or log-polar). For example, the image is sampled
using retinal (log-polar) metric, or other (e.g., pyramid or
reciprocal-wedge), but the signal for the cameral to move
and how much to adjust the pitch, yaw is provided in
Cartesian (linear) metric. One role of the Where System
concerns translating between representations of a signal to
different coordinate bases. For clarity, each coordinate sys-
tem is defined with a term that refers to where the system is
centered followed by a term that defines the distance metric
of the reference frame. Reference frames can be centered at
three possible locations: 1) sensor-centered, 2) ego-centered,
and 3) image-centered. Sensor-centered refers to a coordi-
nate system where the (0, 0) location resides at the position
of the current camera center. Ego-centered refers to a
coordinate system where (0, 0) corresponds to a neutral
position of a sensor, with respect which the camera center
may be shifted or rotated. This robot-centered coordinate
system can interface with other software systems to provide
object location data relative to the physical system or, when
paired with global navigation data, to provide a global object
location. Image-centered refers to a reference frame in
which the (0, 0) location is at the image center. Image-
centered can also be interpreted as global coordinates or
scene-centered when the scene is dynamically changing.
Correspondingly there are at least three set of dimensions
used in OpenEye: Image Dimensions [W, H,], Sensor Move-
ment Range [W,_ H,], and Sensor Dimensions [W H,] that
represent log-polar transform of the Sensor Movement
Range. This notation is used in OpenEye description below.

There are at least two distance metrics in the coordinate
frames: 1) log-polar, and 2) Cartesian. The log-polar dis-
tance metric reflects how the eye naturally samples the
image and image representation in primary visual cortex,
and is employed in the described system by performing a
space-variant (log-polar in this case, but other methods
could be used) transformation to the ray input, while the
Cartesian distance metric is more pertinent when mapping
representations onto the real word or for invoking linear
control of the eye/camera. In the figures and text below,
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coordinate frame are referred to as a combination of where
it is centered and what defines its distance.

FIGS. 1-3 depicts aspects of the What and Where systems
of'an example OpenEye system. FIG. 1 shows the Environ-
ment Module (120) and the Where System (130), which
collectively constitute the Where Pathway (140). The envi-
ronment module 120 includes an RGB image sensor 100,
which may acquire still and/or video images, whose field of
view can be shifted, narrowed, and/or expanded with one or
more actuators 110, including but not limited to zoom
lenses, tip/tilt stages, translation stages, etc. The environ-
ment module 120 provides both image data from the image
sensor 100 and actuation data (sensor position data) from the
actuator(s) 110 to the Where system 130, which in turn
provides processed image data to the What system 150. The
environment module 120 also provides actuation data (sen-
sor position data) from the actuator(s) 110 to the Teacher
160, which forms part of the What pathway 170 with the
What system 150.

FIG. 2 shows the Where system 130 in greater detail. A
first log-polar transformation block 260 in the Where system
130 performs a log-polar transformation on the image data
from the image sensor 100 as described in greater detail
below. A feature extraction block 240 identifies features in
the transformed image data, which is segmented into
bounded regions by a segmentation block 180. A figure/
segragation block 210 segregates the bounded regions to
form a spatial shroud that fits the foveated region of the
image. The figure/segregation block 210 provides a repre-
sentation of this spatial shroud to the What system 150.

FIG. 2 also shows that the actuator(s) 100 provide sensor
position data to a foveation memory 250 and an inhibition of
return block 220, which together prevent the image sensor
from foveating the same portions of the scene (acquiring
and/or processing imagery of the same portions of the scene,
e.g., at enhanced resolution) unnecessarily. A second log-
polar transformation block 230 performs a log-polar trans-
formation on the output of the inhibition of return block and
passes the transformed output to a hot spot selection block
190, which determines the next portion of the scene for
foveation. A reverse log-polar transformation block 270
transforms the output vector into the frame of reference used
by the actuator(s) 100 and provides the transformed output
vector to the actuator(s) 100 for actuation of the sensor 100.
A temporal object continuity block 200 processes another
copy of the hot spot selection block output to determine if
the next foveation location falls off the current object
surface. If so, the temporal object continuity block 200
transmits a “reset” signal to the What system 150

FIG. 3 shows the What system 150 in greater detail. The
What system 150 uses data from the temporal object con-
tinuity block 200, the feature extraction block 240, and the
figure/ground segregation block 210 to identify and locate
objects in the scene imaged by the image sensor 100. A view
layer 280 uses features and shroud data from the Where
system 130 to cluster shroud-gated visual representations of
object views according to their feature similarity. A disam-
biguation map block 310 generates a disambiguation map of
the scene based on these representations from the view layer
280.

The object layer 290 uses the representations from the
view layer 280 to learn pose-invariant object representations
by associating different view prototypes from the view layer
280 according to their temporal continuity provided by the
reset signal from the Where system 130. This yields an
identity confidence measure, which can be fed into a name
layer 300 that groups different objects under the same user
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label, which may be obtained from an optional teacher 160.
The optional teacher 160 shapes the association between
objects and their labels and feeds this information from the
Name layer 300 to the Object layer 290 and View layer 280
to the speed and accuracy of future object learning.

The What system and the Where system can be imple-
mented in hardware, firmware, software, or a suitable com-
bination thereof. For example, the What and Where systems
may be implemented as processor-implementable instruc-
tions that are stored in non-transient form in one or more
memories located in or on a robot, such as a unmanned
aerial, ground, or submersible vehicle. Some or all of the
processor-implementable instructions may also be stored on
remote memory, such memory in or accessible by a server
that communicates with the robot via a wireless communi-
cation link (e.g., a radio-frequency or optical link).

The robot may include one or more processors that are
coupled to the memory and configured to execute the
instructions so as to implement the What and Where sys-
tems, including the individual modules shown in FIGS. 1-4.
For example, the robot may execute the instructions with a
central processing unit (CPU) and a graphics processing unit
(GPU), e.g., as disclosed in U.S. Pat. No. 8,648,867, which
is incorporated herein by reference in its entirety. The
processor(s) can also be implemented as application specific
integrated circuits (ASICs), field-programmable gate arrays
(FPGAs), and/or other device or component as understood
in the art.

In some embodiments, some or all of the processors may
be located remotely—that is, not on or in the robot. For
example, the processors (include GPUs) may be located in
one or more smart phones, tablets, and/or single board
computers (SBCs). The processors may also form part or all
of a cluster computing environment, with each processor in
the cluster dedicated to particular task or group of tasks. In
these embodiments, the processors may communicate with
sensors, actuators, and other devices and components on or
in the robot via a suitable communications link, such as a
radio-frequency or optical communications link.

FIG. 5 illustrates an OpenEye system 500 used to control
a wheeled robot 510. The OpenEye system 500 includes a
computing device 504, such as a tablet computer or other
electronic device with wireless capabilities, that is con-
trolled by a user 502. The computing device 504 commu-
nicates with the robot 510, which includes an image sensor
512 and an antenna 514, via a wireless link. The user 502
issues commands to the robot 510 via software running on
the computing device 504, a processor (not shown) on the
robot 510, and/or on other cloud-based processors (not
shown).

In operation, the image sensor 512 can be oriented and/or
positioned either by the user when manually operating the
robot or automatically by the software. For example, the
image sensor 512 may be mounted on a pan/tilt stage,
translation stage, or rotation stage that can be actuated to
change the image sensor’s orientation and/or position. The
image sensor 512 may also have a (motorized) zoom lens
that can be used to zoom in or out on certain portions of the
environment. In addition, or instead, the image sensor 512
can be oriented or positioned as desired by moving the robot
510. In some cases, the image sensor 512 may static with
respect to the robot 510; this is roughly equivalent to
somebody without, say, neck and eye muscles. In order to
change the static image sensor’s point of view, the body of
the robot rotates and/or moves, e.g., using wheels or legs for
ground robots, propellers for drones, thrusters for submers-
ible robots, etc.
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Environment Module (120)

This Environment Module abstracts away the source of
visual imagery (cameras, real or virtual, or other sensors,
e.g. LIDAR) and applies sensor movement commands in the
manner consistent with the environment in which OpenEye
currently operates. OpenEye supports the following envi-
ronments:

Static Scenes—JPEG, PNG images, etc.

Dynamic Scenes—movie files (.avi, .mp4, etc.)

Camera—Real 3d visual world

Virtual Camera—virtual environment, based on the

JMonkey game engine

Concrete implementations of this module are specific to
the environment, but the input and the output should comply
with the specification below.

RGB Sensor (100)

RGB delivers the RGB image sampled from the environ-
ment as directed by the RGB Sensor Actuator. The later
simulates eye movement by moving the camera.

Input:

Data Element
Data Dimen- Element  Dimen-
Name Type sions Type sions Metric Base
Sensor Vector 0 Unsigned, 2 Cartesian  Ego-
(e.g., Byte centered
camera)
Position*

*This input does not have to be used in all environments. If the environment includes
Sensor Movement Actuator (for example, P&T camera, or Virtual Camera), this input is
not necessarily used by the RGB Sensor.

Output:
Element
Data Data Element  Dimen-
Name  Type Dimensions Type sions Metric  Base
RGB Vector  [W, H,] Unsigned, 3 Car- Sensor-
Sensor  Field Byte tesian  centered

Sensor Movement Actuator (110)

Sensor Movement Actuator implements sensor (e.g., cam-
era) movement commands if they are supported by the
environment, otherwise this module returns eye position in
ego-centric coordinates.

Input:
Data Element
Data Dimen- Element  Dimen-
Name Type sions Type sions Metric Base
Sensor Vector 0 Unsigned, 2 Cartesian  Ego-
(Eye) Byte centered
Position
Location  Vector 0 Unsigned, 2 Cartesian ~ Sensor-
to foveate Byte centered
Output:
Data Element
Data Dimen- Element  Dimen-
Name Type sions Type sions Metric  Base
Sensor (Eye) Vector 0 Unsigned, 2 Car- Ego-
Position Byte tesian  centered
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Where System (130)

One function of the Where System is to produce a
foveated view of the object to be interpreted by the What
System, to select the next location to foveate based on
sensory and internal semantic information, and to determine
and track the position of objects in the visual field and return
their coordinates. The diagram of the Where System is
presented on FIG. 2. All modules part of the Where System
are enclosed in the module described in (130). The Where
System receives the video image from the environment
module and produces camera movement commands to be
executed by the environment module (120). The Where
System supplies the What System with the view of the object
it currently looks at and the Reset signal, which marks the
beginning of the object foveation sequence. The detailed
description of the Where System modules is presented
below.

Log-Polar Transformations

Several modules (230, 260, 270) perform transformation
between log-polar and Cartesian encoding of the distance
metric. OpenEye adheres to a bio-inspired log-polar trans-
form of the input image, but the model can be used with
different transform. The log-polar transform is applied to the
RGB sensor subtending 136 degrees of visual angle, close to
that reported in humans and other animals (Traver and
Bernardino, 2010). The log-polar metric in space encoding
is used across both OpenEye Where and What Systems and
transformed back to the Cartesian metric by (230) to refer-
ence the external world beyond the current view, which is
required by the Environment Module (120), the Foveation
Memory module (250), and the Inhibition of Return module
(220) in the Where Pathway. All Log-polar transformation
modules share the parameters that specify dimensions of
log-polar [w, h ] and Cartesian image [W  H_].

Log-Polar Transformation of Retinal RGB Image (260)

The image sampled at the foveated location undergoes
log-polar transformation that amounts to space-variant sam-
pling with higher resolution in the foveal area and much
coarser resolution that falls with eccentricity outside the
foveal region (Traver and Bernardino, 2010). This provides
some invariance to translation/rotation and to save compu-
tational bandwidth while at the same time to acquire details
at the location of the image that present the highest interest
and is the most effective for the image representation.

Input:
Data Element
Data Dimen- Element  Dimen-
Name  Type sions Type sions Metric Base
RGB Vector  [W, H,] Unsigned, 3 Cartesian ~ Sensor-
Image I Field Byte centered
Output:
Data Element
Data Dimen- Element  Dimen-
Name Type sions Type sions Metric Base
Log-Polar Vector [w, h] Unsigned, 3 Cartesian ~ Sensor-
RGB Field Byte centered
Image O
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Processing: Output:
Data Element
0= { Lid(, j) <rp d(i, ) =+(—io)* +(—jo) 5 Data Dimen- Element  Dimen-
v - - ’ Name Type sions Type sions Metric Base
Lyd(is )2 iy d(x, y) = Ind(i, ) i i
Hot Spot  vector 0 Unsigned, 2 Cartesian ~ Sensor-
Where: O =[xvy] Byte centered
_max(W, W) . W =) . (W=D 0 p .
Fiov = = o= rocessing:
Log-Polar Transformation of Inhibition of Return (230) A6 D < rm dl, ==} + (= jo)?
0= ; o d, :
Similarly to retinal image, inhibition of return undergoes 15 (yld(, )= rp di, j)=Ind(x, y)
log-polar transformation in order to prevent the HotSpot Wi
. . CIe:
Selection Module (190) from repeated foveations.
max(We, W) . Hy-1 . W;-1
Input: o = 7 to=—5—ijo=——:
20
Data Element Feature Extraction (240)
) ) Feature Extraction (240) includes, but is not limited to,
Data  Dimen-  Element  Dimen- computation of luminance and color. Other features could
Name Type  sions  Type sions  Metric  Base include motion, or SIFT features (Lowe, 2004). “Features”
55 can be:
Inhibition of Scalar [W, H,] Unsigned, 0 Car- Sensor- 1. A property of an image that can be associated with each
Return I Field Byte tesian  centered mage locatlon;
2. A scalar (luminance, 0-dimensions) or vector (color, 1
dimension);

Output: . 3.A numerical (1ntege}‘, or real, e.g. lqmlnancg, co!or) or
binary (Boolean, e.g., is an edge associated with this par-
ticular pixel) value. More abstract properties (e.g., “edge-
ness”) can also be represented by a numerical feature—

Data Element h of the ed
Data Dimen- Element  Dimen- strength o t.e.e ge. .
Name Type  sions  Type sions  Metric Base The description below specifies the features currently
: 35 implemented in OpenEye, but the description below should
Log-Polar = Scalar  [w, h,] Unsigned, 0 Car- Sensor- not be intended to limit OpenEye applicability to these
inhibition of Field Byte tesian  centered features alone
return O . .
Luminance, Color
Luminance and Color are extracted from the Log-polar
Processing: 40 RGB Image.
Input:
0. =) sien lydl, ) <rpy dl, )= (-l +(-jof Data Element
ij sign Lyd(, ) 2 rpy dx, y) = Ind(, j) 45 Data Dimen— Element Dimen— .
Name Type sions Type sions Metric  Base
Where:
RGB Image Vector [w,h,] Unsigned, 3 Log- Sensor-
_max(W, W) . (W=D . (W -1 I=[rghb] Field Byte polar centered
VYiov = By sl = 5 )= P .
50 Output:
Reverse Log-Polar Transformation of Inhibition of Return
(270)
. . . Data Element
HotSpot selected in the Log-polar view in sensor-centered Data  Dimen- Element Dimen-
coordinates (190) needs to be transformed back to Cartesian g, Name Type  sions  Type sions  Metric  Base
metric by (230) before it can be converted into sensor Color Vector [w,h] Unsigned, 3 Log-  Sensor-
movement command by the Environment Sensor Movement 0, = Field Byte polar  centered
Actuator (110). Input: [hsv] )
Luminance  Scalar  [w,h,] Unsigned, 0 Log- Sensor-
O, Field Byte polar centered
60
Data Element .
Data Dimen- Element  Dimen- Processmg
Name Type sions Type sions Metric Base
Hot Spot  Vector 0 Unsigned, 2 Log-polar Sensor-
I=1[i]] Byte centered 65 Or=r+g+b

O.=[h s v]
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-continued
Where:
v=max(r g b);
s
_v-min(r g b)
=
60(g - b) .
—_— ifv=r
v—min(r g b)
he 120+ 60(b-r) P
T minr g by TE
240+ 60(r —
‘7(rg) ifv=b
min(r g b)

Segmentation (180)

This module builds preliminary segmentation producing
binary image that represent closed (bounded) regions (Su-
zuki & Abe, 1985). This is achieved by using OpenCV
function findContours, which operates on edges produced by
the Canny edge detector (Canny, 1986). The result is the
image with pixels set to 1 at the locations that belong to the
bounded regions.

Input:
Data Element
Data Dimen- Element  Dimen-
Name Type sions Type sions Metric  Base
Luminance  Scalar [w,h,] Unsigned, 0 Log- Sensor-
Byte polar centered
Output:
Data Element
Data Dimen- Element Dimen-
Name Type sions Type sions Metric  Base
Contours Scalar  [w, h,] Binary, 0 Log- Sensor-
Field Byte polar centered
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Output:
Data Element
Data Dimen- Element Dimen-
Name Type sions Type sions Metric  Base
Shroud Scalar  [w, h,] Binary, 0 Log- Sensor-
(@) Field Byte polar centered
Processing:
Iy Y Uy ==l jm) > 1
i=-1,0,1
=101
0;j=

0> Uy==limpm) =1
i=-1,0,1
=101

The Figure/ground segregation module (180) can also be
extended to accept input from the What System, for instance
in the form of semantic information pertaining the identity
of pixels which can be obtained via a fast processing of the
visual information that bypasses the Where System. For
instance, a separate What System can be trained to recog-
nize, on a pixel-by-pixel basis, areas in the image. E.g., the
separate What System can initially classify areas of the
image as “sky”, “grass”, “road”, and this information can be
used as input to the Figure/ground segregation module (180)
as additional input to drive figure/ground segregation.

Hot Spot Selection (190)

This module produces a vector that determines the next
foveation location. The module determines the most salient
locations on the image by using the OpenCV function
goodFeatures ToTrack, which finds the most prominent cor-
ners in the image as described in (Shi and Tomasi, 1994).
The image passed to the corner finding algorithm is the
luminance feature produced by the feature extraction mod-
ule (240). The Inhibition of Return signal produced by the
log-polar transformation module (230) disables the non-zero
locations on the image to be selected as the next foveation
position.

45
Figure/Ground Segregation (180) Input:
This module builds a shroud around the object at the
center of the view. This is achieved via a seeded flood fill
algorithm, which uses the OpenCV floodFill function. This Data Element
1 ithm fill ted t starti £ the 30 Data Dimen- Element  Dimen-
algor §a conn.ec €d component starting from . € Name Type sions Type sions Metric  Base
center of the log-polar image produced by the segmentation :
module (180). Connectivity is determined by the brightness Icomours ls:lcjll;r [w: b] g;selgned’ 0 15215} S:Ets;re 4
closeness of the neighbor pixels. As the result this step Inhibition of Scalar [w,h] Binary, 0 Log-  Sensor-
produces a shroud (Fazl et. all, 2009), roughly fitting the . Return mask  Field Byte polar  centered
form of the closed region that includes the foveated location L
(the center of the image).
Input: Output:
60
Data Element Data Element
Data Dimen- Element Dimen- Data Dimen- Element  Dimen-
Name Type sions Type sions Metric  Base Name Type sions Type sions Metric  Base
Contours Scalar  [w, h,] Binary, 0 Log- Sensor- HotSpot ~ Vector 0 Unsigned 2 Log- Sensor-
I Field Byte polar centered 65 (@) Byte polar centered
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Processing:

Finding most prominent corners in the input image fol-
lows the algorithm below:
1. Covariation matrix M,; is computed for every pixel in the
image for the 3x3 neighborhood N

2la 2lEs)

Ny N

- a1 diy 42
(&a) 2.5
N N

i i

The derivatives are computed using the Sobel operator by
convolving the input with the following kernels

P -1 0 -1
1
%:conv L|-2 0 2
-1 0 -1
and
P -1 -2 -1
1
— =comy| 1, 0 0 0
dy
-1 -2 -1
and
A=min (41, 4,),

where A, A, are unsorted eigenvalues of M
2. Eigen values are used as a measure of corner quality,
which are sorted and the locations below the quality thresh-
old T, (T,=0.001) are rejected.

At this point the list of candidates O, containing locations in
the image I where eigenvalues exceed the threshold T, is
produced. The mask signal I, is used to exclude the candi-
dates, for which 1,=0.

3. The remaining candidates are tested in descending order
as new seeding points, with the floodFill function (see 3.4).
If figure ground/segregation is possible for the given can-
didate (the seeded value does not flood over log-polar image
boundary, i.e. image corners) it becomes the next selected
foveation point, in other words—the output vector O. Oth-
erwise the process is repeated for the next candidate until
good hot spot is found capable of producing a shroud.

Temporal Object Continuity (200)

In order to build view invariant object identity, OpenEye
may maintain temporal continuity between subsequent
object foveations. OpenEye determines if the next foveation
location falls off the current object surface in order to signal
the object recognition system that building of the new object
identity begins or continues. This is achieved via producing
the RESET signal, which is set to 1 in the next cycle when
the selected new foveation location falls off the shroud
(output of module 210) built from seeded activity in the
center point of the view.

Data Element
Data Dimen- Element  Dimen-
Name Type sions Type sions Metric  Base
Shroud Scalar  [w,h,] Binary, 0 Log- Sensor-
I Field Byte polar centered
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-continued
Data Element
Data Dimen- Element  Dimen-
Name Type sions Type sions Metric  Base
HotSpot Vector 0 Unsigned, 2 Log- Sensor-
I, =[xv] Byte polar centered
Output:
Data Element
Data Dimen- Element Dimen-
Name Type sions Type sions Metric  Base
RESET Scalar 0 Binary 0 Log- Sensor-
(@) Byte polar centered
Processing:
O=L,;
Xy

Implementation of temporal continuity requires referenc-
ing discovered objects in space. Since individual compo-
nents of the OpenEye require different encoding of space to
refer to the object’s location, several OpenEye computations
involve translating spatial references between coordinate
frames, different metrics, and different types of coordinate
system. The following table summarizes usage of spatial
representations by individual OpenEye Components:

Open Eye Data Frame of Reference Metrics Coordinate type

Object Map Camera-centered Linear  Spherical (pitch,
yaw, distance)

Object Memory Allocentric Linear Cartesian (X, Y, Z)

Camera Position Egocentric Linear  Euler (pitch, yaw,

Orientation roll = 0)

Robot Location Allocentric Linear Cartesian (X, Y, Z)

Robot Orientation  Allocentric Linear  Euler (yaw, pitch,
and roll)

Shroud Camera-centered Log Cartesian (X, Y)

Inhibition Camera-centered Log Cartesian (X, Y)

of Return

Disambiguation Camera-centered Log Cartesian (X, Y)

Map

Hot Spot (Next Camera-centered Log Cartesian (X, Y)

Foveation)

In an allocentric frame of reference, the location of one
object is defined relative to the location of other objects. (In
an egocentric frame of reference, on the other hand, an
object’s location is defined relative to the body axes of the
robot.) For example, an allocentric coordinate frame can be
aligned as follows: Axis Y—up vertically, axis Z with initial
robot heading, and axis X in the direction perpendicular to
axes Y and Z. In OpenCV (the software framework used to
develop OpenEye) the direction of axis y is reversed.
OpenCV representation is used for camera-centered frame
of reference. Orientation is encoded by the Euler angles:
yaw, pitch, and roll. Camera-centered representations could
be expressed in spherical coordinates, with the X, Y treated
as yaw and pitch angles, while the distance to the projected
pixel will correspond to the radius R. This spherical inter-
pretation of the camera-centered projection will be used to
describe coordinate transformation. Two types of coordinate
transformation are crucial for the approach to temporal
continuity:
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1) Translation of spatial reference from camera-centered to
allocentric coordinates; and

2) Mapping location in allocentric coordinates to the cam-
era-centered frame of reference.

The first may be utilized for learning discovered objects’
locations; the second may be utilized for maintaining aware-
ness of discovered objects in the field of view. After log-
polar transformation, OpenEye segments the image and
shroud a foveated object. Once the object shroud is pro-
duced, the location of the foveated object can be added to the
object memory, where it is stored in allocentric coordinates
for future referencing. Thus, position of the object in the
sensed image should be transformed to the allocentric loca-
tion given the current robot position, orientation as well as
camera orientation. Finally a new hotspot is selected, which
should cause new saccade, sensing new image and translat-
ing the hotspot position into a frame, where a new shroud
will be produced using seeded filling-in from the adjusted
hotspot position, which should take into account robot
ego-motion.

FIG. 6 provides an overview of how the OpenEye deter-
mines temporal object continuity. In block 602, an image
sensor, which may or may not be mounted to the robot,
obtains imagery of the robot’s environment. One or more
OpenEye processors translate one or more these images
from the camera frame of reference to an allocentric frame
of reference (e.g., a log-polar frame of reference) in block
604. The OpenEye processor then segments the translated
images in block 606. Next, the OpenEye processor con-
structs a spatial shroud for a first image (block 608) based on
the current position and orientation of the input sensor and
uses the shroud to identify an object in the first image (block
610). It then translates, rotates, skews, and/or otherwise
transforms the shroud to account for the sensor’s change in

xO
Yo
Zo

orientation and/or position between acquisition of the first
image and a second image (block 612).

The processor then determines if the transformed shroud
maps to an object in the second image (block 614). If so, the
processor determines that the object in the second image is
the same as the object that appears in the first image and
learns the object’s location (e.g., stores a representation of
the object, its features, and/or its position in memory for
later retrieval). At this point, the processor may use an
actuator to orient and/or position the sensor in order to image
a different portion of the robot’s environment. If the shroud
does not overlap with an object sufficiently in the second
image, the processor determines that the objects are different
and updates its memory accordingly. The processor may
then actuate the sensor to obtain additional images of the
object and the surrounding portion of the robot’s environ-
ment.

FIGS. 7A-7C illustrate the shroud construction and trans-
lation process. In FIG. 7A, the sensor is centered on a face
702, where the center is marked by the dashed lines through
the field of view. The OpenEye processor 704 shroud is built
around this face 702, shown by the gray shading in the
diagram. After the sensor is reoriented and another image
acquired, the shroud 704 is translated and rotated to com-
pensate for the sensor motion. If the sensor is now centered

20

on a location marked by the shroud 704 in FIG. 7B, the

system identifies that this object is the same as the one

previously viewed. If the sensor is instead centered on a

location off of the shroud 704, as in FIG. 7C, the system
5 identifies and learns views of a new object.

Note that the What system (aka the classifier or semantics
module) can also contribute to controlling the Where system
(aka the spatial attention module). In particular, if the What
system has gathered enough evidence (namely, a certain
number of classifications where confidence is high) about

10
the foveated object, it may cause the Where system to stop
foveating that object, producing Inhibition Of Return (IOR)
for a few time steps in the future, so as to bias the visual
system to classify other objects in the scene.
15  Translating Spatial References from Camera-Centered to
Allocentric Coordinates
Location in allocentric coordinates can be computed from
local reference as following:
20
X, X (3.6.1)
Yo |=Ral™ x| Yo |+T4
Zo %
2 Where:
Xo
30 Yo
2,
Position vector in the allocentric frame of reference.
IR | robot rotation matrix in allocentric coordinates
Position vector in the egocentric frame of reference.
T, is the robot translation vector in egocentric coordinates,
45 which can be obtained directly from the GPS system in
virtual environment.
IR, can be computed from GPS orientation sensory
signal as following:
50
Ry= (3.6.2)
55
cos(y)cos(p) sin(y)sin(r) — sin(y)cos(r) +
cos(y)sin(p)cos(r) cos(y)sin(p)sin(r)
sin(p) cos(p)cos(r) —cos(p)sin(r)
60 —sin(y)cos(p) sin(y)sin(p)cos(r)+ —sin(y)sin(p)sin(r) +
cos(y) sin(r) cos(y)cos(r)
65

Where v, p, and r correspond to yaw, pitch, and roll of the
robot in allocentric coordinates.
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xO

Yo

is computed from the position (x,y,) in camera-centered
coordinates, which is the output of the hot spot selection
module. First, (x,y,) should be translated to egocentric frame
using camera position (E,,E ) in egocentric frame of refer-
ence. This enables us to compute location direction in the
egocentric frame of reference. The angles in the egocentric
coordinate system can be computed according to (3.6.3).

X =x+E,; (3.6.32)

Y, =x,+E, (3.6.3b)

Now we can compute the location’s Cartesian egocentric
coordinates for the equation (3.6.1) using the distance infor-
mation obtained from the depth sensor. Taking into account
reversed orientation of the y axis in OpenCV, position vector

xO

Yo

can be computed according to (3.6.4)

Xo —cos(X,) sin(Y,) (3.64)
Yo | = | —sin(X,) sin(Ye) | Xdy,
Z cos(Y,)

Where:

d,, is the depth signal available from the depth sensor in
virtual environment. d, , corresponds to the distance from the
robot to the location represented by pixel ¢ The range of
distances sensed by the depth sensor in virtual environment
is determined by the frustum settings for the virtual camera
and currently is set to the interval from 0.5 meters to 1000
meters. The distances are normalized between 0 and 1.
Everything closer the low frustum bound is sensed as O.
Everything further than upper frustum bound is sensed as 1.

Computing hotspot location requires translation of posi-
tion of the selected pixel from log to linear metric with
subsequent translation of the linear pixel position into the
spherical angles specific to camera angle of view and the
resolution.

x,=P,*R,, (3.6.52)
¥.=P,*R, (3.6.5b)
Where:

(P, P,) is the position of the selected hotspot translated from
log to linear metric

(R,R,) is the resolution in radians/pixel in x and y direction
correspondingly.

R, and R, can be determined from the size of the image (S,
S,) and the size of the field of view (V, V), which for our
simulation was set to (600,600) and (7/2, 7t/2) correspond-
ingly.

P, and P, are computed using reverse log-polar mapping as
following
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[i j1dG, <Ry dli, ) =~ (i=i0)* + (= jo)* |

byld(, j) = Ry d(i, j) =In d(x. y)

(3.6.6)
(PyPy) = {

Where:
[1j] is a hotspot location (row, column) in log-polar view in
the camera-centered frame of reference

max(Ws, Hy) .
Rr=—%g =73

Sy
H, = 2Ry log(ﬁ + 1]; W, =
f

R,is foveal radius as percentage of entire retina.
W, and H_ correspond to log-polar mapping of the image
sensor dimensions (S,, S,)

When an object, whose shape is defined by the shroud is
learned by the What system, its location and the shroud is
stored in the Object Memory in allocentric coordinates
[X,Y.,Z]. The allocentric coordinate system is aligned with
the initial robot location and orientation so the Z axis is
aligned with the heading of the robot.

Mapping Location from Allocentric to the Camera-Cen-
tered Frame of Reference

Pixel location in camera-centered coordinates (x,, y,) can
be computed from its egocentric Cartesian coordinates (X,
Yo Zo) as following:

E, than,l)yc_o (3.6.7a)
0
Xg = R
E, +COS—1%) (3.6.7b)
Vs = R

Where:
d:\/x02+y02+zo2 is the distance to the point (x; y,) in the
egocentric coordinates.
R,, and R, is the resolution in radians/pixel in x and y

direction correspondingly.
E, and B, are camera position in egocentric coordinates

Xo X, (8)
Yo | = IRal x| Yo |=T4
Yo Z,
Where:
Xo
Y,
Z,

Position vector in the allocentric frame of reference.
IR | robot rotation matrix in allocentric coordinates

T, is the robot translation vector in egocentric coordi-
nates, which can be obtained directly from the GPS system
in virtual environment.
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OpenEye Implementation of Temporal Continuity

In OpenEye, temporal continuity is based on the ability to
learn the location of the object selected during the foveation
(camera movement) cycle. The location is learned by trans-
lating pixel position corresponding to the object in the
camera-centered coordinates into object location in allocen-
tric coordinates. This is done using equations (3.6.1)-(3.6.6).

To ensure awareness of previously learned objects, their
locations is translated from allocentric coordinates stored in
object memory into camera-centered representation at each
foveation cycle using equations (3.6.7) and (3.6.8).

Similarly to objects, hot spot pixel position is translated to
allocentric coordinates using equations (3.6.1)-(3.6.5) In the
next foveation cycle, the position of hotspot is recomputed
using equations (3.6.6) and (3.6.7) forming the shroud
around the foveated object by seeded filling-in starting from
the hotspot selected at the previous foveation cycle

Foveation Memory (250)

The term “foveation” adopted below is borrowed from the
neuroscience literature, where foveation represents the loca-
tion of eye fixation. Foveation memory in OpenEye repre-
sents past foveation activity over the visual image. When
OpenEye operates on static images, foveation means sam-
pling of the image, at a particular (foveated) location.
Usually size of the sampled image is much smaller than the
entire image(scene) size. When OpenEye operates in real 3D
or virtual environment, foveation is sampling of that envi-
ronment as the result of real or virtual camera movement.
The visual memory is maintained over the spatial area that
depends on the environment. It could amount to the entire
image as in the case of static scene environment, or over the
region of space that is currently in the view as in the case of
movies or virtual environment. Foveation memory inhibits
foveations at the locations that have been foveated in the
past. After making a camera movement, OpenEye sets
foveation activity at the maximum value (255), this activity
decays with each foveation and eventually, when it decays
to 0, the location is enabled for new foveations. The Fove-
ation Memory is maintained in the image-centered coordi-
nate frame. However, the input (Sensor Position, 150) is
provided in ego-centered coordinates.

The history gets updated with each new foveation cycles.
The decay is implemented as a decrement by one with each
foveation step. Initial value immediately after foveation is
set to FMAX. This means that the same location cannot be
foveated at least the next FMAX cycles.

Input:
Data Element
Data Dimen- Element  Dimen-
Name Type sions Type sions Metric Base
Sensor Vector 0 Unsigned, 2 Cartesian  Ego-
Position Byte centered
L =1[xv]
Foveation Scalar [W,H,] Unsigned 0 Cartesian  Image-
Memory  Field Byte centered
%
Output:
Data Element
Data Dimen- Element  Dimen-
Name Type sions Type sions Metric Base
Foveation Scalar [W,;H,] Unsigned 0 Cartesian  Image-
Memory  Field Byte centered
o
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Processing:
O=I4255* K (x,y)-1,
where, K(x,y) is a Gaussian kernel centered at location [Xx,

y], which effectively inhibits location around [x,y] by adding
them to the foveation memory

K(x,y) =
1 L2
e202 D\2 D\2
2 PN = i_ 2 S T —4- D=
2ro ‘ d<Dd(i, j)= (l 2) +(/ 2) s O =4D=1.
0 otherwise

Inhibition of Return (220)

The purpose of the Inhibition of Return module (220) is
to prevent repeated foveations at the same spatial location.
To achieve that this module extracts the section of the
foveation history around the next foveation location that
falls in the view of the next saccade.

Input:
Data Element
Data Dimen- Element  Dimen-
Name Type sions Type sions Metric Base
Sensor Vector 0 Unsigned, 2 Cartesian  Ego-
Position Byte centered
L=[xv]
Foveation Scalar [W/H;] Unsigned 0 Cartesian  Image-
Memory  Field Byte centered
I
Output:
Data Element
Data Dimen- Element  Dimen-
Name Type sions Type sions Metric Base
Inhibition Scalar [W, H] Unsigned 0 Cartesian ~ Sensor-
of return  Field Byte centered
O
Processing:
{If(X, NO<X<W;0<Y<H
0X>01X>W|Y<0|Y>H
where
Y=y+i-ip X=x+j-jo;
LU= (WD)
0= T Jo= Y
What System (150)

The What System (150) learns the identities of objects and
visual scenes. The What System may, for example, group
object views and learn them as a unified entity; maintain a
lifelong memory while preventing memory degradation and
saturation; make inferences about views acquired from the
Where System, which objects they belong to, and the names
associated with those objects; bias camera movements in the
Where System in order to intelligently guide image sam-
pling; and provide an interface by which an external user can
communicate with and leverage the system’s knowledge.

The What System is implemented as a series of hierar-
chically organized classifiers that perform unsupervised
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view clustering, classification of view categories into object
categories based on the reset signal from the Where System,
and supervised or unsupervised categorization of objects
into name categories. After learning occurs, the activation of
a name category primes the What system by inhibiting those
objects and views that are not associated with that name
category, further tuning the system by discouraging views
from being shared between multiple objects and names. The
activation of a name category can come from a bottom-up
activation of a newly viewed object, persistent activation
caused by a previously viewed object, or through external
activation by another system or user. This external activation
is provided by a Teacher (160) that represents the correct
name of the foveated object to aid learning. OpenEye does
not function in different modes to facilitate training or
testing mechanisms, and it does not require a reset of the
system upon transition to a new scene. FIG. 3 highlights the
high level system diagram of the What Pathway (170),
which includes the What System (150) and the Teacher
(160).

The inspiration for hierarchical clustering of views into
objects and names is detailed in the ARTScan model of
visual learning (Fazl, Grossberg, and Mingolla, 2009). The
Adaptive Resonance Theory (ART) learning scheme has
been altered from this work by replacing the learning system
of the view layer with a variant of Fuzzy Simplified ART
(F-sART; Baraldi and Alpaydin, 1998).

The View layer (280) clusters shroud-gated visual repre-
sentations of object views according to their feature simi-
larity. The Object layer (290) learns pose-invariant object
representations by associating different view prototypes
according to their temporal continuity provided by the reset
signal from the Where system. The Name layer (300) further
groups different objects under the same user label if given
from an optionally present Teacher (160). As an external
teacher shapes the association between objects and their
labels, this information is fed back from the Name layer to
the Object and View layers to improve the speed and
accuracy of future object learning.

Disambiguation Map (310)

This section describes in detail the Disambiguation Map
as introduced by Sherbakov et al. (2013a, b). A single input
view passed to the What System can activate multiple view,
object, and name nodes. Although the output of each of these
layers is sparse, the system output can occasionally be
unsure about object identity in the absence of an external
teacher. This is called “object ambiguity”, as a single view
of an object can be associated with many objects.

To facilitate object disambiguation, OpenEye uses a
novel, dynamically constructed, disambiguation map that
suggests potential saccade targets to the Where Pathway that
would maximally inform the What System as to which of the
potential object representations best matches the actual
viewed object. This map compares those views within the
resonant domain that are activating disparate object catego-
ries, and activates the disambiguation map in the areas
where input and view prototypes disagree.

The map is currently defined as the weighted average of

the feature differences between the input X and weight

templates ijv, where each template is mixed only if a view
v, in the resonant domain is coactive with its associated
object category o,” Specifically, the disambiguation map y
is defined as
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v = (280.7)
%_]ojvj W, -%

3=
LoYv;
J

where 0" is the feedback activity of the object category
layer to a particular view category j, whose activities are
given by

V=, (W0). (280.72)

Note that equation 280.7 could be modified to include
multiple features by including a sum over features m.

Alternative OpenEye What System: Stable Sparse Coding

FIG. 4 shows an alternative classifier architecture for the
view layer 280 and object layer 290 in FIG. 3. This alter-
native classifier architecture goes beyond the Fuzzy Simpli-
fied ART (f-sART; Baraldi and Alpaydin, 1998). FIG. 4
shows that this alternative classifier is organized in several
submodules that mimic some properties of the respective
cortical and subcortical areas that they are named after (FIG.
4):

Thalamus layer (400)

Basal Forebrain (410)

Layer 4 (420)

Layer 2/3 (430).

As shown in FIG. 4, the thalamus layer 400 receives or
obtains input from a sensor—in this case, image data, such
as still pictures or video, from the RGB sensor 100. The
thalamus layer 400 pre-processes the sensor data and pro-
vides inputs to Layer 4 (420) and the Basal Forebrain (100).
Layer 4 learns online to represent its input (400), whereas
Basal Forebrain (410) regulates learning in (420). Layer 2/3
(430) maps the learned representation in Layer 4 (420) to
discrete classes which can be defined by a teacher (160)

One example of this system has been reduced to practice
in a synthetic alphabet dataset comprised of an 28 by 28=784
input image, where 2N=1568 is the total size of the input
image in (100) after complement coding, R=400 is the
number of coding cells (410), and M=26 is the size of layer
2/3 (430).

Thalamus (400)

Unsupervised learning of a sparse encoder occurs in the
synapses between thalamus (400) and Layer 4 (410). The
sensor input, I, is processed through (400) as a shunting
network, X, intended to represent the on-center off-surround
processing in the thalamic relay cells. The inputs (100) and
Thalamus (400) are represented here as two-dimensional
fields with indices i and j, which run from 1 to n (28). The
thalamus (400) includes two channels, light and dark, that
receive the positive input and its complement, respectively.
The activities are denoted x” for the light channel and x” for
the dark channel:

i W

L
e —axf + Egi,j,k,l(B = X)) -

DafEh (o) + E(C = By Y, s,
and

P @

—r = |l + 2B =X)L = l) =

DAl jui(xf) + E(C = )Zw‘-j,y,]/rx,
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where o, =0.4, B=1, C=-0.1, D=0.05, E=0.15, T =6 and g
is a Gaussian function of the difference between i and k
centered around O (mean) with a width of 0.4 (the standard
deviation), h is a likewise function of a width 2.8. The
parameter C corresponds to a hyperpolarization value.

Basal Forebrain (410)

The basal forebrain includes a single cell (b, a) which
responds to fluctuations in the activities of thalamic cells
(400) from both channels:

db

dt

©)

X

-b+ G%;W]/Tb’ and

B Xij Xij (C)]
a= ‘eau(cgﬁ —b]+H:zjz(—N —v)‘,

where G=2, V=0.00001, H=1.8, t,=1/0.13, &,=0.009,
and a represents the cholinergic signal. The function 1 is a
threshold linear function that nullifies all negative values:

fo = u,u>0 (5)
@W=10u<0"

This cholinergic signal drives a slower signal that bio-
logically might correspond to muscarinic receptor activa-
tion:

da -a+Ja (6)
— = ,and

dr Tz

a=1Ia) +e,, (7

where J=0.9, 7-=20, and &=0.001.
Layer 4 (420)
The activities at cortical coding cells in layer 4 (y)

fluctuate based on their thalamic input (x), lateral inhibition
and modulation (420):

(8
xij

Yr
2T i+ Twe
T [fy( t,+‘_jww

+§qxryx] =€y a+ay)|Ty,

where C,=3.1, a,, =0.001, and t,=2.5. The signal function
is a logistic function:

(©)]
fy(u) = m,

where B,=30. Layer 4 cortical activity must exceed a
threshold before it affects learning or it is transmitted back
to thalamus:

10

1,y 205
v,=4 7 )
0,y,<0.5
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Excitability homeostasis occurs at Layer 4 (v, Y) neurons
by adaptive thresholds (t):

% _ (Yr=p)Cra+0r)
dr ~ T

an

where C=0.6, 0,=0.3, t,=1/0.06, and p is the sparseness
parameter, set to 0.05. The values for t; are set to random
values uniformly chosen from the range 0.5 to 2.3. The
learning from Thalamic neurons (x, 400) to Layer 4 neurons
(v, Y, 420) is governed by:

(12

Wi
ar - AL x5 | =wyir )Y )T,

where t,,=384. The lateral inhibition (q) at Layer 4 (v, Y)
is adaptive (an “anti-Hebbian” law):

a3

s _

- MY, Y, - o), .

where t,=167. The learning rate A is a function of the
strength of feedback and the ratio of cholinergic modulation:

a 14

ae o[z e d
-1|(z=r )1 reg re

ijr

where [.=0.12, C,=0.04, and &,=0.005.

Layer 2/3 (430)

In this system, supervised learning of visual categories
occurs in the synapses between later 4 (420) and layer 2/3
(430). Specifically, layer 2/3 neurons (z, 430) use a variant
of the recurrent shunting on-center off-surround network:

(15)
Tegy =%t (B =2m)

D,
T+ foan) + FZwmyr} -

Zm

Cl=Tp) +Zfz(zk>}.
k

where ., =0.2, B=1, t,=1/0.75, D,=120, C,=0.1 and T is
the aforementioned supervision, or Teacher (160), vector
(i.e. the truth or target output). The supervision, therefore,
acts as an input to the Layer 2/3 cells. It does not directly
appear in the synaptic learning law. In this way, the full
circuit is stackable in a hierarchical way. Higher cortical
areas can simply send feedback that acts as this supervision
signal. The signal function is a logistic function:

1 (16)
T+ e oy’

Jolw) =

where 0,=0.65 and B,=15, and corresponds to slope and
threshold, respectively. The learning from Layer 4 neurons
(v, Y) to Layer 2/3 neurons (z) is governed by:

dwm
Ty—— =

dt

an
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-continued
2
/\w(% - wm)f(zm) £+ Z Lz | + wrm[ﬁw - Z ‘”""Z'”]
- 7

where A,=0.6, B,=0.04 (400*0.0001), T,=1/0.002, and
€,,=0.001.

CONCLUSION

While various inventive embodiments have been
described and illustrated herein, those of ordinary skill in the
art will readily envision a variety of other means and/or
structures for performing the function and/or obtaining the
results and/or one or more of the advantages described
herein, and each of such variations and/or modifications is
deemed to be within the scope of the inventive embodiments
described herein. More generally, those skilled in the art will
readily appreciate that all parameters, dimensions, materials,
and configurations described herein are meant to be exem-
plary and that the actual parameters, dimensions, materials,
and/or configurations will depend upon the specific appli-
cation or applications for which the inventive teachings
is/are used. Those skilled in the art will recognize, or be able
to ascertain using no more than routine experimentation,
many equivalents to the specific inventive embodiments
described herein. It is, therefore, to be understood that the
foregoing embodiments are presented by way of example
only and that, within the scope of the appended claims and
equivalents thereto, inventive embodiments may be prac-
ticed otherwise than as specifically described and claimed.
Inventive embodiments of the present disclosure are directed
to each individual feature, system, article, material, kit,
and/or method described herein. In addition, any combina-
tion of two or more such features, systems, articles, mate-
rials, kits, and/or methods, if such features, systems, articles,
materials, kits, and/or methods are not mutually inconsis-
tent, is included within the inventive scope of the present
disclosure.

The above-described embodiments can be implemented
in any of numerous ways. For example, embodiments of
designing and making the technology disclosed herein may
be implemented using hardware, software or a combination
thereof. When implemented in software, the software code
can be executed on any suitable processor or collection of
processors, whether provided in a single computer or dis-
tributed among multiple computers.

Further, it should be appreciated that a computer may be
embodied in any of a number of forms, such as a rack-
mounted computer, a desktop computer, a laptop computer,
or a tablet computer. Additionally, a computer may be
embedded in a device not generally regarded as a computer
but with suitable processing capabilities, including a Per-
sonal Digital Assistant (PDA), a smart phone or any other
suitable portable or fixed electronic device.

Also, a computer may have one or more input and output
devices. These devices can be used, among other things, to
present a user interface. Examples of output devices that can
be used to provide a user interface include printers or display
screens for visual presentation of output and speakers or
other sound generating devices for audible presentation of
output. Examples of input devices that can be used for a user
interface include keyboards, and pointing devices, such as
mice, touch pads, and digitizing tablets. As another example,
a computer may receive input information through speech
recognition or in other audible format.
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Such computers may be interconnected by one or more
networks in any suitable form, including a local area net-
work or a wide area network, such as an enterprise network,
and intelligent network (IN) or the Internet. Such networks
may be based on any suitable technology and may operate
according to any suitable protocol and may include wireless
networks, wired networks or fiber optic networks.

The various methods or processes outlined herein may be
coded as software that is executable on one or more pro-
cessors that employ any one of a variety of operating
systems or platforms. Additionally, such software may be
written using any of a number of suitable programming
languages and/or programming or scripting tools, and also
may be compiled as executable machine language code or
intermediate code that is executed on a framework or virtual
machine.

In this respect, various inventive concepts may be embod-
ied as a computer readable storage medium (or multiple
computer readable storage media) (e.g., a computer memory,
one or more floppy discs, compact discs, optical discs,
magnetic tapes, flash memories, circuit configurations in
Field Programmable Gate Arrays or other semiconductor
devices, or other non-transitory medium or tangible com-
puter storage medium) encoded with one or more programs
that, when executed on one or more computers or other
processors, perform methods that implement the various
embodiments of the invention discussed above. The com-
puter readable medium or media can be transportable, such
that the program or programs stored thereon can be loaded
onto one or more different computers or other processors to
implement various aspects of the present invention as dis-
cussed above.

The terms “program” or “software” are used herein in a
generic sense to refer to any type of computer code or set of
computer-executable instructions that can be employed to
program a computer or other processor to implement various
aspects of embodiments as discussed above. Additionally, it
should be appreciated that according to one aspect, one or
more computer programs that when executed perform meth-
ods of the present invention need not reside on a single
computer or processor, but may be distributed in a modular
fashion amongst a number of different computers or pro-
cessors to implement various aspects of the present inven-
tion.

Computer-executable instructions may be in many forms,
such as program modules, executed by one or more com-
puters or other devices. Generally, program modules include
routines, programs, objects, components, data structures,
etc. that perform particular tasks or implement particular
abstract data types. Typically the functionality of the pro-
gram modules may be combined or distributed as desired in
various embodiments.

Also, data structures may be stored in computer-readable
media in any suitable form. For simplicity of illustration,
data structures may be shown to have fields that are related
through location in the data structure. Such relationships
may likewise be achieved by assigning storage for the fields
with locations in a computer-readable medium that convey
relationship between the fields. However, any suitable
mechanism may be used to establish a relationship between
information in fields of a data structure, including through
the use of pointers, tags or other mechanisms that establish
relationship between data elements.

Also, various inventive concepts may be embodied as one
or more methods, of which an example has been provided.
The acts performed as part of the method may be ordered in
any suitable way. Accordingly, embodiments may be con-
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structed in which acts are performed in an order different
than illustrated, which may include performing some acts
simultaneously, even though shown as sequential acts in
illustrative embodiments.

All definitions, as defined and used herein, should be
understood to control over dictionary definitions, definitions
in documents incorporated by reference, and/or ordinary
meanings of the defined terms.

The indefinite articles “a” and “an,” as used herein in the
specification and in the claims, unless clearly indicated to
the contrary, should be understood to mean “at least one.”

The phrase “and/or,” as used herein in the specification
and in the claims, should be understood to mean “either or
both” of the elements so conjoined, i.e., elements that are
conjunctively present in some cases and disjunctively pres-
ent in other cases. Multiple elements listed with “and/or”
should be construed in the same fashion, i.e., “one or more”
of'the elements so conjoined. Other elements may optionally
be present other than the elements specifically identified by
the “and/or” clause, whether related or unrelated to those
elements specifically identified. Thus, as a non-limiting
example, a reference to “A and/or B”, when used in con-
junction with open-ended language such as “comprising”
can refer, in one embodiment, to A only (optionally includ-
ing elements other than B); in another embodiment, to B
only (optionally including elements other than A); in yet
another embodiment, to both A and B (optionally including
other elements); etc.

As used herein in the specification and in the claims, “or”
should be understood to have the same meaning as “and/or”
as defined above. For example, when separating items in a
list, “or” or “and/or” shall be interpreted as being inclusive,
i.e., the inclusion of at least one, but also including more
than one, of a number or list of elements, and, optionally,
additional unlisted items. Only terms clearly indicated to the
contrary, such as “only one of” or “exactly one of,” or, when
used in the claims, “consisting of,” will refer to the inclusion
of exactly one element of a number or list of elements. In
general, the term “or” as used herein shall only be inter-
preted as indicating exclusive alternatives (i.e. “one or the
other but not both”) when preceded by terms of exclusivity,
such as “either,” “one of,” “only one of,” or “exactly one of.”
“Consisting essentially of,” when used in the claims, shall
have its ordinary meaning as used in the field of patent law.

As used herein in the specification and in the claims, the
phrase “at least one,” in reference to a list of one or more
elements, should be understood to mean at least one element
selected from any one or more of the elements in the list of
elements, but not necessarily including at least one of each
and every element specifically listed within the list of
elements and not excluding any combinations of elements in
the list of elements. This definition also allows that elements
may optionally be present other than the elements specifi-
cally identified within the list of elements to which the
phrase “at least one” refers, whether related or unrelated to
those elements specifically identified. Thus, as a non-limit-
ing example, “at least one of A and B” (or, equivalently, “at
least one of A or B,” or, equivalently “at least one of A and/or
B”) can refer, in one embodiment, to at least one, optionally
including more than one, A, with no B present (and option-
ally including elements other than B); in another embodi-
ment, to at least one, optionally including more than one, B,
with no A present (and optionally including elements other
than A); in yet another embodiment, to at least one, option-
ally including more than one, A, and at least one, optionally
including more than one, B (and optionally including other
elements); etc.
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In the claims, as well as in the specification above, all
transitional phrases such as “comprising,” “including,” “car-
rying,” “having,” “containing,” “involving,” “holding,”
“composed of,” and the like are to be understood to be
open-ended, i.e., to mean including but not limited to. Only
the transitional phrases “consisting of” and “consisting
essentially of” shall be closed or semi-closed transitional
phrases, respectively, as set forth in the United States Patent
Office Manual of Patent Examining Procedures, Section
2111.03.
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The invention claimed is:

1. A system comprising:

an image sensor to acquire a plurality of images of at least

a portion of an environment surrounding a robot; and

a processor, operably coupled to the image sensor, to:

translate each image in the plurality of images from a
frame of reference of the image sensor to an allo-
centric frame of reference;

identify a position, in the allocentric frame of reference,
of an object appearing in at least one image in the
plurality of images; and

determine if the object appears in at least one other
image in the plurality of images based on the posi-
tion, in the allocentric frame of reference, of the
object.

2. The system of claim 1, wherein the processor is
configured to translate the at least one image from the frame
of reference of the image sensor to an allocentric frame of
reference by:

translating each image in the plurality of images from the

frame of reference of the image sensor to an egocentric
frame of reference based on a position and/or an
orientation of the image sensor in the egocentric frame
of reference, the egocentric frame of reference being
defined with respect to the robot; and

translating each image in the plurality of images from the

egocentric frame of reference to the allocentric frame
of reference.

3. The system of claim 1, wherein the processor is
configured to identify the position in the allocentric frame of
reference of the object by:

generating a segmented version of the at least one image

in the plurality of images; and

determining at least one spatial shroud fitting a form of the

object based at least in part on the segmented version
of the at least one image.

4. The system of claim 3, wherein the processor is
configured to determine if the object appears in at least one
other image in the plurality of images at least in part on by:

applying the at least one spatial shroud to the other image

in the plurality of images.

5. The system of claim 1, wherein the processor is
configured to:

map the position, in the allocentric frame of reference, of

the object to coordinates in the frame of reference of the
image sensor; and
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determine a change to a position and/or an orientation of
the image sensor based at least in part on the coordi-
nates in the frame of reference of the image sensor.

6. The system of claim 5, further comprising:

an actuator, operably coupled to the processor and to the
image sensor, to adjust a field of view of the image
sensor based at least in part on the change to the
position and/or the orientation of the image sensor, and

wherein the image sensor is configured to acquire a
subsequent image in the plurality of images in response
to adjustment of the field of view.

7. A method of locating an object with respect to a robot,

the method comprising:

(A) acquiring, with a image sensor coupled to the robot,
a plurality of images of at least a portion of an envi-
ronment surrounding the robot;

(B) automatically translating each image in the plurality
of images from a frame of reference of the image sensor
to an allocentric frame of reference;

(C) identifying a position, in the allocentric frame of
reference, of an object appearing in at least one image
in the plurality of images; and

(D) determining if the object appears in at least one other
image in the plurality of images based on the position,
in the allocentric frame of reference, of the object.

8. The method of claim 7, wherein (B) comprises:

(B1) translating each image in the plurality of images
from the frame of reference of the image sensor to an
egocentric frame of reference based on a position
and/or an orientation of the image sensor in the ego-
centric frame of reference, the egocentric frame of
reference being defined with respect to the robot; and

(B2) translating each image in the plurality of images
from the egocentric frame of reference to the allocen-
tric frame of reference.

9. The method of claim 7, wherein (C) comprises:

(C1) generating a segmented version of a first image in the
plurality of images; and

(C2) determining a spatial shroud fitting a form of the
object based at least in part on the segmented version
of the first image.

10. The method of claim 9, further comprising:

(E) mapping the position, in the allocentric frame of
reference, of the object to coordinates in the frame of
reference of the image sensor; and

(F) determining a change to a position and/or an orien-
tation of the image sensor based at least in part on the
coordinates in the frame of reference of the image
sensor.

11. The method of claim 10, wherein (F) further com-
prises positioning and/or orienting the image sensor away
from the object.

12. The method of claim 10, wherein (F) further com-
prises positioning and/or orienting the image sensor to
acquire another image of the object.

13. The method of claim 10, wherein:

(D) comprises translating and/or transforming the spatial
shroud based at least in part on the change in the
position and/or the orientation of the image sensor
determined in (F), and

(C) comprises determining if the spatial shroud fits the
form of the object in a segmented version of a second
image in the plurality of images.

14. The method of claim 13, wherein (D) further com-

prises:

(D3) identifying at least one feature of the object in the
first image; and
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(D4) comparing the at least one feature to a plurality of
features identified in other images in the plurality of
images.

15. The method of claim 10, further comprising:

(G) adjusting a field of view of the image sensor based at 5
least in part on the change to the position and/or the
orientation of the image sensor.

16. The method of claim 15, wherein (A) comprises:

acquiring a subsequent image in the plurality of images in
response to adjustment of the field of view. 10
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