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Abstract
Touch-screen displays in cell phones and tablet comput-

ers are now pervasive, making them an attractive option for vi-

sion testing outside of the laboratory or clinic. Here we de-

scribe a novel method in which subjects use a finger swipe

to indicate the transition from visible to invisible on a grating

which is swept in both contrast and frequency. Because a sin-

gle image can be swiped in about a second, it is practical to

use a series of images to zoom in on particular ranges of con-

trast or frequency, both to increase the accuracy of the mea-

surements and to obtain an estimate of the reliability of the

subject. Sensitivities to chromatic and spatio-temporal modu-

lations are easily measured using the same method. A proto-

type has been developed for Apple Computer’s iPad/iPod/iPhone

family of devices, implemented using an open-source script-

ing environment known as QuIP (QUick Image Processing,

http://hsi.arc.nasa.gov/groups/scanpath/research.php). Prelimi-

nary data show good agreement with estimates obtained from

traditional psychophysical methods as well as newer rapid esti-

mation techniques. Issues relating to device calibration are also

discussed.

Introduction
Reports of vision impairment following long-duration space

flight have been hypothesized to be due to elevated intracranial

pressure, resulting from fluid shifts in response to micrograv-

ity; Vision Impairment and Intracranial Pressure (VIIP) is now

a topic of active research [1, 2, 3, 4, 5, 6, 7]. This work was mo-

tivated by the idea that a method for performing a quick assess-

ment of vision in a minute or two could enable weekly or even

daily monitoring of astronaut vision. Mobile devices such as Ap-

ple Computer’s iPod Touch have the additional desirable feature

of low mass. Simple, portable tools for vision assessment may

also have clinical applications on earth.

While Snellen acuity is still the most common clinical de-

scription of a person’s vision (e.g., ”20/20”), contrast sensitivity

is a richer and more informative descriptor. The contrast sensi-

tivity function (CSF) describes the sensitivity to sinusoidal grat-

ing stimuli, where ”sensitivity” is defined as the reciprocal of the

threshold contrast [8]. Acuity measured with full-contrast letters

is roughly equivalent to specifying the high-frequency cut-off of

the CSF: both answer the question of what is the smallest thing

that can be seen when presented at high contrast. Different ocular

pathologies affect the CSF in different ways. A focus error will

manifest primarily as a degradation at high frequencies, while a

cataract produces a loss of sensitivity at all frequencies.

Traditionally, the measurement of contrast sensitivity has

been a somewhat laborious task, requiring presentation of mul-

tiple stimuli above and below threshold at each frequency of in-

terest. A number of charts designed for clinical use have been

developed to provide a fast and easy method to estimate contrast

sensitivity in a clinical setting [9, 10]. More recently, the ”Quick

CSF” method has been introduced to allow estimation of the form

of the CSF as a whole, without time-consuming measurement of

the sensitivity at individual frequencies [11, 12]. The Uppsala

Contrast Sensitivity Test (UCST) also provides a characterization

of contrast sensitivity in 10-20 seconds [13].

The image shown in figure 1 shows an image designed to al-

low a person to visualize their own CSF. The image is a sinusoidal

grating that is swept in frequency in one dimension, while a lin-

ear variation of contrast is applied in the orthogonal dimension.

The bars corresponding to frequencies of high sensitivity (usually

around 1 cycle per degree) will appear to extend further than those

corresponding to frequencies of low sensitivity. Thus the region

where visible stripes are seen is bounded by the CSF.

The contrast/frequency sweep image is the basis of the pro-

posed method. Such an image is presented on a touch screen, and

the subject is instructed to swipe their finger along the boundary

between the regions containing visible and invisible pattern. It is

an easy task which requires little training; the primary problem

arises when subjects agonize over what to do, ”over-thinking” the

task.

The sweep image was first produced in 1964 by Fergus

Campbell and John Robson, who made a photographic time expo-

sure of an oscilloscope screen [14]. It was first shown to the pub-

lic later that year at a meeting of the Optical Society of America,

in Washington DC, where a small number of photographic prints

were provided. A version of the image subsequently appeared

in Floyd Ratliff’s 1965 book [15]. It also appears in Cornsweet’s

1970 book [16], attributed to an unpublished photograph provided

by Fergus Campbell. A similar image appears in the optics litera-

ture considerably earlier [17], but these authors make no mention

of the visual appearance of the pattern, perhaps because for test-

ing lenses the test pattern was fabricated at a fine scale outside the

range of normal unaided vision.

Campbell and Robson had the idea to have a subject mark

the boundary of visibility,but concluded “that for several reasons

this was not at all a satisfactory procedure” [18]. These reasons

include the dependence of the percept upon where the subject is

looking, and movements of the eyes; the presence of the boundary

line (if drawn) can also affect the percept [14]. A slightly different

procedure involving a sweep of contrast only was introduced by

Arden [19], but, according to Robson, the technique “was unable

to provide sufficiently reliable measurements” [18].

Methods
A prototype implementation has been developed for Apple

Computer’s iOS platform, supporting the iPad, iPod Touch, and



iPhone. Table 1 gives display parameters for the devices tested.

Device size resolution pitch S.F. range

iPad 2 9.7 1024 x 768 132 0.09 - 11.5

iPad 4 9.7 2048 x 1536 264 0.09 - 23

iPad mini 7.9 1024 x 768 163 0.11 - 14.2

iPod 4 3.5 960 x 640 326 0.24 - 28.4

iPod 5 4.0 1136 x 640 326 0.20 - 28.4

Table 1: Parameters of Apple touch-screen devices. Size column

gives the screen diagonal in inches, pitch is specified in units of

pixels per inch, and minimum and maximum spatial frequencies

are specified in cycles per degree (assuming a viewing distance of

24 inches and a minimum period of 4 pixels).

General methods
The prototype application was developed as a set of scripts

for the QuIP interpreter. QuIP is an open-source program devel-

oped in-house, and made freely available under the terms of the

NASA Open Source Agreement (NOSA). ”QuIP” is an acronym

for ”Quick Image Processing,” and also captures the flavor of

rapid prototyping with short scripts, or ”quips.” The system pro-

vides facilties for image processing and scientific computing com-

parable to commercial interactive systems such as Matlab, while

providing tight coupling to the underlying hardware.

Image rendering
Generation of the low-contrast stimuli needed for the mea-

surement of contrast threshold presents a technical challenge,

given that the majority of digital displays offer only 8 bits of inten-

sity resolution. We address the problem by using spatial dithering

or halftoning to render the fine gradations that are lost by inten-

sity quantization. To minimize visibility of the dither pattern, an

iterative algorithm was used to minimize the error with respect to

a vision model [20]. The entire process is illustrated in figure 1.

The results appear to be sufficient to eliminate quantization arti-

facts, but additional improvements in luminance resolution could

be achieved at the expense of high-frequency chromatic errors

[21, 22, 23], or temporal dithering [24, 25].

Calibration
Presentation of stimuli of known contrast (as in the measure-

ment of contrast sensitivity) requires correction of nonlinearities

relating pixel values to output luminances (gamma). In the labo-

ratory, this is commonly done with a calibrated photometer, but to

support the calibration of mobile devices in the field, it is desirable

to have a method that does not depend on additional equipment.

Here we present a psychophysical method, and compare the ac-

curacy and reliability of the results with traditional photometer

measurements.

Photometer-based calibration
Traditional photometer measurements were made for the

purpose of comparison. Devices were operated in slave mode by

a remote computer which collected photometer readings after set-

ting the display output level. The measurement system consisted

of a UDT photodiode, equipped with a photometric filter and ”lu-

milens”, connected to a transimpedance amplifier, the output of

which was fed to a 16 bit analog-to-digital converter. Different

Figure 1: Steps in precision rendering of a sweep grating. Top

panel: initial image, quantized to 8 bits. The horizontal line above

which no modulation is present may be visible. Second from top:

residual error, scaled up to full display range to aid visualization.

Third from top: residual error converted to a one-bit image via

model-based halftoning. Bottom image: final image produced by

adding the halftone to the low-order bit of the quantized image.
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Figure 2: Photometer measurements showing hysteresis.

amplifier gain settings were needed to measure the high and low

parts of the range.

Typical results are shown in figure 2. Data from three differ-

ent measurement scans are shown. In each scan, the display set-

ting was stepped from 0 to 255 and back to 0 again. The particular

device (a 3rd generation iPad) demonstrates significant hystere-

sis: at a given setting, the readings are higher when measured in

a descending sequence than in an ascending sequence. The blue

curve plots results from a scan with the amplifier gain increased

by a factor of 10.

Psychophysical calibration

Two psychophysical methods for determining the display

gamma have been evaluated, one based on static brightness

matching, and another based on a motion-nulling task. The mo-

tion nulling task was inspired by the work of Anstis and Cavanagh

[26], who used motion nulling to match the luminances of differ-

ent colors. Here, we use motion nulling to match the luminances

of spatial mixtures of different gray levels. The subject views a

repetetive loop of four carefully-constructed frames, and adjusts

a variable gray level to null the apparent motion, which happens

when the variable luminance matches that of a stippled pattern

made up of two fixed levels. Each iteration of the procedure re-

sults in finding the setting that bisects the two fixed settings, and

the entire gamma curve is traced out by a process of recursive

subdivision. Additional details of the procedure can be found in

[27].

The patterns used to make the four frames of the motion-

nulling sequence were also displayed as four strips, one above the

other, as shown below. At the motion null, the contrast in the first

and third rows should be zero.

Two subjects repeated the calibration times three times each

for both static and motion methods. It can be seen that there is

a systematic difference between the two methods, with the static

method requiring higher settings to match a given luminance. We
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Figure 3: Estimated gamma functions estimated using the static

method (filled symbols) and the motion method (open symbols),

for subject JBM (upper panel) and GG (lower panel).

hypothesize that this results from an interaction of the hysteresis

(seen in figure 2) with the sequence of patterns used to gener-

ate the motion stimulus; this will be tested by both repeating the

procedure using a device with no hysteresis, and also by creating

a new motion stimulus in which the spatial phase of the stipple

patterns is changed on alternate frames (which may reverse the

discrepancy).

Camera-based calibration

We have explored using an uncalibrated camera instead of a

photometer for display calibration. Unfortunately, the exponential



ambiguity [28] prevents joint calibration of display and camera

nonlinearities using single pixel levels, but this can be overcome

using dithered patterns, under the assumption of spatial indepen-

dence, following the work of Olczak and Tumblin [29]. We gen-

erated full-field images consisting of a fine checkerboard of two

pixel levels, and slightly defocussed the camera lens so that the

pattern was not resolved. A two-dimension scan was then per-

formed over pairs of values for the two pixel levels. For each

pair of levels, a series of images was acquired from the camera

(Point Grey Research, Flea3), and the camera pixel values from

the relevant region were averaged to form a single reading. Fig-

ure 4 shows a set of such readings displayed graphically, where

the intensity of each square is proportional to the corresponding

reading.

From a tableau of measurements such as this, we can simul-

taneously solve for the pixel transmission and camera response

functions. The pixel transmission function can be represented as

the set of values (between 0 and 1) corresponding to the transmis-

sion at each setting. We used a parameterized function to repre-

sent the camera response:

R(l) = R0 +(kCl)γ
. (1)

The parameter R0 is an offset representing the response to no light,

kC is a scale factor applied to relative luminance, and γ is an expo-

nent representing the ”gamma” of the camera. The camera used

has user-programmable gamma, which was set to a value of 1.

We solved simultaneously for both the display and camera

parameters using Levenberg-Marquardt optimization [30]. Be-

cause each camera measurement depends only on 2 of the N dis-

play parameters, the Jacobian matrix relating the measurements

to the parameters is sparse, allowing a computationally efficient

version of the algorithm to be employed [31]. The estimate of the

camera response arrived at by this method is shown in figure 5;

the estimated value of the gamma parameter is 0.978, fairly close

to the nominal value of 1. Figure 6 shows the estimate of the dis-

play response function (in red filled symbols), plotted along with

one of the estimates from the static psychophysical method. The

agreement is good, except for the low end of the curve, where

a negative value of the parameter R0 causes some of the values

to dip below zero. As a negative luminance is physically impos-

sible, it is apparent that one or more of the assumptions in the

model has been violated. Nevertheless, the results compare favor-

ably with those shown in figure 2, demonstrated that uncalibrated

cameras can provide calibrations as good or better than dedicated

photometers. In future work, we plan to explore using a mirror

with the device’s front-facing camera to perform automatic cali-

brations with a minimum of additional equipment.

CSF estimation

Following Lesmes et al. [11, 32], we have modelled the CSF

as a parabola. Because of the range of spatial frequencies is lim-

ited at the low end by the small size of the mobile devices used,

we have not incorporated the low-frequency plateau incorportated

by Lesmes et al. The resulting fit can be characterized by three

parameters, the most important of which are the peak sensitivity

value, and the frequency of peak sensitivity.
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Figure 4: Tableau of camera measurements presented as an image.
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Figure 5: Camera response estimated from the data in figure 5.

Results
To obtain an estimate of the reliability of CSF estimates ob-

tained with the swipe method, a subject performed 10 repetitions.

For each incremental set of swipes, a parabola was fit to the data.

Figure 7 shows the evolution of the parameter estimates as the

data were collected. Also shown (in thin lines) are the estimates

when the swipes are processed not in the order they were col-

lected, but rather sorted on the value of the parameter estimate

from each individual swipe; the upper line represents the esti-

mates when the swipes are processed in descending order of the
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Figure 6: Comparison of device gamma estimates from psy-

chophysical settings (black open symbols) and camera measure-

ments (red filled symbols).

parameter, while the lower line shows the ascending order. We

can see that the estimate peak sensitivity varies over a range of

about 0.2 log units, but appears to be stable after 6 swipes. Less

variablity is seen in the estimage of the frequency of peak sen-

sitivity. The subject in this experiment (the author) was well-

motivated, but was more concerned with speed over precision on

the individual swipes, and so the variability from swipe-to-swipe

probably represents motor system noise rather than a change in

visual performance or criterion.

Discussion
While the proposed method offers a fast and convenient

method for the estimation of the CSF, there are a few drawbacks.

Perhaps most significant is the fact that there are no catch tri-

als, so there is nothing to stop a subject that wanted to ”cheat”

from swiping in the invisible region. This problem might be ad-

dressed in part by presenting multiple variants of the pattern, in

which the region of contrast space around the estimated threshold

is expanded. A subject swiping in the invisible region would not

be able to do this consistently in the absense of a visible refer-

ence, and so cheating might be detected by a high variance. This

method would of course require additional swipes, losing some of

the speed advantage.

Summary
We have presented a novel method for the rapid estimation

of the human contrast sensitivity function (CSF), by having the

subject perform a finger swipe over a contrast/frequency sweep

image, using a mobile touch screen, allowing rapid assessment

of vision using lightweight commodity hardware. The method

enables rapid estimation of peak sensitivity with an accuracy of

0.1-0.2 log units.
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Figure 7: Evolution of estimated parameter values for 10 swipes.

The thin lines represent the estimates obtained when the data are

sorted in ascending and descending order.
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