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Aircraft system level noise prediction for advanced, unconventional concepts has undergone
significant improvement over the past two decades. The prediction modeling uncertainty must
be quantified so that potential benefits of unconventional configurations, which are outside
of the range of empirical models, can be reliably assessed. This paper builds on previous
work in an effort to improve estimates of element prediction uncertainties where the prediction
methodology has been improved, or new experimental validation data are available, to provide
an estimate of the system level uncertainty in the prediction process. In general, the uncertainty
of the prediction will be strongly dependent on the aircraft configuration as well as which
technologies are integrated. While the quantitative uncertainty values contained here are
specific to the hybrid wing body design presented, the underlying process is the same regardless
of configuration. A refined process for determining the uncertainty for each element of the
noise prediction is detailed in this paper. The system level uncertainty in the prediction of
the aircraft noise is determined at the three certification points, using a Monte Carlo method.
Comparisons with previous work show a reduction of 1 EPNdB in the 95 % coverage interval of
the cumulative noise level. The largest impediment for continued reduction in uncertainty for
the hybrid wing body concept is the need for improved modeling and validation experiments
for fan noise, propulsion airframe aeroacoustic effects, and the Krueger flap, which comprise
the bulk of the uncertainty in the cumulative certification noise level.

Nomenclature

f = frequency
i, j = indices
p = probability density function
u = standard uncertainty
w = weighting factor
x = a random variable
C = comparison error
Ma = Mach number
N = number of samples
P = prediction value
E = experiment value
T = true value
U = expanded uncertainty
P = cumulative probability distribution function
ε = signed error
σ = standard deviation
θ = polar angle
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Subscripts
e = component of experiment
m = combined measurement
n = normalized
r = relative
C = comparison error
E = experiment
I = input
M = modeling
N = numerical
P = prediction
FS = full scale
S = scaling
SS = subscale
p2 = amplitude weighting
D = D-weighting
θ = directivity weighting
Superscripts
x = mean
x̂ = weighted estimate

I. Introduction

Research by NASA to develop advanced subsonic transport concepts and technologies is aimed at meeting or
exceeding aggressive targets for reductions in fuel burn, emissions, and noise on aircraft entering service in the Mid

Term time frame between 2025 and 2035, as well as the Far Term beyond 2035. These targets have generated sustained
interest in prediction methods capable of quickly assessing each technology’s impact as it continues to mature. The
Mid Term goals outlined in the NASA Strategic Implementation Plan [1] are to reduce cumulative noise by 32–42 dB
relative to the FAA’s Stage 4 limits, reduce NOx emissions by 80 % relative to CAEP 6, and reduce fuel consumption by
50–60 % relative to a 2005 best in class aircraft. The drive to develop ultra-efficient vehicles has led to the consideration
of configurations outside of the scope of legacy aircraft designs and, by extension, legacy empirical based prediction
methods. The results of this departure from configurations whose prediction can be tempered by experimental results are
twofold. There is a need to formulate parametric physics-based prediction methods that are not limited by experimental
databases, as well as a need to assess the uncertainty in using a particular prediction method for a given configuration.
This will allow for more flexibility in design, and a better understanding of the accuracy and limitations of the prediction.
The focus herein is on continuing to improve uncertainty quantification of predictions made using the Aircraft NOise
Prediction Program (ANOPP). Work on uncertainty quantification began under the Environmentally Responsible
Aviation (ERA) Project [2, 3], and continues as part of the Advanced Air Transport Technology (AATT) Project, in an
effort to better understand and improve the reliability of predicting the noise of unconventional aircraft configurations.
Specifically, the improvements are related to the uncertainty of the individual elements (e.g., fan noise, jet noise) that
are propagated to the system level to quantify the uncertainty of the vehicle noise.

The value of understanding the prediction uncertainty is multifaceted. One such application of the system
noise uncertainty results is to vision vehicle configurations that AATT has identified as potential configurations for
implementing several key technologies to reach the Mid or Far Term goals. At the system level, the uncertainty in the
prediction is a key input for determining the risk of a vision vehicle failing to achieve the predicted performance. It is
unlikely that industry will consider an aircraft configuration change unless the prediction model matures to the point
where the uncertainty in the estimated noise benefit is low enough to accept the risk of changing architectures. If there
is large uncertainty in the prediction, then further refinement of the prediction and understanding of the technology are
warranted to ensure realization of the desired performance. This also holds true at the element level, where uncertainty
in the prediction of the overall system stemming from that element allows for a quantitative means of assessing the risk
in depending on a technology to aid in reaching the overall goal. This can help to set priorities where resources for risk
reduction testing are limited, and aid in refining roadmaps [4] for reaching the Mid Term goals. This can also help
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identify element prediction models that need to be improved to confidently steer research and resources earlier in the life
cycle of the project toward technologies that are most likely to result in a noise benefit.

Thomas et al. [3] introduced a process for quantifying the uncertainty in the system noise of an aircraft by estimating
the uncertainty in each of the individual elements, and propagating the elemental uncertainties to the system level
in a direct Monte Carlo approach. These elements are of three types: sources, noise reduction technologies, and
propulsion airframe aeroacoustic (PAA) effects. Uncertainties were assigned to each element based on the best available
information, and the system level uncertainty was estimated using a Monte Carlo uncertainty propagation method.
Differences in the fidelity of data available for each element resulted in a range of approaches for determining the element
uncertainties. The depth of quantitative analysis for some of these approaches is limited by a lack of experimental data.
This analysis followed the progress of the prediction uncertainty over the course of the ERA project, with an initial
assessment in 2009, an interim assessment in 2013, and a final assessment in 2016. Over this time, the maturation of
the element prediction models and approach for determining the uncertainty resulted in a reduction in the standard
uncertainty of the cumulative certification noise from 4 EPNdB in 2009 to 2.4 EPNdB in 2016. These correspond to
95 % expanded uncertainties of ±8 EPNdB and ±4.8 EPNdB, respectively.

As mentioned previously, there is a need for generating physics-based system level noise predictions that can quickly
estimate the noise of the aircraft. To the knowledge of the author, there are no aircraft prediction codes that predict
all of the sources and interaction effects using purely physics-based models. However, there are several codes that
employ a mixture of empirical and physics-based prediction methods, including ANOPP and ANOPP2 [5] at NASA,
the Parametric Aircraft Noise Analysis Module (PANAM) [6] at the German Aerospace Center (DLR), and the Ray
Acoustics Code for Noise Modeling and Estimation (CARMEN) [7] at the French Aerospace Lab (ONERA), to name a
few. Each of these institutions has different approaches and applications for their system noise tools. However, interest in
understanding the performance of each of the codes in relation to each other as well as model and full scale experiments
has culminated in the formation of the Aircraft Noise Simulation Working Group (ANSWr). One of the focuses of this
group is to better quantify the uncertainty of these tools. This will allow for more meaningful comparison between
predictions of the same aircraft with different codes, as apparent disagreements may be due to the uncertainties in the
techniques being used.

Although work continues in each group, the only published work to date, apart from the previous study [3] that this
paper aims to update, is a recent paper from DLR [8]. That work focused on estimating the uncertainty of conventional
tube-and-wing aircraft using a sensitivity-based uncertainty propagation technique as outlined in the Guide to the
expression of Uncertainty in Measurement (GUM) [9]. The context of the DLR paper was preparation for comparison
with existing full scale flight data. For that application, additional uncertainty sources were considered that are outside
the scope of this paper. These include uncertainties in the true flight path, atmospheric conditions, engine state, or
control surface deflections. These additional sources of uncertainty from the inputs and propagation through the
atmosphere were noted to exceed the model uncertainty in some cases. While these are important to include in the
context of prediction code validation with flight test, they are not applicable to assessing the noise performance of a
given aircraft concept. For consistency in comparing the noise performance of several aircraft concepts, it is preferable
to focus solely on the uncertainties stemming from modeling, while maintaining consistent atmospheric conditions
and assuming that the aircraft follows the simulated flight path in a deterministic fashion. The uncertainty in the DLR
prediction was also carried out over an area of ground to form a contour map of the uncertainty, rather than simply the
certification points, which was the objective of Thomas et al. [3]. Again, this is due to differences in motivation, with
the DLR paper using this result in the operational application of ground observers being awakened, while the NASA
papers focus on the uncertainty of predicting conceptual designs of advanced, future aircraft.

As the uncertainty quantification process is application dependent, this paper aims to provide sufficient context and
details of the procedure used for the hybrid wing body concept. The purposes of the work are to:

• describe the refinements in the element uncertainty calculation procedure,
• illustrate which sources of uncertainty are included through a detailed example of the jet noise,
• account for updates in the airframe noise prediction methods, and
• compare with previous results to identify the impact of the updated uncertainty procedure and prediction methods.

Based on the results, direction is then provided for the focus of continued improvements.

II. Aircraft Configuration
The uncertainty quantification described in this paper is focused on a hybrid wing body (HWB) in the large twin

aisle aircraft class, sized for 301 passengers [10]. An artist’s rendering of the aircraft is shown in Fig. 1. The general
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Fig. 1 A standard three view of the HWB301 is shown.

aspects of this design are the same as has been used in previous works [3, 4], and some relevant parameters are presented
in Table 1. As mentioned, the actual aircraft definition is identical to the HWB-2016 from the end of ERA. The aircraft
is equipped with technologies which are expected to be mature enough for commercial applications in the Mid Term
time frame. The airframe integrates technologies like Krueger flaps to enable laminar flow wings and damage arresting
composites. The engines are ultra high bypass geared turbofans (GTF) with short inlets, which allow for lower fan
speeds and higher efficiency while minimizing the cost of the additional weight and drag of the larger engine. Several
improvements to the prediction process have been made since previous published predictions. These improvements are
discussed in Section III and are also described in previous work [4], where the configuration used in the prediction here
is the same as configuration C6 in the previous work. Within this paper, reference to the HWB301 will be in regards to
this configuration.

Table 1 Summary of Relevant Aircraft Parameters.

Dimension Value Units
Passengers 301
Range 7 500 NM
Operating Empty Weight 253 806 lb
Payload 118 100 lb
Total Fuel 163 258 lb
Takeoff Gross Weight 535 164 lb

III. Noise Prediction Details
In order to predict the radiated noise of the HWB301, the ANOPP code is used, running within a framework provided

by ANOPP2. This process, outlined in Fig. 2, allows for the incorporation of several data and modeling sources of
varying fidelity. The research version of ANOPP is used for all of the noise predictions in this paper. The research
version contains several data sources and prediction models that are not yet part of the publicly released version of
ANOPP. The data sources are identified in the figure highlighting the prediction process as experimental data inputs,
stemming from work carried out in the past several years [11–15]. These data are incorporated into the prediction in
several ways. The first is within the process used to generate the conceptual design of the aircraft. Based on the mission
and overarching constraints on the general aircraft design, an aerodynamic system analysis and optimization of the
design is carried out. This results in a defined aircraft concept and a realistic flight path. Information about the engine
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state is generated using the Numerical Propulsion System Simulation (NPSS) [16]; the flight path is generated using the
FLight OPtimization System (FLOPS) [17]; and estimates of the performance are obtained using a modified vortex
lattice (MVL) approach [18]. The geometric definition of the aircraft, engine state information, and flight path are then
used as inputs to the noise prediction process.
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Fig. 2 The overall data flow for the noise prediction is shown. The heritage of the data is shown through
consistent coloring. Suppressions are applied to the source modules above them. Names of the software or
ANOPP modules used to generate the prediction are given in parentheses.

Within ANOPP, each of the acoustic sources is defined using a combination of the previously specified information
and the experimental data inputs. With regard to the prediction of propulsive noise, measured GTF data are scaled and
used to predict the fan noise source. The jet noise is modeled using an updated version of the Stone jet model [19],
and the core noise is modeled using GECOR [20]. With respect to the airframe noise, the gear are modeled using the
Guo landing gear method [21]; the Krueger noise is modeled with the Guo leading edge method [22]; and trailing edge
noise is modeled using the Fink airframe model [23]. Shielding effects are accounted for using suppressions based on
previous wind tunnel experiments in the Boeing Low Speed Aeroacoustic Facility (LSAF) [12] and the NASA Langley
Research Center 14- by 22-Foot Subsonic Tunnel [13].

Several modeling changes were made since the previous study regarding uncertainty [3], and more detailed
descriptions of the changes can be found in Thomas et al. [4]. These include:

• corrections to the values used for the gear length exposed to the flow,
• refined values of the elevon deflections,
• changes in the resulting shielding mapping,
• improved estimate of the interstage liner effectiveness,
• changes to the treated bifurcation area,
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Fig. 3 The location of the certification points along with the high level process for obtaining an EPNL from a
prediction.

• tuning of the inlet and aft liner treatment to the fan source, and
• modeling updates for the Krueger flap bracket noise reflection.

Three additional updates have been made since publication of Thomas et al. [4]: a change to the liner module to reflect a
more realistic attenuation from multi-degree of freedom liners, a correction to the atmospheric propagation method
to follow that of SAE ARP 866A [24], and a change in the options used in the Stone jet model [19] that improved
agreement with an extensive jet noise wind tunnel database.

After the noise sources are defined and modified to account for the PAA effects and noise reduction technologies, the
source spectra are specified at one-third octave band resolution that can change as a function of time in the prediction,
and propagated to the observer. In general, the observers can be placed at any spatial location, but the primary focus of
the work here is in relation to the received noise at the certification points. These points, defined by the Code of Federal
Regulations Title 14, Part 36, are shown in Fig. 3. Utilities within ANOPP2 are used to compute the effective perceived
noise level (EPNL) at each of the observer locations.

IV. Uncertainty Quantification Details
An overview of the general process that is used in determining the uncertainty at the system level is shown in Fig. 4.

The first column in the process highlights the steps taken in setting up the prediction and Monte Carlo method. The noise
prediction elements are identified based on the aircraft configuration, and the most appropriate method of predicting
that element is chosen. Following that, the method for establishing the uncertainty is chosen based on the particular
element. Three of the four methods used in Thomas et al. [3] are used here, namely the formulation, reference data
prediction test, and inferred methods. These are chosen based on the type of data that are available to validate each of
the element prediction methods. The formulation method is typically applied to the physics-based prediction methods,
while the reference data prediction test method is generally chosen for semi-empirical methods. The inferred method is
chosen when there is not sufficient quantitative comparison to allow for the previous two methods. For the reference
data prediction test method, there is a hierarchy for determining which data are preferred for use in the comparison.
From highest to lowest fidelity, the classes are:

• Full scale flight data,
• Subscale, system level experimental data,
• Subscale, subsystem level experimental data, and
• Subscale, isolated element experimental data.

These classes are separated by the level at which they integrate effects which might not be present in isolation, providing
a better overall notion of how a prediction will compare with a full scale vehicle where these integrated effects are
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important.
Based on the uncertainty method and associated supporting data, uncertainties are quantified at the element level.

This leads to the second column, which illustrates the Monte Carlo method itself. The element level uncertainties are
propagated by directly predicting the noise at the system level for blocks of 250 realizations randomly sampled from
the associated element probability distributions. The collection of predictions is then used to generate a statistical
distribution of the output variable, the EPNL at each of the certification points, as well as a cumulative level. This
process is repeated until all of the statistics are converged to within a desired tolerance for the entire block. The
convergence tolerance for the mean and standard deviation levels is set such that the results can be displayed to two
decimal places.
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Fig. 4 The framework for the Monte Carlo method as applied to the system noise prediction is shown.

As with any technical discipline, it is important to ensure the proper meaning is conveyed by consistent terminology
and processes. Whenever possible, this paper strives to follow the definitions in the International Vocabulary of
Metrology (VIM) [25], and procedures defined in the GUM supplement on the Monte Carlo method [26]. Unless
otherwise noted, uncertainties are presented as standard uncertainties, and coverage intervals (CIs) are probabilistically
symmetric with a 95 % coverage probability.

A. Methodology and Nomenclature
In order to quantify the uncertainty in each of the element predictions, the sources of uncertainty within the element

must first be identified. The three uncertainty quantification methods used in this paper have differences in how these
uncertainties are estimated, but all three aim to be consistent with regards to which uncertainties are included. Details
of the formulation method can be found in Guo et al. [21]. The inferred method is applied based on experience, any
available data, and input of subject matter experts in the field. The process for the reference data prediction test method
is contained within this section of the paper.

For a simulated result, uncertainties come from three general sources: inputs, numerics, and modeling assump-
tions [27]. The input uncertainties come from any variable that the model uses to return a result. Numerical uncertainty
arises from several sources including truncation and rounding errors that accumulate over the course of a simulation.
Finally, assumptions in the model itself produce uncertainty, resulting from incomplete physics or inaccuracy in
empirical modeling constants. For prediction of aircraft concepts in the conceptual design stage, such as the HWB301
considered here, the aircraft design and flight path are considered fixed, and no input uncertainty exists. Therefore, the
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uncertainty of the element prediction at full scale can be estimated as

uP,FS =

√
u2
M,FS

+ u2
N,FS

, (1)

or the root sum square of the full scale modeling and numerical uncertainties. For predictions of the type performed in
ANOPP, the numerical error is dominated by the resolution to which the results are displayed to the user, typically one
to two decimal places, rather than the precision to which the calculations are performed. This numerical uncertainty
is expected to be much less than the contributions from the modeling uncertainty, but is included for completeness.
Therefore, only estimation of the modeling uncertainty is needed to determine the uncertainty in the element prediction.
However, estimation of the modeling uncertainty requires some information with the full physics of the process, and full
fidelity of the design, which is unavailable for conceptual aircraft. Even for existing aircraft, there are challenges in
obtaining this information, either from flight test data, or a simulation which completely resolves all of the relevant
scales of the problem. Instead, the modeling uncertainty of the full scale element, uM,FS , is estimated from an estimate
of the modeling uncertainty of a subscale element, uM,SS . In general, there are multiple scales which contribute to
noise generation on an element, and scaling from subscale to full scale introduces an additional source of uncertainty,
uS . The modeling uncertainty of the full scale element is

uM,FS =

√
u2
M,SS

+ u2
S
, (2)

where the assumption of uncorrelated uncertainties results in the addition in the root-sum-square sense. It then remains
to estimate the uncertainty in the scaling, as well as the modeling uncertainty at subscale.

The validation approach outlined by Coleman and Steele [27] is utilized to quantify the subscale modeling uncertainty.
This process allows for quantification of the modeling uncertainty, through comparison between the modeled physics of
a simulation, and an experimental result that captures the full physics. This is illustrated in Fig. 5. The same uncertainty
sources (e.g., input, numerical, and modeling), must be considered for the subscale comparison independent of their
inclusion at full scale. Again at subscale, ANOPP simulations have numerical errors which are dominated by the number
of digits output to the user. However, the contributions of input uncertainty cannot be neglected at subscale. This
difference stems from predicting an abstract aircraft element for which the design is considered certain at full scale,
while predicting a concrete aircraft element which has some uncertainty in the true geometry and flow conditions of the
subscale experiment which are then used to perform the prediction. The subscale modeling error is estimated from a
comparison between the prediction and experiment as outlined below.

εE 
εP 

±uE

±uP

C

S
P
L

X

T

P

E

Fig. 5 The validation by data approach is shown. Errors are denoted by ε, and standard uncertainties by u.
Figure adapted from Coleman and Steele [27].

The validation approach applied to a single point begins by determining the comparison error, or difference between
the prediction and experiment. If, for a moment, the true value is assumed to be known, the signed comparison error
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between the experiment and prediction at a single point is related to the signed error in the prediction and experiment as

C = P − E = εP − εE, (3)

where the prediction error is a sum of the input, numerical, and modeling errors,

εP = εI + εN + εM . (4)

Combining Equations 3 and 4 results in an equation relating the modeling error to all of the other constituent errors.
Since the true value is not known, the modeling error cannot be directly obtained. Instead of the modeling error, the
modeling uncertainty can be estimated as

uM,SS = C ±
√

u2
E,SS
+ u2

I,SS
+ u2

N,SS
= C ± um, (5)

the sum of the comparison error with the combined measurement uncertainty, um. The definition of um is one of
convenience for the following equations, rather than one out of the particular importance of that quantity. Equation 5
makes it clear that the modeling uncertainty can only be validated to the uncertainty of the experiment, placing
importance on comparison with high quality experiments. Further, this uncertainty estimate is only strictly valid at the
operating conditions under which the validation is performed, highlighting the need for experiments that are tailored as
closely as possible to the particular configuration of the simulated aircraft. This minimizes the amount of uncertainty
which enters the process when the subscale results are extrapolated to full scale. This process improves upon the
previous work [3] in that the experimental uncertainty and input uncertainty are now included, whereas previously only
the comparison error was considered.

Retention of uncertainty information for an element as a function of the relevant independent variables (i.e.,
frequency, emission angle) can be more cumbersome to integrate into a Monte Carlo method, and, as it is based off a
single data point (operating condition), is sensitive to any outliers that may be present. To counter this, a weighted
averaging process is carried out across the independent variables to determine a single representative uncertainty that
can be applied to ease implementation and minimize the impact of outliers. This can also be extended to average over
multiple operating conditions where experimental data are available. This averaged subscale modeling uncertainty is
then

ûM,SS = Ĉ ±
√

û2
m + û2

C
+ û2

um
, (6)

where Ĉ and ûm are the weighted average comparison error and measurement uncertainties, while ûC and ûum are
the corresponding uncertainties of those mean quantities. The standard uncertainties ûC and ûum are estimated as
the standard deviation, rather than the standard deviation of the mean (the sample standard deviation divided by the
square root of the sample size). This is a conservative estimate of the mean subscale modeling uncertainty, reflecting
the potential for correlation between samples of C or um at different conditions. Once the average subscale modeling
uncertainty is computed, this is extrapolated to full scale using Equation 2. An example of this process, which replaces
a more qualitative past approach is described in Section IV.B.

After the uncertainty of an element has been estimated from comparison with experiment, a sample probability
distribution must be assigned. Several probability density functions (PDFs) are assumed, depending on the type of
element. In the previous assessment all noise source elements and the MDOF liner uncertainty were assumed to follow
a Gaussian PDF. Noise reduction technologies and PAA effects were prescribed a one-sided Gaussian PDF, defined by

p(x) =

{
2√

2πσ
exp

(
−
(x−x)2

2σ2

)
x ≥ x

0 x < x.
(7)

This distribution was chosen as it is representative of the likelihood that the noise reduction technology will be less
effective when implemented on a full scale flight vehicle than the subscale experiment from which it was derived. More
directly, the underlying noise reduction technology was assumed to have a Gaussian distribution, and the half of the
distribution corresponding to noise reduction in excess to that seen in subscale testing was removed to account for
scaling effects. For the PAA maps, this distribution was chosen for the additional reason that the maps were obtained
from experiments with a broadband source, which may have more noise reduction from shielding than a tonal source.
The noise reduction technology realizations were also tailored to ensure that they did not produce a net noise increase
due to the presence of the technology. Each realization of the noise reduction technology is the sum of the deterministic
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prediction and a perturbation. When the perturbation exceeds the deterministic prediction, there will be a net noise
increase. To avoid this, a limit was placed on the positive tail of the one-sided Gaussian distribution. A similar constraint
was placed on the PAA maps from the physical limit that the presence of a shielding surface will not produce a net
increase in noise. There was also a restriction placed on the samples for all elements to be within two standard deviations
of the mean to prevent the lowest probability occurrences.

The current assessment is similar but does have some significant differences. All noise source elements and the
MDOF liner uncertainty are still assumed to follow a Gaussian PDF. The first difference is that the restriction that the
samples be within two standard deviations was removed, as there is not a strong physical reason for retaining it. The
second is that for the noise reduction technologies and PAA maps, the one sided Gaussian has been replaced by an
exponential distribution

p(x) =

{
1
σ exp

(
− x−x

σ

)
x ≥ x

0 x < x,
(8)

which has been used in the past when information about the distribution is limited to knowledge of a best estimate of the
deviation σ and the constraint that x must be greater than some lower limit. Fig. 6 shows the PDF and cumulative
distribution function (CDF) of both types of distributions. The PDFs are normalized by σ in both cases so that the
entire family of distributions can be shown in a single plot. It is important to note that while there is a higher probability
density near the best estimate x for the exponential distribution, it also has a tail that is significantly more positively
skewed than the one-sided Gaussian distribution. This is reflective of the increased confidence in the best estimate,
paired with the likelihood that integration of an effect or technology at the system level will exhibit reduced effectiveness.

A

One-sided Gaussian
Exponential

B

Fig. 6 Normalized candidate PDFs are shown for the one-sided Gaussian and exponential distributions, A, as
well as CDFs for each distribution, B.

B. Jet Source Noise Uncertainty: An Example
The process used to determine the uncertainty of the jet noise element is detailed as an example of the reference

data prediction test method, which has been refined since the last publication [3]. This process corresponds to the
two middle boxes in the right column of the Setup section of Fig. 4, which is repeated for each element using its
respective uncertainty estimation method. The first step of the reference data prediction test method is to identify an
experiment that is as close as possible to the configuration to be predicted. In the previous assessment, the element
prediction uncertainty was then determined from a visual estimation of the comparison error. By contrast, the prediction
and experiment are now compared quantitatively in order to determine the element prediction standard uncertainty.
Through this comparison, an average subscale modeling standard uncertainty is determined from Equation 6, and can be
used in conjunction with an estimate of the scaling uncertainty and Equations 1 and 2 to obtain a full scale prediction
standard uncertainty, uP,FS . A Gaussian distribution for the jet noise element is built with the mean coming from the
deterministic jet prediction and the standard deviation equal to uP,FS . The distribution is sampled during the remaining
steps of the Monte Carlo simulation to determine the standard uncertainty of the vehicle at the system level. It should be
made clear that the uncertainty in the prediction will vary based on the specific aircraft configuration and technology
implemented. Specifically, for the jet noise uncertainty estimate, the numbers presented herein are not directly applicable
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Fig. 7 The comparison error for the sideline, A, and cutback, B, experimental conditions and the Stone jet
prediction in dB SPL are shown for a freestreamMach number of 0.2 as a function of polar angle and full scale
frequency.

to other unconventional configurations unless they, too, have a similar engine, operating under the same conditions.
The experimental data that are chosen as representative of the jet noise on the HWB301 were taken in the Boeing

Low Speed Aeroacoustic Facility (LSAF), on a 5 % scale nozzle, relative to the HWB301, with a nominal bypass ratio
(BPR) of 15. The jet is axisymmetric, and the core flow is heated to match realistic design conditions for the temperature
and pressure ratios for the full scale HWB. The LSAF is an anechoic open jet facility that has taken special care to
identify and reduce extraneous rig noise [28], allowing for the capability to obtain detailed aeroacoustic measurements
of hot jet experiments carried out under simulated flight conditions. The experimental standard uncertainty for the
acoustic measurements in the facility is estimated by combining the uncertainties stemming from repeatability in the test
condition, microphone distances, atmospheric conditions, and microphone calibration errors. For the measurement
campaign that is chosen, experimental Mach numbers of 0.17 and 0.2 are available, with 0.2 being equivalent to the
approach Mach number for the HWB301, and slightly lower than the Mach number for the lateral and flyover positions
of 0.25. Two engine conditions are available at each Mach number, with one representative of the engine cycle at
cutback and the other at sideline.

With the experimental cases chosen, the next step is to run a prediction of the exact experimental setup at the jet
element level using the same model used in the full aircraft prediction, with all of the same options and user settings. This
is done using the updated version of the Stone jet model, ST2JET. A comparison of the prediction and the experimental
data is shown in Fig. 7 for a representative cutback and sideline condition. There is good agreement between the model
and the experiment, typically within a 2 dB range of each other, with some disagreement near the edges of the domain.
In general, this comparison should be carried out between the experiment after it has been scaled to full scale, along
with the full scale prediction, to be as relevant as possible to the HWB301 prediction. However, experimental data
would not scale to standard one-third octave bands unless the scale factor was an integer power of two, which would
require energy to be split between adjacent bands for comparison with the full scale prediction which yields results
at the standard one-third octave bands. Fortunately, the Stone jet model scales with jet area alone, and as a relative
measure, the comparison error values do not change with scale; only the corresponding frequency to which these error
values are mapped changes with scale. The comparison is therefore carried out at subscale to avoid any issues associated
with splitting energy between neighboring one-third octave bands, and then scaled to full scale as one-third octave
bands with nonstandard center frequencies. These predictions allow for determination of the average comparison error,
which is discussed more thoroughly below. Separately, the uncertainty due to input uncertainty and numerical error
must also be tabulated. The numerical error is straightforward; the results of the simulation are reported to the user
with two decimal places, so the expanded uncertainty is ±0.005 dB. The uncertainty of the inputs is computed by first
estimating uncertainty in each of the geometric and flow parameters that is used in the jet noise model and propagating
that uncertainty using a separate Monte Carlo simulation of the jet element alone and running until convergence. The
propagated uncertainty is then used as the uncertainty of the inputs, uI,SS . This input standard uncertainty can be
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combined with the experimental standard uncertainty and numerical standard uncertainty to determine the combined
measurement standard uncertainty.

As the comparison error and combined measurement uncertainty are available over a range of frequencies and
angles, this results in a functional dependence of the comparison error, and in turn the prediction uncertainty, in both
frequency and angle. However, retention of this information and implementation in the Monte Carlo simulation is
much more cumbersome than simply using a zeroth order approach where the uncertainty is estimated by a single
representative number rather than varying as a function of angle and frequency. This approach still incorporates all the
data over the full frequency and angular ranges by determining the single number comparison error with a weighted
averaging process that is indicative of the error most closely associated with the frequencies and angles of interest. This
allows for straightforward implementation of the resulting estimate of the modeling uncertainties in the Monte Carlo
procedure, and minimizes the effect of any potential experimental outliers. So long as care is taken to choose this
number appropriately, this simplification should yield results that are sufficient for configurations in the conceptual
design stage.

The output uncertainty of the Monte Carlo simulation of interest is the vehicle EPNL, with units EPNdB, which
accounts for several effects in the frequency content and amplitude of a signal to give a single number representative of
the noise of the source. In a similar fashion, the elemental standard uncertainty estimates used as inputs to the Monte
Carlo simulation should also be reflective of the EPNL at the observer if only a single number is used. This implies that
the single number elemental standard uncertainty should more closely consider the subset of frequencies and angles that
will have an impact on the observer EPNL. Two weighting factors are used to account for the amplitude of the received
signal at the observer and a third accounts for the spectral character. The first weighting factor for the uncertainty, wp2 ,
is the source level on a pressure squared basis of the prediction at a given frequency and angle, so that uncertainties at
frequencies and angles with more energy are weighted more heavily. The second weighting factor for the uncertainty,wθ ,
takes into account the variation in distance between the aircraft and observer. For the jet, this weighting is sin2 (θ),
which accounts for the change in the received level of the source at the observer due to spherical spreading in level
overhead flight. This approximation does not take into account atmospheric attenuation, the aircraft attitude, or for the
specific case of the lateral certification point, the distance between source and observer due to the offset flight path.
However, the correction is, in general, representative of the intended effect, and can be implemented without requiring
knowledge of the actual flight path. In order to take the spectral character into account, a third weighting factor, wD ,
is formulated from D-weighting the signal in lieu of the procedure for computing EPNL. It should be noted that the
D-weighting is based on the full-scale frequencies, not subscale. The overall normalized weighting is

wn( fi, θ j) =
wp2 ( fi, θ j)wθ ( fi, θ j)wD( fi, θ j)∑

i

∑
j
wp2 ( fi, θ j)wθ ( fi, θ j)wD( fi, θ j)

. (9)

The product is taken rather than the sum of the weights, reflecting the way that their combined influence would affect the
pressure squared value. The representative weighted mean statistic is then determined from the desired variable at each
frequency and angle via

x̂ =

∑
i

∑
j
wn( fi, θ j)x( fi, θ j)∑
i

∑
j
wn( fi, θ j)

. (10)

Similarly, the weighted standard uncertainty of the desired variable is defined as

ûx =

√√√√√√√ N
N − 1

∑
i

∑
j
wn( fi, θ j)

(
x( fi, θ j) − x̂

)2∑
i

∑
j
wn( fi, θ j)

. (11)

This is also incorporated into the elemental modeling uncertainty to account for the uncertainty in estimating the mean
uncertainty between the model and experiment. The weighted statistics are computed for the comparison error and
combined measurement uncertainty. The relative strength of the weighting factors at each frequency and angle can be
compared through a weighting which has been normalized by the average weight,

wr ( fi, θ j) = 10 log10

(
wn( fi, θ j)

wn

)
. (12)
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A visualization of this relative weight in Figure 8 shows that the weighted statistics will be biased toward the samples at
low frequencies and polar angles near 130° due to the source level, polar angles near 90° due to minimal spherical
spreading losses, and in the 1–4 kHz range due to the D-weighting.
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Fig. 8 The weighting for each polar angle and frequency is shown, relative to the average weight over all
frequencies and polar angles.

Following the computation of the averaged comparison error and combined measurement uncertainty, the uncertainty
due to the scaling process must next be incorporated. For the jet, the assumption of perfect scaling is applied, based on
the results of Viswanathan [29] which show that subscale data are representative of full scale jet noise. This means
that the full scale and subscale modeling uncertainty are identical, and the full scale prediction uncertainty can be
determined using Equation 1.

For the selected experimental cases, the values of the unweighted and weighted estimates of the mean comparison
error and combined measurement uncertainty are given in Table 2. Recall that for the comparison error, a positive value
represents an overprediction of the data by the model, while a negative value represents an underprediction. Overall,
there is not a significant effect on the statistics due to the weighting process. For this reason, it is tempting to state that
the weighting process is unnecessary. However, the clear variation of the comparison error with frequency and polar
angle in Figure 7 should serve to caution that this situation may not be general to other prediction models or for jet noise
predictions of other experiments. This is especially the case for element predictions where the total noise is a composite
of multiple source mechanisms. The weighted statistics will focus more on the quality of the comparison for the source
mechanism contributing to the noise over a limited range of frequencies, while the unweighted statistics describe the
overall agreement. If the quality of some source models is good while others are poor, the unweighted and weighted
statistics could differ significantly. These numbers reported here for the comparison error and uncertainty are within
the range of values which were reported by Stone [19] for a jet of similar bypass ratio and free stream Mach number,
Configuration 7BB. The Stone results are given as a mean comparison error and an rms error which partially accounts
for the larger values reported there compared to this paper. There is also a single test point presented by Stone for the
same configuration at a Mach number of 0.28, showing comparison and rms errors which are similar to those presented
for the cases at a Mach number of 0.2.

Table 2 Comparison of Jet Standard Uncertainties.

Condition Ma C (dB) Ĉ (dB) uC ûC um ûm uum ûum uP,FS ûP,FS

Sideline
0.17 1.12 1.18 0.87 0.94 0.34 0.33 0.06 0.08 1.12 ± 0.91 1.18 ± 0.98
0.20 0.91 0.98 1.08 1.07 0.38 0.37 0.08 0.10 0.91 ± 1.12 0.98 ± 1.11

Cutback
0.17 0.32 0.07 1.01 1.02 0.49 0.45 0.15 0.24 0.32 ± 1.07 0.07 ± 1.11
0.20 −0.40 −0.53 1.33 1.21 0.53 0.48 0.19 0.32 −0.40 ± 1.37 −0.53 ± 1.29

Composite – 0.49 0.43 1.23 1.27 0.43 0.41 0.18 0.26 0.49 ± 1.27 0.43 ± 1.32

For the HWB301 predictions, the composite condition is used at all three certification points. The statistics for
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the composite condition are computed by weighting the information equally between each of the individual sideline
and cutback conditions. Incorporation of an approach condition is neglected as the vehicle noise is insensitive to the
jet noise for that certification point. It is also important to recall that the Mach number for the sideline and cutback
certification conditions is 0.25 while the experiments are at lower Mach numbers. It is also prudent to recall that the
reference data prediction test method is technically only valid when the prediction matches the experimental conditions.
The uncertainty for the jet from the composite condition is used despite this limitation, due to the absence of better
information, as well as an indication from the results of Stone [19] showing that a similar jet had comparable levels of
comparison error and uncertainty over the range of Mach numbers that are used in the HWB301 predictions here.

C. Element Standard Uncertainties
With an example of the jet noise prediction uncertainty process completed, the results of the other elements are

aggregated to be used as inputs to the vehicle level analysis. Table 3 shows the standard uncertainties that were used
previously, and updated values are given where the process has changed. The baseline values are used for an element if
no updated information is available. The standard uncertainties have been updated for the jet, main and nose gear, and
Krueger flap noise sources. It should be noted that although the process was updated for the nose gear uncertainty,
the value did not change. For the Krueger flap, the improvements stem from an update to the bracket noise reflection
modeling. The main gear uncertainty was reduced due to improvements in source modeling, and uncertainties due to
the gear wake-flap interaction were excluded, since this effect is not present on an HWB configuration.

Table 3 Summary of Element Standard Uncertainties.

Element/Component Type Method Baseline [3] Current
Fan Source Test 2 –
Jet Source Test 3 0.43 ± 1.32
Core Source Test 3 –
Main Gear Source Formulation 1.4 1.1
Nose Gear Source Formulation 1.6 1.6
Krueger Flap Source Formulation 2.7 2.2
Trailing Edge Source Test 3 –
Duct Liner Noise Reduction Inferred 2 –
Soft Vane Noise Reduction Inferred 0.5 –
Partial Landing Gear Fairing Noise Reduction Inferred 0.25 –
Fan and Core PAA PAA Test 2 –
Jet PAA PAA Test 1 –

Within this paper, there have been simplifications made regarding the uncertainty modeling, primarily driven by
restrictions on the availability of quality validation data. One question that arises is whether more effort should be put
into quantifying a single number for each of the uncertainties, or focusing on only some of the elements that contribute
the most to the vehicle uncertainty and applying more detailed estimates for the uncertainty, for instance adding in
angular or frequency dependence. For this reason, a separate Monte Carlo simulation is run, to determine the relative
contribution of a subset of the sources which will have the most impact on the uncertainty in the cumulative certification
level. This subset is limited to the Krueger flap, which is a highly ranked source for all three of the certification points,
and the fan, which is a large contributor at cutback and sideline, as can be seen in Figure 9. The uncertainties of
the fan PAA and the duct liner are also included. The soft vane uncertainty is neglected, as it has a relatively small
uncertainty compared to the other fan effects. Depending on the relative contribution of the subset of elements to the
overall uncertainty, it could be argued that effort is better spent refining the quantification of uncertainty for the element
subset, or for the all the elements.

D. Minimum Uncertainty
A useful benchmark for better understanding the progress that has been made in reducing the uncertainty of a

prediction is the establishment of a minimum uncertainty. In the previous study [3], this minimum value was estimated
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Fig. 9 The ranking of the sources is shown for each of the HWB301 certification point predictions. Approach,
cutback, and sideline are shown in A, B, and C, respectively.

from experience with the uncertainty in measuring a full scale vehicle in flight. It is important to recall that the scope
of this study is to quantify the uncertainty that stems from the prediction models themselves. No uncertainties were
considered with respect to the prediction inputs, nor were the modeling uncertainties considered for propagation of the
sound from the source to the observer. For a vehicle in flight, the converse is true. The source models are dictated by
the true physics, which are certain and unchanging. The uncertainty is due to changing inputs such as the flight path,
engine power setting, or atmospheric properties. This is not to say that the minimum uncertainty defined from flight test
experience has no value, but rather that it answers a separate question.

For the current question of estimating the minimum uncertainty of the models, a different approach is taken. From
the details of the reference data prediction method, the minimum uncertainty for each element prediction is limited by
the experimental uncertainty from which the comparison is drawn. The minimum uncertainty at the vehicle level is then
determined by propagating the experimental uncertainties for each of the elements through a Monte Carlo simulation.
Table 4 lists the uncertainties for each of the elements. Some modifications to the reported uncertainties were made in

Table 4 Summary of Minimum Standard Uncertainties.

Element/Component Value Reference
Fan 0.24 Envia et al. [30]
Jet 0.25 Bridges et al. [31]
Core 0.64 Hultgren et al. [32]
Main Gear 0.28 Guo et al. [21]
Nose Gear 0.28 Guo et al. [21]
Krueger Flap 0.52 Guo et al. [22]
Trailing Edge 0.51 SME
Duct Liner 0.36 Dahl et al. [33]
Soft Vane 0.36 Dahl et al. [33]
Partial Landing Gear Fairing 0.25 SME
Fan and Core PAA 0.33 Derived from fan
Jet PAA 0.34 Derived from jet

order to keep consistency with the approach used here. For the fan and jet, the references quantify the uncertainty by
component for three different frequency ranges in decibels. The largest magnitude of uncertainty for each of the three
frequency ranges quoted is used here as a conservative estimate. An additional difference is the fashion in which the
component uncertainties are combined to quantify the overall uncertainty for the experiment. Within the references, the
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component uncertainties are combined using

uE = 10 log10

[
1 +

∑
i

(
10

(
ue, i

10

)
− 1

)]
, (13)

where the experimental uncertainties from different uncertainty sources, ue,i , have units of dB. This is a statement
that the energy added by each uncertainty is uncorrelated to the overall level, but that the uncertainties themselves are
perfectly correlated. For the component uncertainties stemming from those considered for the fan and jet (e.g. set point,
pistonphone calibration, microphone distance to source) it is not expected that the underlying errors are correlated.
Therefore, the experimental uncertainty is instead tabulated using a root sum square approach,

uE = 10 log10

1 +
√√∑

i

(
10

(
ue, i

10

)
− 1

)2, (14)

which states that the uncertainties are uncorrelated with the source level as well as each other. For the core, the quoted
experimental uncertainty was assumed to be presented as 95 % coverage interval. The same is true with the soft vane
and duct liner, with the understanding that while these technologies were not the explicit subject of the reference, the
same measurement technique would be used to determine the attenuation from them. The landing gear and Krueger flap
uncertainties use the underlying data from the reference material as a starting point to determine an estimate of the
repeatability. Other sources of uncertainties relating to the microphone calibration are then incorporated for consistency
to the factors which were included in the other elements. When there was not a reference available, discussions with
subject matter experts (SMEs) were used to give uncertainty estimates. The PAA effects, as well as the soft vane and
MDOF duct liner, are implemented as suppressions, which is the difference between two test conditions. For this reason,
the uncertainty is derived from the element uncertainty summed over two independent tests using Equation 14.

Another comparison that might be desired is to assess whether the uncertainty of the prediction is sufficient to meet
the requirements for noise regulation. A prediction tool which is reliable enough to replace or significantly reduce flight
testing is very attractive from a cost perspective. It should be made clear that there is no implication made here that
ANOPP in its current state is a candidate for replacement of noise certification. However, the ultimate goal of aircraft
noise prediction tools is to be able to reliably predict noise for a wide range of aircraft designs and operating procedures.
It is for this reason that there is value in measuring progress using the uncertainty bounds that are allowed through
certification. The uncertainty limits specified by regulation can be found in 14 CFR Part 36 A36.5.4.2, specifying that
the 90 % coverage limits must not exceed ±1.5 EPNdB for each of the three certification procedures. For consistency
with the approach specified here, this corresponds to a ±1.8 EPNdB 95 % coverage interval for each of the certification
conditions, and a ±3.1 EPNdB for the cumulative certification limit.

V. Results
Three Monte Carlo simulations have been carried out at the vehicle level for the HWB301. The first is the current

version of the vehicle uncertainty, which supersedes the results of the previous study [3]. The current results will be
referred to as such in this section, while the results of the previous study are denoted as the baseline. The second is the
rank prioritized vehicle uncertainty analysis, in which only the fan source, fan PAA, MDOF duct liner, and Krueger
element uncertainties are propagated to the system level. Within the context of comparing the current case to the
prioritized case, the current case is sometimes referred to as the complete case, as it includes uncertainties from every
element. The final Monte Carlo simulation, referred to as the minimum uncertainty case, is the estimate of the minimum
modeling uncertainty at the system level.

The previous sections have discussed the definition of the element uncertainties. Following their definition, elemental
uncertainties are propagated to the vehicle level via direct Monte Carlo simulation. Blocks of 250 realizations are
run until convergence is reached. The simulation is deemed to be converged when the variations in the running mean
and standard deviation for all of the realizations within the most recent block are within the specified tolerance. For
the vehicle statistics, the tolerance is ±0.005, while for the element statistics, the tolerance is ±0.05, ensuring that the
vehicle and element results are converged to two and one decimal place(s), respectively.

The Monte Carlo simulation for the current case of the HWB301 uncertainty converged in 7250 realizations. Table 5
shows the relevant statistics for the vehicle uncertainty along with the deterministic prediction. Similar to the past
results, the mean of the Monte Carlo simulations has a smaller margin than the deterministic prediction due to the
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application of one sided distributions at the element level. The offset between the deterministic prediction and the
sample mean was 2.1 dB for the baseline results and 3.1 dB for the updated results here. The increase in the offset is
largely due to the change to exponential distributions from one-sided Gaussian distributions, as the former has a larger
mean bias from the deterministic prediction when both are prescribed the same distribution parameters. Similarly,
use of exponential distributions rather than one-sided Gaussian distributions results in more positive skew and higher
kurtosis at the element level, as is evident from Figure 6. With respect to the baseline results, the current results also
show higher kurtosis. This originates with an additional change that was made at the element level. For elements
that have been assigned a Gaussian distribution, the removal on the restriction to sampling of realizations within two
standard deviations of the mean to unrestricted, simple sampling increases the kurtosis by allowing realizations from the
tails of the distribution to be used in the Monte Carlo simulation.

Table 5 Sample statistics of the current Monte Carlo simulation.

Certification Deterministic Mean Standard Deviation Skewness Kurtosis
Approach 90.89 91.41 1.03 0.14 3.09
Cutback 79.83 81.06 1.39 0.34 3.27
Sideline 82.88 84.24 1.31 0.39 3.47
Cumulative 253.60 256.71 2.16 0.14 3.04
Margin 40.40 37.30 – – –

The probability densities of the samples for each of the certification points are shown in Figure 10, and are compared
with a Gaussian PDF parameterized using the sample means and standard deviations. While they do tend to appear fairly
Gaussian by eye, and have sample statistics of the skewness and kurtosis near that of a Gaussian population, chi-squared
tests reject the the hypothesis that the samples come from Gaussian distributions for any of the certification points at the
5 % significance level.

One additional item of interest is the reduction in the standard uncertainty relative to previous results. Here, the
reduction from the 2016 analysis is roughly 10 %, while the past study [3] show that the 2016 results improved by about
20 % over the 2013 results. A large part of the reason that the 2016 improvements were more effective is due to a focus
on elements that had a larger impact on the total vehicle EPNL. Between 2013 and 2016, the fan noise prediction was
improved by incorporation of a geared turbofan experimental database, while the landing gear and Krueger flap models
were also updated. This observation is one of the motivating factors for the rank prioritized case. For the prioritized
case, only the element uncertainties affecting the fan and Krueger noise levels are considered, as they are the highly
ranked sources across all three certification points. For the Krueger, this is just the source level uncertainty while it
includes the source level, PAA effects, and liner effects for the fan noise. However, the fan uncertainty for the prioritized
case does not include the soft vane element uncertainty. The element level sample statistics between the prioritized and
complete simulations for the fan differ by less than 2 %, indicating that neglect of the soft vane uncertainty is warranted.
The simulation converged in 7750 realizations, and the sample statistics are given in Table 6.

Table 6 Sample statistics of the rank prioritized uncertainty Monte Carlo simulation.

Certification Deterministic Mean Standard Deviation Skewness Kurtosis
Approach 90.89 91.17 0.72 0.77 3.96
Cutback 79.83 80.67 1.39 0.42 3.24
Sideline 82.88 83.45 0.85 0.85 4.06
Cumulative 253.60 255.30 1.79 0.34 3.14
Margin 40.40 38.71 – – –

It can be seen that the sample means are closer to the deterministic values for the prioritized case than the complete
case. This is simply because several of the elements are no longer random variables, and are fixed to the deterministic
prediction. The cumulative standard deviation for the prioritized case is quite similar to the value for the complete
case, differing by only 0.4 dB. This corresponds approximately to a 90 % ratio of the prioritized cumulative standard
uncertainty to complete cumulative standard uncertainty in terms of pressure squared. With respect to the vehicle at
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Fig. 10 Probability density plots are shown for approach, cutback, sideline, and cumulative distributions
observed from the Monte Carlo simulation. A Gaussian PDF with the same mean and standard deviation as the
sample is shown for reference, along with the deterministic prediction result.

hand, this implies that improved modeling of these two sources will result in the greatest impact on the cumulative
uncertainty. As a more general point, it illustrates that a researcher need only focus on the uncertainty of the dominant
elements to get a good first order uncertainty for a particular configuration. This is made abundantly clear when
comparing the sample standard deviations for the cutback certification point between the prioritized and complete case.
Recall from Figure 9 that for this certification point, the fan and Krueger flap are roughly equal at the element level and
above any other source by 5 dB, resulting in agreement in the standard deviation between the prioritized and complete
simulations. This is not the case for the other two points where other elements have a considerable impact on the overall
uncertainty, resulting in an incomplete capture of the vehicle uncertainty in the prioritized simulation.

For the prioritized case, the skewness is more positive than the corresponding values from the complete case. This
is not due to the one-sided distributions, as this effect is seen on the approach certification point, where the Krueger flap
is the dominant source of uncertainty. Recall that the distribution for the Krueger flap element is Gaussian. This effect
comes from the nonlinear process of adding multiple element levels in decibels. For instance, at approach, addition
of a larger deterministic value of the main gear level to the Gaussian Krueger flap distribution compresses the entire
population, reducing the standard deviation at the combined level from its value at the element level. The upper tail
tends to be stretched, while the lower tail of the distribution is compressed, positively skewing the distribution. When
the deterministic value being added is larger than the mean of the distributed variable, the kurtosis will also increase.
This effect explains why none of the vehicle level samples can be shown to come from a Gaussian distribution. The
cumulative sample has statistics that are closer to a Gaussian distribution, as is expected from the central limit theorem.

With regards to the minimum uncertainty case, the trends in the statistics are similar to the other two cases. This
case took only 5000 realizations to converge, likely due to the smaller magnitude of the elemental standard uncertainties
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relative to the convergence tolerance. The standard uncertainty for each of the certification points is approximately
0.3 dB, resulting in cumulative standard uncertainty of 0.5 dB. Recall that the purpose of quantifying the minimum
uncertainty is to provide a target towards which to progress. However, while this does quantify the lower bound of the
uncertainty that is possible when predicting the aircraft noise, it is not necessarily the best choice of a target minimum
uncertainty. One challenge to using this minimum uncertainty as a target is that it assumes that prediction models which
have been validated through subscale experiments are equally valid at full scale, essentially assuming that the models
include all scale and integration effects. More achievable target uncertainties are the limits set by certification that were
discussed in Section IV.D. The minimum uncertainty result here simply indicates that there is nothing inherent in the
process that further restricts the uncertainty in the prediction.

Table 7 contains the probabilistically symmetric 95 % coverage intervals for each of the Monte Carlo simulations,
with reference to the margin to Stage 4. This is chosen as a reference for consistency with NASA goal metrics, which
were written prior to Stage 5 coming into effect. For conversion to a Stage 5 margin, the Stage 4 margins must be reduced
by 7 EPNdB. The current results appear to be somewhat mixed, considering that the element standard uncertainties are
less than or equal to their values in the previous study. However, recall that sampling at the element level is no longer
restricted to be within two standard deviations of the mean, countering the effect of reducing the element standard
uncertainties. It should be pointed out that despite this, the width of the 95 % coverage interval has still been reduced by
1.1 EPNdB in the current study.

There is still considerable progress to be made to decrease the size of the coverage interval toward either of the
minimum values that have been proposed. The results of the minimum uncertainty Monte Carlo simulation, correspond
to a 95 % coverage interval of ±1.0 EPNdB for the cumulative level. Note that the coverage interval quoted within this
paragraph is presented as symmetric only for an order of magnitude comparison with the other proposed minimums;
Table 7 clearly shows that this range is skewed for the HWB prediction. This minimum uncertainty represents a case
where there is perfect agreement between the prediction models and the experimental data to which they are compared,
and under the assumption that there is no additional uncertainty from any scaling or integration effects. This minimum
modeling uncertainty does not estimate the minimum uncertainties due to inputs or propagation modeling. A second
minimum that has been proposed is the estimate of the uncertainty that one might expect in a flight test, with a coverage
interval of ±1.8 EPNdB proposed for the cumulative level [3]. This is essentially a top-down version of the minimum
uncertainty from the Monte Carlo simulation, where experimental uncertainty at the observer represents the lower
bound. If the desire is to determine a minimum modeling uncertainty, the actual minimum modeling uncertainty is
likely to be between the two. The controlled, repeatable environment of a wind tunnel can provide experimental data
with lower uncertainty, while flight tests include scaling and integration effects which are not easily captured in subscale
testing. Leveraging both types of tests appropriately will lead to robust models with reduced uncertainty.

While not an estimate of the minimum modeling uncertainty, a reasonable goal to set for reducing the modeling
uncertainty is to use certification limits mentioned in Section IV.D, ±1.8 EPNdB for each certification point and
±3.1 EPNdB for the cumulative noise level. The closest the complete case results shown in Table 5 come to this goal
occurs at the approach certification point. The approach result at first appears to be only 10 % larger than the allowed
uncertainty of 1.8 EPNdB when the 95 % coverage interval is expanded around the sample mean. When the coverage
interval is expanded about the deterministic prediction, the uncertainty in the approach condition is roughly 40 % larger
than the allowed certification uncertainty. This increase is due to the inclusion of the bias between the deterministic
prediction and mean of the Monte Carlo simulation. Despite the current state of the uncertainty for the complete case,
the results of the minimum uncertainty case show that the prediction uncertainty can potentially be brought to a level
where it is on par with the uncertainty required for flight test certification. The rank prioritized case results clearly show
that this reduction cannot happen without improvement in the uncertainties affecting the fan and Krueger flap levels.
For clarity, it should be understood that it is not being suggested that tools like ANOPP will ever be able to completely
replace flight testing. Consistent with the approach to uncertainty adopted here, the tool can only be validated to the
uncertainty of the experiment or flight test to which it is compared. Flight test certification will therefore always be the
most accurate means of ascertaining the vehicle noise.

VI. Conclusions
An updated approach for calculating the uncertainty of the predicted certification noise levels of an HWB301 has

been presented. However, this approach is general enough to be applied to any aircraft concept. A detailed example of
the reference data prediction test method has been carried out to estimate the uncertainty for the jet element. A process
has been described for condensing the element uncertainty from a function of frequency and emission angle to a single
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Table 7 Summary of 95 % coverage intervals for Stage 4 Margin.

Case Deterministic Lower Limit Upper Limit Span
Baseline 40.2 33.3 42.9 9.6
Current 40.4 32.9 41.4 8.5
Rank Prioritized 40.4 34.8 41.9 7.1
Minimum Uncertainty 40.4 38.7 40.6 1.9

number representative of those conditions which contribute the most on an effective perceived noise level basis. For the
jet element here, this process does not appear to be significantly different than the results of a simple averaging process.
In general, this will depend on the quality of the model for the source within an element which has the highest impact on
the EPNL relative to the overall performance of the element model.

The current Monte Carlo simulation for the HWB301 indicates that refinement in the quantification of the uncertainty,
as well as improvements in the underlying source models themselves have led to a reduction of 1.1 EPNdB in the 95 %
coverage interval relative to the previous study. The current results indicate that with 95 % likelihood of coverage,
the HWB301 concept at a Mid Term technology level has a margin of 33–41 dB. It is still important to note that the
deterministic prediction is still the best prediction that can be made with the information at hand. The deterministic
prediction is only 1.6 EPNdB below the upper end of the Mid Term range, so reaching the upper limit is plausible under
certain circumstances. In order to increase the likelihood of this, more technologies would have to be included at the
Mid Term level. This would only be possible if the technology readiness level of other technologies were increased
to a point where they could logically be matured in the appropriate time frame. It is also important to note that the
cumulative margin is highly skewed toward predictions which have a smaller margin than the deterministic prediction.
This is driven by the usage of exponential distributions to predict the noise reduction technologies and PAA effects.
As the reason for using the exponential distribution was to reflect the tendency for technologies to produce less noise
reduction at full scale than subscale, this skewness could be reduced by incorporation of full scale data for PAA effects
and noise reduction technologies. With full scale data, more confidence in the predictions of these elements would
allow for the use of a more symmetric PDF, resulting in a more symmetric coverage interval around the deterministic
prediction. Considering a situation where adding full scale data allows for a more symmetric PDF, the coverage interval
would shift toward the upper limit of the Mid Term goal.

A rank prioritized Monte Carlo simulation which considered only the fan, engine acoustic liner, fan PAA, and
Krueger uncertainties illustrated that a strong majority of the overall vehicle uncertainty can be attributed to the
uncertainties of these elements. While the relative importance of these particular sources will vary based on their
ranking for any given aircraft configuration, is is likely that they will make up a substantial contribution to any advanced
configuration due to the continuing push towards increased BPR. As is well known, increasing BPR shifts the relative
dominance of engine sources toward the fan. As the overall engine noise continues to decrease, airframe noise sources
like the Krueger flap will also continue to become more important. This is particularly the case for configurations
with engine noise shielding, a critical design feature for meeting the Mid Term and Far Term goals. As such, future
modeling work should focus on a better understanding of this subset of aircraft noise elements. Validation of these
improved source models will also require high fidelity experiments and flight data. This is perhaps most clear for the
fan PAA effect. Recall that this element uses an exponential distribution due to a lack of extensive validation in flight,
which contributes to the skewing of the coverage interval towards a lower Stage 4 margin. Increased confidence in the
modeling of these effects at full scale will allow for use of a less conservative PDF for the fan PAA.

Apart from improving the fan, acoustic liner, PAA, and Krueger noise prediction methods, there are several areas
that will benefit from continued work in the area of uncertainty quantification of unconventional aircraft configurations.
While it has been shown with high confidence that the HWB301 can meet the Mid Term noise goal, the same question
could be asked regarding the likelihood of the Far Term technology level HWB301 meeting its noise goal. Several
technologies at the technology readiness level for this time frame have been shown to produce sizable reductions in the
cumulative noise. For instance, the pod gear concept discussed in Thomas et al. [4] showed a 3.3 EPNdB reduction in
cumulative noise. These concepts would benefit from a rigorous quantification of the uncertainty in the noise reduction,
potentially lending more confidence in the ability of a concept to produce measurable benefit after maturation on a
full scale vehicle. Finally, there is value in quantifying the uncertainty of other unconventional configurations. This
will allow for comparison of the relative performance of different vehicles, where a vehicle with a lower deterministic
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margin but smaller coverage interval may outperform a configuration with a higher deterministic margin and larger
coverage interval.
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