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ABSTRACT

Geomorphic and geophysical evidence supports a debris-covered glacier origin for a suite of landforms at the mid-latitudes of Mars, including lobate debris aprons (LDA), lineated valley fill (LVF), and concentric crater fill (CCF). These large reservoirs of ice and their near-surface structure provide a rich record for understanding the planet’s climate and history of global volatile exchange over the past billion years. LDA, LVF, and CCF are also potential sites for future robotic and human missions but the accessibility of glacial ice for direct sampling and in situ resource utilization depends largely on the geotechnical properties of the surface debris (“supraglacial debris”), including its thickness, grain sizes, and density structure. The physical properties of this supraglacial debris layer have been poorly constrained. We use images of morphology, digital elevation models, thermal inertia data, and radar sounding data to probe the near surface of LDA, LVF, and CCF in order to place constraints on the sources, grain sizes, thickness, and stratigraphy of supraglacial debris. We find evidence for at least a two-layer stratigraphy. Layered mantle consisting of atmospherically emplaced dust and ice superposes boulder-rich sediments sourced by rockfalls glacially transported downslope. High thermal inertia, boulder-rich termini and debris bands reminiscent of medial moraines are found throughout the study region, supporting a rockfall origin for at least a fraction of the debris exposed at the surface. This supraglacial debris layer would have thickened with time from sublimation of glacial ice and liberation of englacial sediment and dust. At present, the entire supraglacial debris package is a minimum of a few meters in thickness and is likely tens of meters in thickness in many locations, possibly thinning regionally at lower latitudes and locally thinning toward the headwalls. The lack of terracing or interior structures in craters formed within LDA, LVF, and CCF and the absence of near-surface reflectors in SHARAD radar data further suggest that no strong contrasts in permittivity or strength occur at the interface of the layers.

1. Introduction

Current data supports the presence of large-scale glacial landforms within the mid-latitudes of Mars. These features include Lobate Debris Aprons (LDA), Lineated Valley Fill (LVF), and Concentric Crater Fill (CCF) (Sharp, 1973; Squyres, 1978, 1979), which are thought to have formed from thick accumulations of snow and ice during at least the Middle to Late Amazonian Epochs (Head et al., 2010; Lucchitta, 1984). Major geomorphic characteristics support a glacial origin for these features, including integrated flow patterns originating from protected alcoves and extending downslope for tens of kilometers, and convex-up topographic profiles along their centerlines (Lucchitta, 1984; Li et al., 2005; Head et al., 2006a, b, 2010).

More specifically, recent work on the morphology and radar properties of LDA, LVF, and CCF suggest that they are analogous to debris-covered glaciers on Earth (Head et al., 2010), although variations in debris and ice contents are probable (Pierce and Crown, 2003). The hypothesized structure of LDA, LVF, and CCF consist of a surface, or “supraglacial,” debris layer that inhibits sublimation of the underlying glacial ice (Fig. 1). Topography data from the Mars Orbiter Laser Altimeter (MOLA) reveal their convex-upward shape (Li et al., 2005) and surface elevation above the surrounding terrains suggestive of viscous flow and average thicknesses of 450 m (Parsons et al., 2011; Levy et al., 2014). Analyses of Mars Reconnaissance Orbiter (MRO) SHAllow RADar (SHARAD) radar sounding data (Seu et al., 2007) show strong basal reflectors and low loss tangents, interpreted to be consistent with the presence of a nearly pure water ice body hundreds of meters in thickness in contact with underlying bedrock (Holt et al., 2008; Plaut et al., 2009). Recent estimates of the volume of the ice contained in LDA, LVF, and CCF are on the order of 10^5 km³, or a global equivalent ice layer of 0.9–2.6 m thick (Levy et al., 2014; Karlsson et al., 2015). If the current understanding of their internal structure is correct, LDA,
Fig. 1. Structure of a lobate debris apron (LDA) on Mars, interpreted to be a debris-covered glacier, as inferred from radar sounding data and morphometric measurements.

LVF, and CCF represent a significant reservoir of non-polar ice that preserves a record of the recent climate on Mars and may be an accessible resource of water for future landed missions to Mars. Human missions to Mars, in particular, require significant non-polar sources of water that would be satisfied by having access to LDA, LVF, and CCF within their scientific exploration zone (Head et al., 2015; Hoffman et al., 2017).

Critical to understanding the accessibility of this ice to future missions are constraints on the physical properties of the supraglacial debris layer, including its thickness, grain size, and stratigraphy (Hoffman et al., 2017). Scientifically, this layer is important for understanding how such massive glacial ice can be preserved for hundreds of millions of years when ice is currently unstable on the surface of the middle latitudes of Mars (Mellon and Jakosky, 1993). Also, an understanding of the origin and source materials of the debris layers is important for constrainng recent episodes of resurfacing and erosion at the mid-latitudes, which are thought to be tied to recent climate changes (Head et al., 2003) and have important implications for interpreting the cratering record and derived model ages of LDA, LVF, and CCF.

For debris-covered glaciers on Earth, supraglacial debris is generally <2 m in thickness, collectively consisting of a range of clast sizes from sand to boulders mainly sourced from rockfall and avalanching of rock or rock/ice mixtures at the glacier headwall regions (Mackay et al., 2014; Koutnik et al., 2016). Volcanic ash can also contribute to the debris cover where glaciers are in close proximity to volcanic centers, as occurs in Iceland (e.g., Nield et al., 2013). The supraglacial sediment is typically well-sorted, with fines at the bottom near the ice surface and larger clasts and boulders on top (Mackay et al., 2014; Koutnik et al., 2016). For example, the surfaces of debris-covered glaciers in the Uinta Mountains, Utah are found to have fairly uniform clast sizes with long-axis mean values of generally >25 cm, or boulder in size (Wentworth grain size classification) (Cardenas et al., 2014). Debris thicknesses also generally thicken toward the terminus of the glaciers, as debris is transported downslope away from the headwalls. Ablation and down-wasting of glacial ice also leads to thickening of the supraglacial debris layer though liberation of englacial debris and development of a lag deposit. For example, the analog Mullins Valley debris-covered glacier in the Antarctic Dry Valleys (Marchant et al., 2002; Marchant and Head, 2007; Mackay et al., 2014), has a <1 m thick surface till layer consisting of poorly consolidated sand- to boulder-sized sediment that is 30% supra-glacially transported rockfall and 70% englacially transported rockfall that is liberated through sublimation of the glacial ice. Further, windblown sand can fill thermal contraction cracks, forming sand wedges and contributing to net aggradation or inflation of the surface, as occurs in the Antarctic Dry Valleys (Sletten et al., 2003).

Although supraglacial debris on LDA, LVF, and CCF likely shares similarities with debris-covered glaciers on Earth, differences in feature age, headwall lithologies, past and present climate, and patterns of accumulation and ablation likely have resulted in a much different near-surface structure for glacial features on Mars. Despite recent work attempting to understand the near-surface structure of LDA, LVF, and CCF, many uncertainties remain. The provenance of the supraglacial debris and relative proportions of rockfall material and atmospherically-derived dust and ice are unclear despite much work examining the detailed textures (Mangold, 2003; Pierce and Crown, 2003; Chuang and Crown, 2005; Levy et al., 2009b; Berman et al., 2015). Previous studies also lacked the image resolution to investigate the possible presence of large boulders (down to ~1 m in size) and fine-scale layering exposed at the surface. The thickness of the supraglacial debris layer is also poorly constrained. Impact crater morphology (Kress and Head, 2008) has been used to suggest an average thickness of <15 m for the supraglacial debris. However, this work was based on a limited area and alternative interpretations of the impact morphology call into question the utility of using crater size-morphology trends for estimating debris layer thickness (Baker and Carter, 2019). Holt et al. (2008) and Pflaum et al. (2009) did not observe near-surface reflectors in SHARAD radar data that may represent the contact between supraglacial debris and the underlying glacial ice. Based on this absence, they concluded that the thickness of supraglacial debris must be less than the vertical resolution of SHARAD (~15 m in free-space, or ~10 m in ice). However, a systematic survey of possible near-surface reflections representing the surface debris-ice contact in SHARAD data over LDA, LVF, and CCF has not been conducted. Further, it is possible that the contact between debris and ice lacks a strong dielectric contrast or is more gradational than assumed, resulting in an absence of radar reflections.

In order to provide an improved understanding of the sources, thickness and stratigraphy of supraglacial debris on Mars, we conducted a detailed investigation of the near-surface properties of LDA, LVF, and CCF within Deuteronomius Mensae. This region is host to the greatest areal density of LDA, LVF, and CCF (Squyres, 1979; Levy et al., 2014) and is covered extensively by both SHARAD radar observations and high-resolution images from the MRO Context (CTX) and High Resolution Imaging Science Experiment (HIRISE) cameras (Malin et al., 2007; McEwen et al., 2007). Complete coverage of the region with CTX images at 6 m/pixel now allow for comprehensive investigation of the morphology of LDA, LVF, and CCF. We first mapped the extent of LDA, LVF, and CCF and assessed the texture and thermophysical properties of the surface, including boulder abundance, to interpret debris sources. We then used well-preserved impact craters ≥75 m in diameter to probe the near-surface layers and to make inferences on grain size, layering, and thickness of the debris. Finally, we conducted a systemic survey of SHARAD radargrams and used simple radar transmission models to evaluate the ability of SHARAD to detect possible contacts between supraglacial debris and glacial ice and to constrain the thickness and dielectric properties of the debris layer. Together, this work provides the first integrated view of the near-surface properties of glacial landforms on Mars. Results will help in the planning of future missions and future detailed investigations of the mid-latitude regions.
of the planet.

2. Methods

2.1. Study area and unit mapping

Our study area is the Deuteronilus Mensae region of Mars (36°–48.5°N, 13°–36°E), which has been the subject of many prior analyses of ice-related Amazonian-aged features due to its high density of such features (Squyres, 1978; Li et al., 2005; Head et al., 2006a, 2006b; Morgan et al., 2009; van Gasselt et al., 2010; Berman et al., 2015; Baker and Head, 2015). It is located along the northern dichotomy boundary and includes a main dichotomy boundary escarpment and numerous isolated plateaus and massifs (Fig. 2).

To determine their complete extent and areal dimensions, all LDA, LVF, and CCF within the study area were mapped at 1:50,000 scale using a CTX image mosaic basemap within ESRI’s ArcMap. A total of 568 CTX images were obtained from the Planetary Data System (PDS) (see list in Table S1) and were ingested into USGS ISIS software, individually calibrated, map-projected, and then mosaicked to create a nearly complete tiled mosaic of the entire study region at 6m/pixel resolution (Fig. 2). We also used a MOLA gridded elevation basemap (PDS GEDR product) at 128 pixel per degree (ppd) for general topographic characterization.

Following prior mapping efforts, LDA, LVF, and CCF were recognized and mapped based on their distinguishing surface textures (Section 2.2), crater morphologies (Section 2.4) and convex-upward topographic signatures, as extensively described by previous work (e.g., Levy et al., 2009b; Baker et al., 2010; Head et al., 2010). We also mapped the plains surrounding the LDA, LVF, and CCF (Fig. 3) based on the recent mapping of a portion of the study area by Baker and Head (2015). As described by Baker and Head (2015) there are two major types of plains units in the region, Lower Plains and Upper Plains. The Lower Plains consist of Hesperian-aged volcanic plains and younger Amazonian sedimentary deposits. The Upper Plains consists of a widespread Middle Amazonian-aged mantle unit that covers the Lower Plains and is most pervasive in the northern portion of the study area, thinning to the east. Baker and Head (2015) showed onlapping relationships between the mantle and LDA, suggesting that the mantle that forms the Upper Plains covers LDA, LVF, and CCF within the region. Remnant patches of the mantle within impact craters in the Lower Plains also suggest that the unit was once more widespread and has since been eroded back to its current extent.

2.2. Surface texture mapping

LDA, LVF, and CCF exhibit a range of surface textures that are thought to be shaped by a combination of resurfacing and aeolian processes, thermal contraction, and glacial flow (Mangold, 2003; Pierce and Crown, 2003; Levy et al., 2009b). These surface textures can therefore be used to infer the physical properties of the near-surface and the history of surface modification. The type and scale of surface textures are also important for interpreting SHARAD radar observations, as the radar signal is sensitive to topographic roughness at the 10–100 m length scale (Campbell et al., 2013; Petersen et al., 2016, 2017). We mapped LDA, LVF, and CCF surface textures using a grid-based approach (Ramsdale et al., 2017) at 1:25,000 scale using our CTX image mosaic and 5 km × 5 km sampling cells spaced 10 km apart and completely contained within our mapped boundaries. A total of 1016 cells were visually examined for texture characteristics to create a coarse-resolution map of regional-scale texture variations (Fig. 4). For each cell, we determined whether the following features were present at approximately >10% areal coverage:

1. Repeating stipple or mounded texture (<100 m or >100 m scale) (Fig. 5a–e): These consist of circular to elongate mounds of surface
material of similar size that are spaced at similar distances, repeating their pattern throughout the observation area.

(2) Lineations (<100 m or >100 m scale) (Fig. 5a–d): Lineations are also common features of LDA, LVF, and CCF and are formed of complex patterns of linear and curvilinear ridges and furrows. These patterns are integrated with one another and resemble the

Fig. 3. Generalized map of major geomorphic units within the study area.

Fig. 4. Map of the distribution of LDA, LVF, and CCF surface textures, as represented by their Texture Development Index value (Section 2.2). Each symbol is a 5 km by 5 km cell separated by 10 km in longitude.
glacial flow patterns of terrestrial glacial systems (Head et al., 2006a).

(3) Pits (< 100 m or > 100 m scale) (Fig. 5d and e): LDA, LVF, and CCF often have irregular pits that break the repeating stippled texture. These pits can be isolated to coalescent, or circular to elongate.

(4) Irregular plateau and furrow texture (multiple scales) (Fig. 5d and e): In some regions, irregular patches of near-surface material appear raised above the surrounding terrain and are often separated by similarly irregular depressions or lower flat, smooth areas. Some of these plateaus are etched with “brain terrain” patterns. This terrain is equivalent to the “ribbed” texture of Baker and Head (2015), which was interpreted to be formed mostly from disaggregation of mantle layers.

(5) Oriented stipple/mound texture (parallel or oblique to lineations) (Fig. 5e): These are ripples or faceted textures that are commonly associated with surfaces modified by aeolian activity on Mars.

(7) Smooth texture (≤ 6-m scale; below CTX resolution) (Fig. 5b and e): Especially near the LDA, LVF, and CCF headwalls, textures below the 6-m spatial resolution of CTX appear smooth in the images. This smoothing is most commonly interpreted as a surface covering of dust or fine sediment, or could be areas of undeveloped textures or enhanced induration.

(8) “Brain terrain” (typically at the 10 s of meters scale) (Fig. 5a): This sub-type of “stipple or mounded terrain” is unique and common to LDA, LVF, and CCF. As the name implies, it has a brain-like texture of irregular, folding ridges and mounds (Levy et al., 2009b).

A well-developed type example of an LDA, LVF, or CCF surface (Fig. 5a) has a combination of the above textures, including: repeating stipple or mounded texture < 100 m that is not preferentially elongated in a specific direction, lineations at all scales, some pitting at < 100 m scale, no irregular plateau and furrow texture, stipple texture oriented with (not oblique to) lineations, no smooth surface covering, and “brain terrain” texture. To investigate the variability of surface textures in the region relative to this type example, we calculated a Texture Development Index (TDI) value for each mapping cell, as shown in Fig. 4. For each texture identified within the cell, we assigned a value of positive one to those characteristics of the type example. A value of negative one was assigned to those uncharacteristic of the type example, including aeolian erosion and absence of lineations or “brain terrain”. Since terrains of all types have pits < 100 m, we did not include these in the calculation of TDI. Table 1 lists the number assignments for each texture. We then summed all of the assigned values to determine the TDI. An observation cell with a TDI of + 9 therefore has all of the texture characteristics of the type example, and a TDI of − 9 has none of the characteristics. Intermediate values have different textures that are both characteristic and uncharacteristic of the type example (Fig. 5).

### 2.3. Thermal inertia

Thermal inertia can be used to make inferences on the grain size and the consolidated nature of the top centimeters of the surface. Values for thermal inertia (in “thermal inertia units”, or tiu, J m⁻² K⁻¹ s⁻½) have been calculated globally from observations by the Mars Global Surveyor (MGS) Thermal Emission Spectrometer (TES) instrument (Christensen et al., 2001) and the Thermal Emission Imaging Spectrometer (THEMIS) onboard Mars Odyssey (Christensen et al., 2003). Previous work on LDA and LVF elsewhere on Mars, including the southern highlands, has suggested some connection between TES and THEMIS thermal inertia and surface materials such as the presence of...

### Table 1

<table>
<thead>
<tr>
<th>Texture</th>
<th>Assigned value</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 100 m Scale</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Repeating stipple or mounded texture</td>
<td>+1*</td>
<td>+1</td>
<td>-1</td>
</tr>
<tr>
<td>Lineations</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
</tr>
<tr>
<td>Pits</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>&gt; 100 m Scale</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Repeating stipple or mounded texture</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>Lineations</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Pits</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>Various scales</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Irregular plateau and furrow texture</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>Stipple/mound texture oriented with flow</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
</tr>
<tr>
<td>Stipple/mound texture oriented to flow</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
</tr>
<tr>
<td>Aeolian ripples/sculpture</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
</tr>
<tr>
<td>Smooth texture</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
</tr>
<tr>
<td>&quot;Brain terrain&quot;</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
</tr>
</tbody>
</table>

*Elongate stipple or mounded texture was assigned a value of −1.

NA: Not applicable
dust or mantle or formation mechanism (e.g., rock glacier with a high internal rock content versus debris-covered glacier with a core of nearly pure glacial ice; see Haebler et al., 2006) (Chuang and Crown, 2005; Piatak et al., 2008, 2009). However, the cause of these variations were largely unclear in part due to an inability to verify correlated surface characteristics based on high-resolution datasets.

Here, we use the 3 km/pixel global TES-derived nighttime thermal inertia map produced by Putzig and Mellon (2007) for regional characterization. A quantitative THEMIS thermal inertia mosaic data at 100 m/pixel resolution (Edwards et al., 2011) was used to spatially resolve smaller-scale variations in thermal inertia in select regions that might be tied to material or textural changes. The THEMIS mosaic is available on the PDS Imaging Node Annex (THEMIS_TI_Mosaic_Tezo_100m) and methods used to create the mosaic are described in Edwards et al. (2011). Briefly, they used the methods of Ferguson et al. (2006) to determine thermal inertia for each THEMIS image and then mosaicked all images together by ordering the highest-quality images at the top and preserving the absolute values of thermal inertia derived for each visible THEMIS frame. Individual images have an uncertainty in derived thermal inertia of ~10–15% (Ferguson et al., 2006). The uncertainty between multiple observations, however, is higher at ~ 30% due to actual variations in the atmospheric and surface properties that may change between THEMIS observations. In our analysis of THEMIS thermal inertia, we therefore restricted comparisons between surface units to single THEMIS frames within the larger mosaic tile.

We also used HiRISE images (25–50 cm/pixel), where available, to assess the possible causes of the variations in thermal inertia. Specifically, we visually inspected images over representative areas for the presence of boulders >1 m in size, textural differences, and smooth, dusty areas, which may affect thermal retention and dissipation in the top centimeters of the surface.

### 2.4. Crater mapping

Well-preserved impact craters formed within LDA, LVF, and CCF can be used to assess the potential effects of target properties such as material strength on crater formation. Examining a range of crater sizes, and hence depths of excavation and deformation, also provides information on how these target properties change with depth. For example, on the Moon, differences in the strength of surface regolith and mare lavas are thought to have produced terraced, mounded, and flat-floored interior morphologies that systematically change with the size of the crater. This size-morphology trend was observed for craters floored interior morphologies that systematically change with the size of mare lavas are thought to have produced terraced, mounded, and flat-interiors also lack significant interior fill. Thus, these craters have not sharp rim-crests that are typically circular in planform (Fig. 6). Their interiors also lack significant interior fill. Thus, these craters have not been substantially modified by post-impact processes and therefore can be used to estimate the shape of the crater that formed shortly after impact. Using these criteria, all well-preserved craters ≥75 m in diameter on LDA, LVF, and CCF (N n = 1408) were systematically mapped from the CTX mosaic using the CraterTools extension in ArcMap (Kneissl et al., 2011). See Table S2 for the locations of these craters. Circle-fits using the CraterTools three-point method were visually made to each crater’s rim crest, which provided measurements of their rim-crest diameters (D r) (Fig. A1).

Many other crater morphologies also occur that provide a rich dataset for assessing near-surface structure and modification history. We separately classified and mapped all additional crater types ≥125 m in diameter across the study area, for a total of 16,457 craters. We report on our observations and interpretations of this dataset in a companion paper (Baker and Carter, 2019). Briefly, we identified several new classifications of craters, showing small differences in median diameters between types and variations in spatial density that appear to be correlated with surface texture development.

### 2.5. Crater depths

Understanding the depth of well-preserved craters is important for assessing their degree of modification relative to other craters on Mars and for estimating the depth of origin of wall and ejecta materials. We measured the depths of well-preserved craters >250 m in diameter (n = 64) using two methods. See Appendix A for detailed methods and Tables S3 and S4 for measurement data. First, we calculated the difference in the average rim-height and minimum floor elevation determined from CTX DEMs generated using CTX stereo pairs and Ames Stereo Pipeline tools. The depths of 25 craters were analyzed this way; the craters were selected based on the availability of CTX stereo pairs and the presence of nearby SHARAD tracks that could confirm the detection of a basal reflector and therefore interpretation of glacial ice at depth (see Sections 2.8.2 and 4.3). Second, we measured depths based on shadow measurements from CTX images and HiRISE images with parameters favorable for making such measurements (Appendix A). A total of 61 CTX images and three HiRISE images were used in the measurement of 56 craters, which were selected based on the availability of images. Among those measured craters, 17 had measurements from both shadows and CTX DEMs, providing a useful comparison between the two methods.

### 2.6. Crater wall characteristics

A total of 101 of the mapped well-preserved craters were imaged by HiRISE, allowing detailed assessments to be made of their wall and interior characteristics (see Table S5 for observations). The craters in this sample ranged in diameter from 75 m to 465 m, (average of 145 m), permitting examination of the properties of supraglacial debris from the surface to a maximum depth of 15 to 93 m, assuming d = 0.2D r (Section 3.4). For each crater, we made visual observations of the presence or absence of layering, polygons, slump materials, and boulder abundance. We visually classified their wall boulder abundance on a scale of 0 to 5 (Fig. 6a–f). A value of zero had no visible boulders at the >1 m scale of HiRISE; a value of 1 had less than ~ 10 perceptible boulders; 2 had several dozen boulders concentrated in portions of the wall but still dominated by finer-grained material; 3 had more widespread boulders throughout the entire wall but still largely dominated by finer-grained materials; 4, boulders were pervasive and larger in scale; 5 had very large boulders meters across and/or were completely dominated by boulders.

### 2.7. Crater size-frequency distribution

It is well known that craters on Mars and planetary bodies degrade at rates that are dependent on many factors, including crater size, target properties, and erosional and depositional processes (e.g., Hartmann, 1971; Craddock et al., 1997; Hartmann and Neukum, 2001). Depending on these factors, craters of a certain degradation class will have a characteristic survival timescale before they are modified into more degraded types, which can be evaluated using crater size-frequency distributions and comparing these to established isochrons (Hartmann and Neukum, 2001). We estimated the survival timescale of well-
preserved craters by plotting their crater size-frequency distribution (Fig. 17 and Section 3.6) as an incremental plot (Hartmann, 2005). A best-fit to the crater distribution was determined by minimizing the sum of squared residuals between the binned data and modeled isochrons. The residuals were weighted as the inverse of the square root of the number of samples in the bin.

2.8. SHARAD radar data analysis

2.8.1. Near-surface reflectors

If the total supraglacial debris thickness or internal layering is on the order of tens of meters, then it is possible that the interface with the glacial ice or between layers can be detected with MRO SHARAD radar data (Seu et al., 2007). The SHARAD instrument operates at a center frequency of 20 MHz, with a vertical resolution of 15 m in free space, scaling as $1/\sqrt{\epsilon}$ in geologic materials (where $\epsilon$ is the real permittivity or dielectric constant). Its spatial resolution is 0.3–0.6 km along track and 3–6 km cross track. SHARAD radar data are analyzed as radargrams (Fig. 7a), which show along-track distance in the x-direction and two-way time delay in the y-direction. Returns from off-nadir topographic facets, or “clutter,” can occur at late time-delays that may be mistaken for real subsurface returns in the radargrams. This clutter can be simulated and displayed as “cluttergrams” (Fig. 7b) which can be used to confirm real subsurface reflectors. Clutter and “sidelobes” parallelling the bright surface return often make confident recognition of near-surface reflections challenging (e.g., Putzig et al., 2014). Sidelobes result from range compression of the SHARAD radar signal during processing, and can be difficult to suppress. For the PDS US Team SHARAD RDR products used here, the first and second sidelobes are expected at time delays and powers of 0.24 µs, −20 dB and at 0.42 µs, −34 dB, respectively (Putzig et al., 2014). It is therefore desirable to have reflectors that are either greater in power than the sidelobes or occur at different time delays; both conditions are ideal.

We surveyed 648 SHARAD nightside radargrams covering the region in search for near-surface reflectors. All radargrams were US Team SHARAD observations from December 2006 to April 2015 and available from the PDS (see Table S6 for a listing of analyzed SHARAD observations). Each radargram was prepared by automatically overlaying the mapped boundaries of the LDA, LVF, and CCF (Fig. 3) onto the radargrams (Fig. 7a). The portions of each radargram covering LDA, LVF, or CCF were visually inspected to identify candidate near-surface reflectors. The radargrams were then compared with clutter simulations (Fig. 7b) (Choudhary et al., 2016) made available by the SHARAD team (Putzig et al., 2016) to reject the candidate reflectors if they were likely due to off-nadir surface returns. We also rejected the reflectors if they appeared to be consistent with expected sidelobes, i.e., if they were parallel to each other and the surface return and occurred at times delays of 0.24 µs or 0.42 µs (Fig. 7c and d).

2.8.2. Basal reflectors

Strong radar reflectors associated with LDA at time-delays consistent with the inferred base of the glaciers (Fig. 7a) suggest relatively pure ice at these locations (Holt et al., 2008; Plaut et al., 2009). We identified the presence of similar basal reflectors for a selection of LDA and LVF in which occur 48 well-preserved craters >250 m in diameter. The presence of a basal reflector is strong evidence for the presence of subsurface ice and can be used to assess the possible influence of ice on the formation and modification of these craters. The nearest SHARAD track to each crater was selected for analysis, which, on average, was found to be within 1.1 km from the center of the crater. Only the largest craters from our database were chosen due to the improved ability to discriminate morphologic details at these sizes based on images and DEMs and the relatively large spatial footprint of SHARAD. Methods used for determining LDA and LVF thickness from SHARAD radargrams are provided in Appendix B and Table S7 provides the measurement data.

3. Results

3.1. Distribution of LDA, LVF, and CCF and surface textures

LDA, LVF, and CCF cover 166,034 km² of area in the study region (Fig. 3) and show spatial patterns in surface textures (Fig. 4). In general, LDA, LVF, and CCF are found to originate at most slopes >5°, including the walls of plateaus and massifs. While our mapped features are qualitatively similar to a recent global map of LDA, LVF, and CCF by Levy et al. (2014), our mapping results are 21% greater in area within the study region [Levy et al. (2014) mapped 134,782 km² of LDA, LVF, and CCF in the study region]. This difference is most likely due to our use of full resolution CTX images at ~6 m/pixel; Levy et al. (2014) mapped LDA, LVF, and CCF using a global CTX image mosaic at three times coarser resolution (18 m/pixel). Due to our use of a higher spatial resolution mosaic, we were able to better resolve LDA, LVF, and CCF surface textures and contacts more precisely and confidently. We also included glacial material, such as glacial-like forms (Souness et al., 2012), contained within small alcoves in the headwall regions, which may have been the accumulation zones for the main bodies of LDA and LVF (Head et al., 2010).
3.2. Thermal inertia and boulders

In general, LDA, LVF, and CCF have lower TES thermal inertia (peak near 170 tiu) than the surrounding plains (more uniformly distributed between 120 to 320 tiu) (Fig. 10b). The LDA, LVF, and CCF values are low to moderate in context of martian global values (Putzig and Mellon, 2007), and can be consistent with a number a physical characteristics, including loose, fine particles such as dust and very few rocks to coarser loose particles, crusted fines, and or some scattered rocks. The thermal inertia values are also generally on the low end of the range for LDA in the Tempe/Mareotis region (Chuang and Crown, 2005), where values ranging from 69 to 350 tui were observed from TES thermal inertia maps of Mellon et al. (2002), Chuang and Crown (2005) suggested that variability in the TES thermal inertia could be due to a variety of factors, including differences in the amount of rocks and fines and duricrusts or aggregates of fine particles at the surface. They also noted the lower thermal inertia and inferred reduced rock abundance of LDA compared with the surrounding plains. However, HiRISE images were not available at the time to confirm spatial correlations with large boulder abundance.

The higher-resolution (100 m/pixel) quantitative maps of THEMIS thermal inertia also show the relatively sharp contrast in thermal inertia between LDA (<200 tui) and the plains (>200 tui) (Fig. 11a). A HiRISE image straddling a representative contact (Fig. 11a) suggests that the presence of mantle material and grain size differences in the upper few centimeters, including surface boulder abundance, is a major source of the variation in thermal inertia. The surface of the LDA shows a typical stippled pattern formed from high-albedo mantle that generally lacks boulders (~180–190 tui; Fig. 11b). Irregular to circular plateaus of mantle are also observed that are raised above the surrounding terrain. The topographic lows in between mantle ridges appear smoother and lower in albedo, similar to dust-covered regions near 170 tui) than the surrounding plains (more uniformly distributed between 120 to 320 tui) (Fig. 10b). The LDA, LVF, and CCF values are low to moderate in context of martian global values (Putzig and Mellon, 2007), and can be consistent with a number a physical characteristics, including loose, fine particles such as dust and very few rocks to coarser loose particles, crusted fines, and or some scattered rocks. The thermal inertia values are also generally on the low end of the range for LDA in the Tempe/Mareotis region (Chuang and Crown, 2005), where values ranging from 69 to 350 tui were observed from TES thermal inertia maps of Mellon et al. (2002), Chuang and Crown (2005) suggested that variability in the TES thermal inertia could be due to a variety of factors, including differences in the amount of rocks and fines and duricrusts or aggregates of fine particles at the surface. They also noted the lower thermal inertia and inferred reduced rock abundance of LDA compared with the surrounding plains. However, HiRISE images were not available at the time to confirm spatial correlations with large boulder abundance.

The higher-resolution (100 m/pixel) quantitative maps of THEMIS thermal inertia also show the relatively sharp contrast in thermal inertia between LDA (<200 tui) and the plains (>200 tui) (Fig. 11a). A HiRISE image straddling a representative contact (Fig. 11a) suggests that the presence of mantle material and grain size differences in the upper few centimeters, including surface boulder abundance, is a major source of the variation in thermal inertia. The surface of the LDA shows a typical stippled pattern formed from high-albedo mantle that generally lacks boulders (~180–190 tui; Fig. 11b). Irregular to circular plateaus of mantle are also observed that are raised above the surrounding terrain. The topographic lows in between mantle ridges appear smoother and lower in albedo, similar to dust-covered regions near 170 tui) than the surrounding plains (more uniformly distributed between 120 to 320 tui) (Fig. 10b). The LDA, LVF, and CCF values are low to moderate in context of martian global values (Putzig and Mellon, 2007), and can be consistent with a number a physical characteristics, including loose, fine particles such as dust and very few rocks to coarser loose particles, crusted fines, and or some scattered rocks. The thermal inertia values are also generally on the low end of the range for LDA in the Tempe/Mareotis region (Chuang and Crown, 2005), where values ranging from 69 to 350 tui were observed from TES thermal inertia maps of Mellon et al. (2002), Chuang and Crown (2005) suggested that variability in the TES thermal inertia could be due to a variety of factors, including differences in the amount of rocks and fines and duricrusts or aggregates of fine particles at the surface. They also noted the lower thermal inertia and inferred reduced rock abundance of LDA compared with the surrounding plains. However, HiRISE images were not available at the time to confirm spatial correlations with large boulder abundance.

The higher-resolution (100 m/pixel) quantitative maps of THEMIS thermal inertia also show the relatively sharp contrast in thermal inertia between LDA (<200 tui) and the plains (>200 tui) (Fig. 11a). A HiRISE image straddling a representative contact (Fig. 11a) suggests that the presence of mantle material and grain size differences in the upper few centimeters, including surface boulder abundance, is a major source of the variation in thermal inertia. The surface of the LDA shows a typical stippled pattern formed from high-albedo mantle that generally lacks boulders (~180–190 tui; Fig. 11b). Irregular to circular plateaus of mantle are also observed that are raised above the surrounding terrain. The topographic lows in between mantle ridges appear smoother and lower in albedo, similar to dust-covered regions near 170 tui) than the surrounding plains (more uniformly distributed between 120 to 320 tui) (Fig. 10b). The LDA, LVF, and CCF values are low to moderate in context of martian global values (Putzig and Mellon, 2007), and can be consistent with a number a physical characteristics, including loose, fine particles such as dust and very few rocks to coarser loose particles, crusted fines, and or some scattered rocks. The thermal inertia values are also generally on the low end of the range for LDA in the Tempe/Mareotis region (Chuang and Crown, 2005), where values ranging from 69 to 350 tui were observed from TES thermal inertia maps of Mellon et al. (2002), Chuang and Crown (2005) suggested that variability in the TES thermal inertia could be due to a variety of factors, including differences in the amount of rocks and fines and duricrusts or aggregates of fine particles at the surface. They also noted the lower thermal inertia and inferred reduced rock abundance of LDA compared with the surrounding plains. However, HiRISE images were not available at the time to confirm spatial correlations with large boulder abundance.
the mapped boundaries of LDA, LVF, and CCF. Our observations indicate that many of the variations in LDA, LVF, and CCF thermal inertia are spatially associated with variations in near-surface abundance of boulders and presence of mantle coverings. Observed boulders are often concentrated in flow-like bands and broad regions at the terminus of LDA and resemble terrestrial glacial landforms (Fig. 12). In CTX and other visible images, LDA often exhibit low albedo bands that parallel topographic flow-like lineations (Fig. 12a). THEMIS data reveal that these low albedo bands are also correlated with relatively high thermal inertia (Fig. 12b). In one representative location, debris bands with thermal inertia of ~250 tiu originate at the rocky headwalls (thermal inertia generally >280 tiu), parallel the topographic gradient, and broaden into a concentrated region of high thermal inertia values (~240–290 tiu) near the LDA terminus (Fig. 12b). A HiRISE image (Fig. 12e) shows that the bands and terminus have few prominent mantle ridges and a higher concentration of boulders >1 m in size compared with the surrounding terrain, which has prominent mantle ridges, no visible boulders, and lower thermal inertia (~180 tiu; Fig. 12c). Areas of LDA with intermediate thermal inertia values show a mixture of mantle ridges with lower relief and scattered boulders (Fig. 12d). A thermal inertia value of ~250 tiu for the debris bands and termini, which is at the low end for rocky materials on Mars (Nowicki and Christensen, 2007), indicates that there is also a large component of fine-grained sediment, which may due to trapping of dust or the presence of remnant mantle material between larger boulders. This is consistent with the HiRISE images, which show a mixture of smoother, high-albedo patches of sediment between concentrated fields of boulders (Figs. 12e and 13e).

The qualitative correspondence between thermal inertia and boulder abundance suggests that THEMIS thermal inertia can be a useful tool for estimating the fraction of LDA surfaces dominated by mantle or exposed surface boulders over areas much larger than a typical HiRISE footprint. While more quantitative methods should be explored (e.g., Nowicki and Christensen, 2007), as an initial investigation, we assume that thermal inertia can be used as a first-order proxy for relative variations in mantle and boulder abundance and attempt to estimate the relative fractions of LDA surfaces dominated by mantle, boulders, or intermediate mixture of the two. We expanded the region in Fig. 12 to the north and south so that the investigated region was within a single THEMIS frame (Fig. 13a), and then divided LDA surfaces into three classes based on their thermal inertia values (Fig. 13b). Division boundaries at 211 tiu and 234 tiu were determined using the Jenks natural breaks methods from the distribution of thermal inertias, as used for the TDI classification (Section 3.1). Qualitative examination of two available HiRISE images over the classified areas shows that the classification works reasonably well at predicting low, intermediate, and high boulder regions. Like the sub-region in Fig. 12, other regions of “low” thermal inertia show minimal boulders and more prominent high-albedo mantle ridges (Fig. 13c). Like the debris bands in Fig. 12, regions of “high” thermal inertia show the highest
concentrations of boulders, a reduction in mantle terrain, and a lowering of albedo (Fig. 13e). This reduction in albedo is also observed in CTX images and is common to rock-rich areas across the martian surface (Nowicki and Christensen, 2007). Surfaces with the highest concentration of boulders appear to be focused within additional debris bands and at the termini of the LDA (Fig. 13a and b). This is consistent with terrestrial glaciers, where supraglacial debris generally thickens toward the terminus of the glacier as glacial flow transports rockfall material downslope away from the headwalls and ablation of ice liberates sediment (Benn and Evans, 1998, p. 243–247). Areas of “moderate” thermal inertia show intermediate mixtures of mantle ridges and boulders (Fig. 3d).

Assuming that the thermal inertia classification is tracking boulder abundance reasonably well, 18.8% of the LDA surfaces have “high” thermal inertia and are predicted to be boulder-rich, while 31.5% have “low” thermal inertia and are predicted to be covered by mantle with few to no boulders (Fig. 13b). The remaining 49.7% is predicted to have intermediate fractions of mantle and boulders. We have not fully considered possible variations in compaction, cementation, and fines at the surface that will affect the thermal inertia, so the classification should be considered as an approximation that should be verified by more rigorous quantitative methods. However, the strong qualitative correspondence with boulder abundance and mantle, as documented here (Figs. 12 and 13), suggests that relative variations in boulders and mantle are major drivers of the thermal inertia variations.

3.3. Well-preserved craters and wall and ejecta characteristics

Despite their “fresh” appearance, only 3% of the 1408 well-preserved craters ≥75 m in size (n = 41) exhibit any textural or albedo evidence of a complete or partial ejecta layer, despite the observations pointing to rockfall as a significant component of supraglacial debris. We also find that the walls of the craters are generally boulder-poor and lack visible layers. Further, no trend in boulder concentration with...
crater diameter (and hence depth of excavation) is observed. We observe that 69% of the craters \( (n = 70) \) have very little evidence of boulders (boulder concentration values of 0 or 1; see Section 2.6); an additional 29% \((n = 29)\) have only a low to moderate amount of boulders (values 2 to 3). The remaining 2% show abundant evidence for boulders (values 4 to 5; \( n = 3 \)). Those craters with abundant boulders are found to have impacted the termini of LDA or were near the sidewalls of thin LVF where more consolidated or greater concentrations of large rocks are present near the surface. In contrast, craters with no boulders are typically formed within mantle material. For example, the 225 m crater shown in Fig. 6b exhibits few boulders in its walls and was formed in a patch of mantle that has been etched into typical LDA, LVF, and CCF stippled texture (Fig. 14a). Where intact, the mantle patches are raised above the surrounding terrain and exhibit fine-scale layering (Fig. 14b). The lack of boulders in the crater is consistent with mantle material or ice making up the majority of the excavated material and for these materials to extend to substantial depth below the surface, potentially up to 45 m based on the crater’s estimated depth (Section 3.4).

Only 6% of the craters show evidence of layering, with 20% having possible evidence of layers, observed as discontinuous, topographically prominent ridges paralleling topographic contours of the crater walls. These ridges could not be easily distinguished from stepped slump blocks or other wall-slope features that have been subsequently modified by erosion. One crater shows no boulders in HiRISE and >10 continuous, finely spaced layers from near the rim-crest to the floor (Fig. 6a). The diameter of the crater (166 m) suggests a depth of near 33 m (Section 3.4), and implies that the layered unit also extends this deep. Further, 8% of the craters show polygons on their walls, the vast majority (82%) of which contain little to no visible boulders (values 0 or 1). The polygons are mainly flat-topped, resembling those associated with latitude dependent mantle found throughout the mid-latitudes (Levy et al., 2009a, 2010).

### 3.4. Crater depths

Our measurements of the depths of well-preserved craters on LDA, LVF, and CCF are consistent with the trends of other well-preserved craters on Mars. A detailed global study of well-preserved craters 25 m ≤ \( D \) ≤ 5 km using HiRISE DEMs (Watters et al., 2015) revealed an average \( d/D \) ratio of 0.18 ± 0.04 for the least modified craters and an average of 0.16 ± 0.04 for “somewhat modified” craters, including those with crater ejecta and minimal interior fill. Our shadow measurements yield a similar average \( d/D \) of 0.19 ± 0.05 and a power law fit to the data of \( d = 0.16D^{1.05} \) (Fig. 15a).

In contrast, our measurements from CTX DEMs yield much shallower depths and a low average \( d/D \) ratio (0.09 ± 0.04) that we suggest are inaccurate and result from several inadequacies in the data. First, there are likely insufficient DEM pixels to resolve the interior details of most of the craters we measured. Using too few pixels can result in smoothing of the floor and wall topography, producing artificially shallow floor elevations. Over half of the craters were <20 DEM pixels across, which has been empirically shown to be below the resolution limit for useful morphometric measurements (e.g., Mouginis-Mark et al., 2017). In support, we found that the percent difference between our shadow length measurements and CTX DEM measurements generally decreased with increasing diameter (and hence, number of pixels) (Fig. 15b). There are also interior shadows from the walls of many of the craters. While ideal for shadow-length measurements, these shadows prevented accurate stereo matching in these regions and produced minor artifacts in some of the DEMs that could have affected the depth measurements. A recent evaluation of the utility of CTX DTMs for crater measurements (Mouginis-Mark et al., 2017) demonstrated that crater measurements from CTX DTMs are difficult for \( D < 3 \) km due to the limited albedo variations at these scales and bright sunward-facing inner wall slopes that are saturated and make stereomatching difficult. We therefore suggest that the shadow length measurements provide a more accurate representation of depths for our crater size range and discard the CTX DEM measurements from further analysis. We caution that researchers using stereo-derived DEMs in their work should consider the size of features they wish to resolve and ensure that a sufficient number of pixels are present before proceeding with any quantitative measurements.

\[ A = 0.2 \frac{d}{D} \]  

ratio for well-preserved craters on glacial deposits is consistent with their observed morphological “freshness” and suggests that little modification of their shape has taken place since their formation. As craters >500 m in size are common, a depth ratio of 0.2 also implies that many craters have penetrated a maximum of 100 m or
more into the glacial deposits. While the depth of excavation was probably shallower (Section 3.5), these craters potentially excavated substantial amounts of glacial ice and deeper debris layers. This supports the inference that these craters provide important probes into the subsurface and provide important clues to the near-surface properties within their exposed walls (Section 3.3). In the next section we compare the crater depths to the thickness of the glacial deposit determined from SHARAD radar data to confirm the presence of ice and to further demonstrate that the craters formed deep into the glacial ice.

3.5. Crater depth versus LDA, LVF, and CCF thickness

We compared the thickness of the LDA and LVF determined from SHARAD radargrams to the depths of excavation ($d_e$) and final depths ($d_f$) of the corresponding crater (Fig. 16). The depth of excavation was estimated using the relationship of $d_e = 0.1D_{tc}$, where $D_{tc}$ is the...
transient cavity diameter and $D_{tc} = 0.84D_r$ (Grieve and Garvin, 1984; Melosh, 1989). The transient cavity diameter is smaller than the final diameter of simple craters by a factor of approximately 0.84 due to slumping of material during modification of the crater interior and due to the fact that transient cavity diameters are measured at the pre-impact surface (whereas, final crater diameter is measured at the rim crest) (Appendix B). For this comparison, we approximate the depths of the craters using $d = 0.2D$, based on our morphometric measurements in Section 3.4.

The measured craters are found at a range of distances from their headwall regions (defined as up-gradient wall slopes >5°) and formed into deposits with a range of thicknesses (Fig. 16b). Craters are 4.2 km from the headwall on average, and are formed into LDA, LVF, and CCF with an average thickness of 396 m. Craters have estimated final and excavation depths of 78 m and 33 m on average, suggesting deep penetration of these craters into the glacial ice. Seven of the measured craters have depths of >100 m, or >1/3 the thickness of the LDA or LVF. Despite forming deep within the glacier, all of these craters have simple bowl-shaped morphologies that are not obviously modified by the presence of ice or strength contrasts between near-surface layers. This suggests that the inferred icy target in these locations either does not have a substantial effect on morphology during crater formation or shortly post-impact (i.e., within the first 10 Ma; Section 3.6) or that the debris layer is many tens of meters in thickness. We evaluate the possibility of a thick debris layer in Section 4.2, below.

### 3.6. Crater survival timescale

We find a best-fit survival timescale of 10 Ma for well-preserved craters >250 m (Fig. 17). Craters smaller than 250 m show a slight roll-off in their frequency that suggests more efficient removal of craters at these sizes (Fig. 17); the survival timescale of these small craters is therefore inferred to be <10 Ma. More modified craters necessarily show longer survival timescales when combined with the well-preserved crater data, with all crater types yielding a best-fit crater retention age of 460 Ma (Baker and Carter, 2019).

### 4. Discussion

#### 4.1. Sources of supraglacial debris

##### 4.1.1. Headwall-derived rockfall

The spatial pattern and boulder-rich characteristics of debris bands found on LDA (Figs. 12 and 13) are reminiscent of terrestrial glacial medial moraines, which can often be traced back to their source region. One of the main formation mechanisms of medial moraines on Earth is through glacial transport of rockfall from the headwall regions or rock spurs downslope toward the glacier terminus (Benn and Evans, 1998 p. 224–227). At the terminus, emergence of englacial sediment and ablation of ice causes a concentration and thickening of sediment in this region. The result is a visible, downslope trail of rockfall that provides a record of its transport pathway from headwall to terminus.
The presence of similar moraine-like debris bands and abundance of boulders across portions of LDA surfaces, including their termini (Figs. 12 and 13), strongly supports a rockfall origin for a large fraction of the debris covering glacial ice on Mars. The presence of flow lineations extending from alcoves to the termini of LDA and LVF has long been cited as evidence of a rockfall origin of supraglacial debris (Head et al., 2010; Fastook et al., 2014; Levy et al., 2016). However, with our combined evidence from thermal inertia data and boulder abundance, we can now confirm the importance of such sources of debris. As on Earth, this rockfall was sourced from the steep slopes near the accumulation zones and valley walls of the glacial deposits and then transported downslope via glacial flow. The rockfall can be transported supraglacially or englacially, although it is generally transported englacially when it is buried by ice and snow in the accumulation zone (Mackay et al., 2014).

On Earth, supraglacial debris can thicken with time across the glacier surface due to ablation of glacial ice and liberation of englacial debris. For example, around 70% of the supraglacial debris on the analog Mullins Valley debris-covered glacier in the Antarctic Dry Valleys is estimated to be derived as a sublimation lag of englacial debris (Marchant et al., 2002; Mackay et al., 2014). At the Mullins Valley glacier, near-surface debris content in glacial ice is generally small at <1% by volume with higher concentrations of 35% found in association with narrow englacial debris bands (Mackay et al., 2014). The internal debris content of LDA and LVF glacial ice is constrained to be <10% based on radar observations (Holt et al., 2008); therefore sublimation of glacial ice would likely produce a comparatively thick or thicker sublimation lag that would thicken with time. It is therefore possible that the present boulder-rich surfaces of LDA, LVF, and CCF may be the manifestation of thick sublimation lags or tills (Head et al., 2010). Evidence of glacial higstand suggests that LDA and LVF have lowered in elevation by as much as several hundreds of meters as accumulation ceased and ablation dominated (e.g., Dickson et al., 2008). Even for a modest 10 m of lowering of ice with 10% debris content, a ~1 m thick sublimation lag would be produced.

The combined evidence from thermal inertia data and boulder abundance, we can now confirm the importance of such sources of debris. As on Earth, this rockfall was sourced from the steep slopes near the accumulation zones and valley walls of the glacial deposits and then transported downslope via glacial flow. The rockfall can be transported supraglacially or englacially, although it is generally transported englacially when it is buried by ice and snow in the accumulation zone (Mackay et al., 2014).

While the transport and accumulation of headwall sediment across the glacial surface ceased with the inferred cessation of glacial flow around 500 Ma to 1 Ga, mantle emplacement has occurred repeatedly throughout the Middle to Late Amazonian to as recently as ~0.1 Ma (Kostama et al., 2006; Schon et al., 2009). The most recent episode is observed as latitude dependent mantle (LDM) across the mid-latitudes of Mars, which was also deposited on LDA, LVF, and CCF (Levy et al., 2009b; Berman et al., 2015; Baker and Head, 2015). We find that the walls of well-preserved craters typically do not show significant fractions of clast sizes greater than ~1 m (limit of HiRISE). This suggests that the clast size of supraglacial debris for most of its depth is <1 m. and that much of its thickness may be airfall-derived. Further only 3% of the craters preserve their ejecta, which is consistent with highly mobile fine-grained and/or icy materials. This ejecta is derived from >100 m depth is some cases (Fig. 16), also indicating that the fine-grained and/or icy character extends well into the subsurface or that a substantial portion of the ejecta is glacial ice.

While the transport and accumulation of headwall sediment across the glacial surface ceased with the inferred cessation of glacial flow around 500 Ma to 1 Ga, mantle emplacement has occurred repeatedly throughout the Middle to Late Amazonian to as recently as ~0.1 Ma (Kostama et al., 2006; Schon et al., 2009). The most recent episode is observed as latitude dependent mantle (LDM) across the mid-latitudes of Mars, which was also deposited on LDA, LVF, and CCF (Levy et al., 2009b). Surveys of HiRISE images record up to six layers, each meters in thickness, within the LDM (Schon et al., 2009). Head et al. (2003) predict that the LDM was formed as interlayered ice and dust-rich sequences that record the most recent oscillations in the planet's obliquity. Impact events into LDM and occurring within the last decade have exposed pure ice from depth within the LDM (Dundas et al., 2014). In addition, HiRISE images and reflectance and thermal infrared data have revealed exposed ice in ~100 m high walls of LDM (Dundas et al., 2018), confirming these predictions. Evidence of older airfall deposits up to 100-m thick and at least ~500 Ma old is preserved within the plains of Deuteronomus Mensae (Baker and Head, 2015). Similar airfall units occur as Middle Amazonian loess-like deposits throughout the Northern Lowlands (Skinner et al., 2012), and as high-standing remnants associated with pedestal craters, having a median age of 140 Ma (Kadish et al., 2009; Kadish and Head, 2014). The superposition of distinct classes of depressions within icy mantle within the Argyre region also suggests multiple episodes of mantle deposition and modification (Soare et al., 2017). The preservation of these older units indicates that deposition of thick packages of icy dust occurred throughout the Amazonian, adding substantial thicknesses of material.
4.2. Thickness of supraglacial debris

The rockfall and airfall sources of debris, combined with the ancient ages of debris-covered glaciers on Mars (Fasset et al., 2014), makes the characteristics of supraglacial debris unique compared to debris-covered glaciers on Earth. Where supraglacial debris on Earth is typically <2 m in thickness (e.g., Benn and Evans, 1998; Marchant et al., 2002; Levy et al., 2006), on Mars, the downwasting of ice and the repeated deposition of mantle over the past hundreds of millions of years have led to enhanced debris thicknesses with a much different stratigraphy. We discuss the evidence for the thickness of martian supraglacial debris, below.

4.2.1. Topographic constraints and debris heterogeneity

A minimum thickness estimate for the supraglacial debris comes from the thickness of surface mantle deposits. HiRISE DEMs show topographic roughness, mainly within mantle, on the scale of at least 1–5 m, with some mantle patches at least ∼10–20 m in height (Petersen et al., 2016, 2017; Baker, 2018). We therefore suggest that, at a minimum, the debris cover is a few meters in thickness were mantle is present. Baker and Head (2015) report mantle thicknesses of 50–100 m for deposits preserved in the plains surrounding LDA (i.e., “Upper Plains”, Fig. 3). These deposits were more widespread in the past and evidence suggests that they drape LDA in the region. Although erosion and sublimation of contained ice has occurred, it is possible that thick sequences of mantle are still preserved in some portions of the study area, contributing to tens of meters of material at these locations.

We suggest that the northern portions of the study area contain relatively thicker mantle cover due to textures that are least developed (Sections 2.2 and 3.1, Fig. 5e) and possibly linked to greater preservation of continuous patches of mantle at these locations (Fig. 3, Section 2.1). The southern portions of the study area exhibit more developed textures and higher thermal inertia (Figs. 4 and 5b). Some of these regions are also associated with debris-bands and boulder-rich areas (Figs. 12 and 13) that we interpret as rockfall debris exposed at the surface. Therefore, mantle is interpreted to be thinner at these locations and the entire supraglacial debris package may be thinner. In the sub-region of LDA investigated here (Fig. 13), which is located in the southern portion of the study area, we estimate that as much as ∼20% of the surface has high boulder abundance and only possesses a relatively thin (<1 m) layer of mantle as to not obscure the visible boulders. In the same sub-region, thicker mantle occurs over the remaining ∼80% of the surface, with ∼30% of the surface estimated to have few to no boulders due to the presence of mantle at least a few meters in thickness. Further, the presence of regions with high boulder abundance at LDA termini (Fig. 13) suggests that glacially transported debris also becomes more concentrated and possibly thickens toward the LDA termini, as occurs in glacial systems on Earth. Due to the inferred thinner mantle in the equatorward portions of the study region, we predict that the thinnest debris cover may be located in the most equatorward locations near the headwalls of LDA and LVF. However, the depth to stability for ice increases toward the equator (Mellon and Jakosky, 1995), which would imply greater sublimation of ice and equatorward thickening of the debris cover through development of a thicker sublimation lag. Therefore it is possible that thinning of the entire supraglacial debris package due to the absence of mantle may be offset by a thickening of the debris due to greater depth to ice at the same locations. Our present observations cannot distinguish between these scenarios.

4.2.2. Crater terracing

Assuming minimal erosion, the lack of terracing or other interior structures within well-preserved craters over a range of sizes implies that no substantial thickness differences occur within the top tens of meters of the surface (Senft and Stewart, 2007, 2008). Either the debris layer is thick over the crater depth range, the internal layering (i.e., between mantle and headwall-derived sediment) and glacial ice share similar strengths, and/or there is a gradational contact between the surface of the debris and start of pure glacial ice. Terraces occur in craters <1 km in size within Arcadia Planitia that are interpreted to have resulted from strength contrasts between ice-poor regolith and subsurface ice sheets on the order of 10 m in thickness (Branson et al., 2015). By analogy, similar modification of recently formed craters on LDA, LVF, and CCF would appear likely, however, they are not observed.

We therefore prefer either a thick debris package or an absence of large strength contrasts between the debris and glacial ice (or both) for the structure of supraglacial debris. The presence of fine layers suggestive of mantle material and spanning the entire ∼30 m depth of one crater (Fig. 6a) suggests that thick supraglacial debris is present in at least some locations. The unconfined compressive strength of ice is on order of 10 s of MPa (Haynes, 1978), while cohesive soils typically have strengths of <1 MPa, with unconsolidated soils or regolith having zero to little compressive strength (Gertsch et al., 2008). While the exact strength contrasts required to produce terracing in craters are not well constrained, Quaide and Oberbeck (1968) produced terracing in their laboratory impact experiments with target strength contrasts of 140 kPa and 6.85 MPa. Therefore, the observed absence of terracing between layers appears to require a reduction in the strength contrast with ice through significant strengthening of the supraglacial debris layer (Senft and Stewart, 2007). Cementation of the debris by pore ice is one possible strengthening mechanism (Gertsch et al., 2008), and would imply a gradational contact between the debris and underlying glacial ice. The absence of near-surface reflectors in SHARAD radargrams (Section 4.3.1) is consistent with a gradational contact and hence absence of a dielectric contrast.

A gradational contact between supraglacial debris and glacial ice is at odds with the sharp contacts observed for debris-covered glaciers on Earth, such as Mullins Valley glacier (Marchant et al., 2002; Marchant and Head, 2007; Mackay et al., 2014). If correct, a gradual increase in ice content across the debris-ice interface for LDA, LVF, and CCF requires a mechanism to generate pore ice. It is possible that the deposition of ice-containing mantle on top of LDA, LVF, and CCF raised the ice table within the debris or reversed the water vapor gradient such that water was driven into subsurface pore space. Another possibility is that LDA, LVF, and CCF were warmer in the past, which lowered the ice stability depth and drove sublimation toward depths deeper than the current ice table. Subsequent cooling of the LDA, LVF, and CCF and rising of the ice table to its present depth would have allowed any water vapor to migrate through the debris and fill the available pore space up to the ice table. This could imply higher surface temperatures in the past, possibly related to periods of low obliquity, where temperatures in the mid-latitudes were higher than present (Branson et al., 2017). Future models and measurements should attempt to better test the hypothesis of a gradational contact and the mechanisms for producing it. For example, confirming the presence or absence of ice within mantle with orbital data or future landed missions and modeling of water vapor migration through the supraglacial debris under different stratigraphies and climate scenarios would help to determine if the mechanisms offered above are plausible. Future radar sounding instruments at frequencies of a few hundred MHz and vertical resolutions of <1 m could help to further constraint how ice and debris content vary with depth. Although likely cost prohibitive, a more direct way to assess ice content with depth would be to drill or excavate through meters of the debris with future landed missions.

4.2.3. Ice exposed in crater walls

The estimated 10 Ma survival timescale for well-preserved craters (Fig. 17; Section 3.6) suggests that, as a population, they have experienced large changes in insolation and climate conditions since their
In particular, the craters would have been subjected to insolation and ice and dust depositional changes associated with large swings in Mars’ obliquity, including ~100 kyr cycles with swings of 20° (Head et al., 2003; Laskar et al., 2004). Further, at 5 Ma, the mean obliquity changed from a mean value favorable to ice deposition in the mid-latitudes near 35° (Madeleine et al., 2009, 2014) to a mean value more favorable to sublimation near 25°. Many excursions above 30° obliquity over timescales of 20–40 kyr occurred in the past 5 Ma, leading to deposition of centimeters-thick ice layers that remained stable under dusty sublimation lags upon return to lower obliquity (Mustard et al., 2001; Head et al., 2003). Despite these swings in obliquity and episodes of mantle deposition, the morphology and depth-to-diameter ratios (Section 3.4) of well-preserved craters on LDA, LVF, and CCF suggest little modification of shape through this time period. This is also perplexing given the icy nature of the substrate they impacted into (Section 3.5). Recent modeling work (Dundas et al., 2015; Dundas, 2017) shows that crater-like depressions within icy regolith exhibit observable rounding and widening of the rim and shallowing of the crater floor within a few million years. Observations of expanded secondary craters in other parts of the mid-latitudes (Viola et al., 2015) also suggests that icy near-surface layers act rapidly to modify small crater shapes. Based on these results, we expect that craters formed within nearly pure glacial ice, as is the case for most of the craters studied, would undergo even more rapid modification.

To help explain this apparent contradiction in observations, we investigated the role that supraglacial debris layer thickness and debris slumping have in reducing the amount of ice exposed in craters during their formation. The debris layer will act to limit ice exposed to sublimation by forming the upper fraction of the crater wall and contributing to material that is slumped into the crater center (Fig. 18). If not further inhibited, later post-impact sublimation of the exposed ice (which is not included in the model) would act to modify this initial crater shape through undermining of the overlying debris layer. We modeled the surface area of ice exposed by a crater using an analytical geometric model developed from observations of terrestrial simple impact craters (Grieve and Garvin, 1984). The model approximates the shape of the transient cavity and final crater by paraboloids, with slumped material estimated by the volumetric difference between the original ground plane and the displaced debris and resulting debris lining is minimal or absent. Our geometric model also does not consider the “injected” target material that is displaced downward and outward by the excavation flow field (e.g., Croft, 1980). While the top ~1/3 of the crater is ejected out of the crater, the bottom ~2/3 is displaced or “injected” into the target, resulting in a deeper crater and formation of the structural rim uplift. Unexcavated layers will therefore be displaced outward and compressed to line the transient cavity and final crater. In the case of our two-layer stratigraphy, when the excavation depth is near or shallower than the debris layer thickness (dice ≤ d_debris), debris that is not excavated will be displaced to line the bottom and walls of the crater. The thickness of this lining is difficult to estimate without numerical modeling or experiments, however compression during displacement will compact the debris so that its final thickness is much less than its original thickness (Croft, 1980). Depending on the thickness of the lining, slumping may or may not expose ice in the crater walls. We estimate that when t_debris ≥ d_e or t_debris/d_e ≥ 0.29 in our model (assuming d_e = 0.1D_e), a sufficiently thick debris lining may be present to protect ice in the crater walls that would otherwise be exposed after slumping. When t_debris < d_e, excavation is below the debris layer and the displaced debris and resulting debris lining is minimal or absent. For the case when t_debris = 25 m, craters < 250 m in diameter will have excavated exclusively into the debris layer and a combination of the exposed debris layer, displaced debris lining, and slumped debris will act to protect any exposed glacial ice in the crater. Craters > 250 m would have fractions of exposed ice near the values estimated in our simple geometric model (i.e., f_ice > 20%; Fig. 19b)

More complete numerical modeling of impacts into debris-covered ice and post-impact sublimation of near-surface ice along with additional morphometric measurements should be conducted to further evaluate the importance of the myriad of processes acting to modify these craters post-impact.

4.3. Radar constraints

4.3.1. Absence of near-surface reflectors

From our analysis of 648 SHARAD radargrams (Section 2.8.1), we...
found no candidate near-surface returns that could be confidently attributed to reflections off a subsurface interface between supraglacial debris and glacial ice. In contrast, returns from the base of the LDA and LVF are prevalent and often appear as high-power returns, with little apparent attenuation (Fig. 7a and Plaut et al., 2009).

The simplest explanation for the lack of near-surface reflectors in SHARAD radar data is a supraglacial debris layer that is thinner than the ~10 m vertical resolution of SHARAD. However, the above morphologic evidence suggests the presence of a mantle and rockfall component for the debris layer that, together, may be tens of meters in many locations, which should be detectable by SHARAD. To test the potential of supraglacial debris to produce an observable reflection that can be resolved in SHARAD radargrams, we first used a simple two-layer radar transmission model (Appendix D) and predicted travel times (Appendix B) to investigate the expected power and two-way return times of reflections off the base of the debris layer in contact with glacial ice.

Little dielectric contrast is needed to produce a reflection that is greater in relative power than the expected radar sidelobes (Fig. 20a). For example, the interface between a 15-m thick debris layer and glacial ice having a real permittivity ($\varepsilon_r$) of 3.15 will produce a radar reflection with a relative magnitude dependent on the debris layer’s permittivities and loss properties, commonly evaluated through the loss tangent. The loss tangent, $\tan \delta$, of a material is the ratio of the imaginary to real components of the permittivity and varies with composition and structure of the material (Campbell, 2002). For $\tan \delta = 0.01$ for the debris layer (fairly high for fine-grained, low density deposits), permittivities of <2.85 or >3.6 will produce returns above the power of both the first and second sidelobes (Fig. 20a). Smaller loss tangents reduce this range only slightly. With the exception of the highest loss tangents, these results also do not change significantly with increasing thickness of the debris layer. The above model is for a sharp contact between debris and ice. However, a gradational contact between the debris layers and glacial ice is possible, and would not produce a strong radar return, as the change in permittivity would be too gradual to be detected by SHARAD. This may be likely if a lag builds up from below the debris layer as the interfacial ice sublimes through vapor diffusion and deposits its suspended sediments (Section 4.1.3). However, a mechanism to fill pore space with water ice appears to be required (Section 4.2.2).

We also find that much overlap is expected between the time-delays of returns from a debris-ice contact and expected sidelobe pattern (Fig. 20b). We investigated a range of debris layer thicknesses from 15 m to 50 m and permittivities between 2 and 5 in our model. Since a single pixel in SHARAD radargrams is 0.0375 µs, we identified any modeled returns with time-delays of 0.24 ± 0.04 µs or 0.42 ± 0.04 µs as coinciding with a sidelobe. Considering that $\varepsilon_r$ for the debris layer is most likely ≥3.5 due to its rock content (Section 4.1), we find that layer
thicknesses of near 15–20 m will significantly overlap with the first sidelobe and layers ~30–35 m will significantly overlap with the second sidelobe (Fig. 20b). Therefore, layers with thickness of between ~20–30 m and >40 m will yield the best opportunity of being resolved by SHARAD.

Based on the above models and regions with debris cover likely >10 m (Section 4.2), we suggest that the absence of near-surface reflectors in SHARAD data is likely due to a lack of contrast in permissivity due to a gradational contact between the debris layer and glacial ice. This is also consistent with the lack of terracing within craters and activity due to a gradational contact between the debris layer and glacial reflectors in SHARAD data is likely due to a lack of contrast in permittivity. How thick can a supraglacial debris layer be and still be consistent with observations, constraining $t_1$ to be near 4.0 and $t_2$ to be <25 m on average (Fig. 21b). Greater permittivities or thicknesses for the debris layer result in greater attenuation and resulting returned powers that are less than observed. However, the basal reflector shows a great range in values based on our observations (Section 3.5; Table S7), with a standard deviation about the mean of ± 8.2 dB. This range allows for a great variety of plausible debris thicknesses, which is consistent with the heterogeneous nature of debris properties observed across the study area (Sections 3.1 and 3.2). We also did not include the effects of surface roughness in our model, which would act to further attenuate the signal, leading to an even greater reduction in the power of the basal return and requiring very low internal losses in the upper debris layer (Petersen et al., 2017).

In summary, constraining the thickness of the supraglacial debris layer is difficult without improved constraints on the radar properties and basal topography of LDA, LVF, and CCF. If we assume average values for the thickness, radar return power at the base, and bulk $\varepsilon$ of LDA and LVF, the debris layer is estimated to be <25 m with $\varepsilon$ ~4.0. This is also consistent with the lack of near-surface reflections in SHARAD radargrams (Section 4.3.1). However, there is much variability in the power of the basal returns and basal topography that allow for debris layers that are thicker and with higher $\varepsilon$ (Petersen et al., 2018). More fully characterizing the variability in radar properties of the LDA, LVF, and CCF basal reflections should help to better constrain the range of possible thicknesses and dielectric properties of the debris layer from radar data alone (Petersen et al., 2017; 2018).

4.3.2. Radar constraints on debris thickness

Despite the lack of distinct near-surface reflectors (Section 4.3.1), it is still possible to place constraints on the thickness and dielectric properties of a supraglacial debris layer using the characteristics of the observed LDA and LVF basal returns (Sections 2.8.2 and 3.5). Previous work has estimated a bulk permittivity of 3.15 for LDA, which is that of nearly pure ice with a <10% internal rock fraction (Holt et al., 2008; Plaut et al., 2009). This was based on observations of alignment between the base of the debris layer and corrected radargrams and the adjacent flat-lying plains. Recent measurements of 507 SHARAD radargrams over LDA and LVF (Petersen et al., 2018) show that the real permittivity is 3.2 ± 1.2 for all LDA and LVF in Deuteronilus Mensae. The large uncertainty was attributed to uncertainties in estimating the basal topography of the features, which is used to constrain the value of the permittivity. How thick can a supraglacial debris layer be and still be consistent with these assumed bulk values? For a two-layer stratigraphy, such as a debris layer on ice, the bulk permittivity of the layers will be proportional to the thickness of each layer:

$$\varepsilon_b = \sum \left( \frac{t_i}{\varepsilon_i} \right)$$

where $\varepsilon_b$ and $t_i$ are the bulk and individual layer permittivities and $t_b$ and $t_i$ are the bulk and individual layer thicknesses, respectively.

To be consistent with the estimated value of $\varepsilon_b = 3.15$ (Holt et al., 2008; Plaut et al., 2009), a debris layer thickness ($t_1$) is required to be zero if the permittivity of the debris layer ($\varepsilon_1$) is different from 3.15 and the permittivity of glacial ice is known for certain to be $\varepsilon_2 = 3.15$ (Fig. 21a). However, as Petersen et al. (2018) show, the average permittivity value for LDA and LVF in Deuteronilus Mensae has a large uncertainty of ± 1.2, or nearly ± 40%. If a 5% uncertainty in $\varepsilon_b$ can be constrained for some LDA with well-defined basal topography, a maximum debris thickness near 80 m is allowable for $\varepsilon_1 = 4.0$ and near 40 m for $\varepsilon_1 = 5.0$ (Fig. 21a). A 10% uncertainty allows for layer thicknesses >100 m, and a 25% uncertainty allows for a maximum thickness of near 40 m. A debris layer thickness of <10 m is most consistent if $\varepsilon_b$ is known to be ±3.2. Clearly, additional work is needed in order to further reduce the uncertainties in $\varepsilon_b$ across the mid-latitudes of Mars. Without these constraints, a wide range of debris thicknesses is possible when examining bulk permittivity alone.

We can further help to constrain the thickness of the debris layer by examining how attenuation through the debris layer affects the radar signal returned from the base of the LDA and LVF (Fig. 21b). The degree of radar attenuation will be affected by the assumed permittivity, thickness, and loss tangent of the layers (Appendix C). We modeled the reflection and transmission of the radar signal through a simple three-layer stratigraphy of debris, ice, and basement rock (Appendix C). We assumed $\varepsilon_2 = 3.15$ and $t_2 = 396 – t_1$ (in meters) for the ice layer, calculated from the average of our LDA and LVF thickness measurements (Section 3.5) and $\varepsilon_3 = 8.0$ for the basement rock, which is consistent with a volcanic origin of plains material in the region that is assumed to extend beneath the LDA and LVF (Chuang and Crown, 2009).

We modeled the returned power of the radar signal reflected off the base of the glacier by varying $\varepsilon$, $t_1$, and $\tan \delta$ for the debris layer and comparing against an average return value of ~4.5 dB (relative to the surface reflection; average value from measurements in Sections 2.8.2 and 3.5). We investigated a debris layer with moderate loss properties ($\tan \delta = 0.001$) and high loss ($\tan \delta = 0.01$) for $\varepsilon_1 = 4.0$, 5.0, and 6.0 (Fig. 21b).

Only two models produce basal returns with enough power to be consistent with observations, constraining $t_1$ to be near 4.0 and $t_2$ to be <25 m on average (Fig. 21b). Greater permittivities or thicknesses for the debris layer result in greater attenuation and resulting returned powers that are less than observed. However, the basal reflector shows a great range in values based on our observations (Section 3.5; Table S7), with a standard deviation about the mean of ± 8.2 dB. This range allows for a great variety of plausible debris thicknesses, which is consistent with the heterogeneous nature of debris properties observed across the study area (Sections 3.1 and 3.2). We also did not include the effects of surface roughness in our model, which would act to further attenuate the signal, leading to an even greater reduction in the power of the basal return and requiring very low internal losses in the upper debris layer (Petersen et al., 2017).

In summary, constraining the thickness of the supraglacial debris layer is difficult without improved constraints on the radar properties and basal topography of LDA, LVF, and CCF. If we assume average values for the thickness, radar return power at the base, and bulk $\varepsilon$ of LDA and LVF, the debris layer is estimated to be <25 m with $\varepsilon$ ~4.0. This is also consistent with the lack of near-surface reflections in SHARAD radargrams (Section 4.3.1). However, there is much variability in the power of the basal returns and basal topography that allow for debris layers that are thicker and with higher $\varepsilon$ (Petersen et al., 2018). More fully characterizing the variability in radar properties of the LDA, LVF, and CCF basal reflections should help to better constrain the range of possible thicknesses and dielectric properties of the debris layer from radar data alone (Petersen et al., 2017; 2018).

4.4. Origin of LDA, LVF, and CCF surface textures

We suggest that the present variety of LDA, LVF, and CCF surface textures is mainly the result of emplacement and dissection of top ice-dust mantle layers, which act to modify underlying glacial structure. We suggest that the flow patterns/lineations and glacial structure of LDA, LVF, and CCF supraglacial debris are initially established within the layer of supraglacial rockfall. The rockfall is then covered by initially draping top layers of icy dust that are fractured due to tensional stresses arising from drape folds and thermal contraction and which are further modified by subsequent sublimation and thermal processing of internal ice, including enhancement along surface-breaking fractures (Mangold, 2003). In this way, the top mantle creates a topographic signature that is inherited from the underlying glacial structure but is further modified through sublimation of subsurface ice, thermal contraction, and erosion.

As shown, LDA, LVF, and CCF textures vary spatially across the region (Sections 2.2 and 3.1). There is clear clustering of texture development index (TDI) values (Fig. 4) that may result from a combination of latitude-dependent processes or variations in local geology or micro-climate. Latitude dependence of icy landforms on Mars has been interpreted to result from climate change induced by recent spin-axis obliquity variations (e.g., Head et al., 2003), with higher obliquity than present facilitating deposition of icy dust or mantle in the mid-latitudes. Upon return to lower obliquity, the mantle at the lowest latitudes is thermally unstable and is dissected through sublimation of internal ice and aeolian erosion. In line with previous workers (e.g., Mangold, 2003) we suggest that a similar process might be controlling the development of the major textural trends at the surfaces of LDA,
Our observations indicate thicker or less dissected mantle on LDA, LVF, and CCF northward of 44°N, including surfaces with low TDI that are dominated by plateau and furrow textures and often lack lineations and “brain terrain” patterns (Fig. 5e). Low TDI values are also associated with slightly lower values of TES thermal inertia (Fig. 8b), which is consistent with greater coverage by mantle in these regions (Fig. 13). South of 44°N, the plateau and furrow textures and mantle patches are absent, and more typical LDA, LVF, and CCF stippled or “brain terrain” textures with high TDI values are present. Further, high thermal inertia areas in the southern part of the study area (Fig. 13), corresponding to high surface boulder abundance and lack of mantle ridges, suggest possible removal of mantle or initially thinner mantle deposits at these locations. The latitude dependence of mantle modification is consistent with previous studies identifying dissection of ice-dust mantle units within 30° to 50° north and south latitude (Head et al., 2003; Milliken et al., 2003), and is consistent with the modeled stability of recently emplaced ice sheets on Mars (Schorghofer and Forget, 2012). Similar observations are reported for LDA in Tempe/Mareotis (Chuang and Crown, 2005; van Gasselt et al., 2011), where less prominent lineations are interpreted to result from the better preservation of mantle in this region compared with other regions such as Deuteronomius Mensae and in Eastern Hellas. Any latitude trend in texture would also be modulated by local variations in geology (e.g., headwall lithology, topographic catchments for accumulating airfall, etc.) or erosional processes (e.g., enhanced aeolian activity), explaining clusters of TDI values that deviate from the latitudinal trend (Fig. 4).

Our comprehensive analysis of crater landforms and crater size-frequency distributions in the study area (Baker and Carter, 2019) further suggests that the thick mantle units that we interpret as responsible for many of the LDA, LVF, and CCF textures were repeatedly deposited and modified during the Middle Amazonian to Late Amazonian starting from the cessation of glacial flow ~500 Ma through to ~100 Ma. This interpretation is based on the distinction between the size-frequency distributions of bowl-shaped craters, which are not modified by mantle layers, and so-called “ring-mold craters” (Kress and Head, 2008), which are interpreted to largely result from modification by thick mantle units (Baker and Carter, 2019). This interpretation is also consistent with other studies examining crater size-frequency distributions and crater morphology on LDA, LVF, and CCF (Mangold, 2003; Berman et al., 2015). These episodes of mantle emplacement are distinctly older than more recently emplaced (~2 Ma) and thinner latitude-dependent mantle (Mustard et al., 2001; Head et al., 2003), which has also been shown to drape and modify portions of LDA, LVF, and CCF surfaces (Levy et al., 2010). The older >100 Ma age also suggests that the mantle could be recording the results of longer-term average trends in obliquity, and not just the most recent obliquity excursions over the past 2 Ma. If correct, the present textures on LDA, LVF, and CCF surfaces are the net result of hundreds of millions of years of accumulation and erosion of icy dust that post-date the end of major glaciation ~500 Ma and have continued until the present day.

5. Conclusions and implications for accessibility of ice

We present evidence for at least a two-layered structure for subglacial debris of LDA, LVF, and CCG on Mars, which is summarized in Fig. 22. Layered mantle consisting of atmospherically emplaced dust and ice superposes boulder-rich sediment derived from rockfalls at the glacier headwalls. These rockfalls were glacially transported downslope to create a broad debris cover and narrower bands of concentrated debris that resemble terrestrial medial moraines. Downwasting of glacial ice over the features’ >400 Ma age would have thickened this rockfall layer through development of a sublimation lag of sediment that may be a mixture of dust and larger clasts. The entire sediment package is at least a few meters thick and is more likely tens of meters in thickness, varying with the presence of mantle, latitude, and with distance from the headwall. The addition of many episodes of ice and dust deposition and erosion throughout the Amazonian have created a surface stratigraphy and surface terrain on LDA, LVF, and CCF, interpreted to be martian debris-covered glaciers, that is unique compared to terrestrial glaciers. The lack of terracing in craters formed within LDA, LVF, and CCF and the absence of near-surface reflectors in SHARAD radar data further suggest that no strong contrasts in permittivity or strength occur at the interface of the layers. This could result from a gradation in debris and ice content between the layers or more broad gradation in properties from the surface to pure glacial ice. Fully characterizing LDA, LVF, and CCF radar properties and additional modeling of crater modification in icy terrains are needed to provide improved constraints on the thickness of the debris.

While the estimated volumes of LDA, LVF, and CCF suggest the presence of massive reservoirs of non-polar ice at these locations, their accessibility is a limiting factor in remotely studying and using these reservoirs during future landed missions. The most advanced Mars robotic drilling techniques in development require ideal overburden thicknesses of less than a few meters (Hoffman et al., 2017). If correct, our observations of a debris layer that is a few to tens of meters in
thickness in many locations would present severe technical challenges for future robotic and human exploitation of these valuable water resources. The presence of a layer of rockfall or sublimation till with clasts up to ∼1 m in size would also present an obstacle for future technologies. Even on Earth, remote drilling within this type of material and on this scale is logistically challenging but feasible with the right equipment and resources (Hoffman et al., 2017). Future missions should seek out locations with the thinnest debris cover. Our observations suggest that these locations are most likely in regions with thin or no mantle cover and near the glacial headwalls but downslope of recent rockfall deposits. Possible ice layers within mantle superposing LDA, LVF, and CCF also could be a potentially more accessible water reservoir that may help pave the path toward later accessing glacial ice at depth. A future orbital or flight mission with a radar instrument at higher frequency than SHARAD would help to better map the depth to the seemingly abundant massive ice deposits in the mid-latitudes of Mars.
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Appendix A. Crater diameter and depth measurements

Crater depths were measured using two techniques: shadow length measurements and CTX DEM measurements (see Tables S3 and S4 for measurements). Shadow measurements were made on 61 CTX images and three HiRISE images with favorable solar incidence angles 55° ≥ i ≤ 80° (Daubar et al., 2014). Daubar et al. (2014) found that incidence angles less than this range produced anomalously low crater depth values and were therefore excluded from the analysis. A total of 56 craters ≥250 m in diameter that were covered by the images were measured. GIS software was used to first automatically draw a guide line from the mapped crater center to one crater radius in the direction of the solar azimuth angle for each image. The guide lines were then used to manually measure the geodesic distance from the crater rim to the tip of the shadow based on established methods summarized in Daubar et al. (2014) and based on the work of Chappelow and Sharpton (2002) and Barnouin et al. (2012). The tip of the shadow was taken as the mid-point between the observed complete shadow and diffuse shadow. The average of three measurements were taken for each crater; a total of 375 measurements of shadow length were collected. Measurements were made from multiple images if covering a single crater; 31 craters (over half) had two or more images. We also noted the shadow shape and inferred the interior crater geometry based on the methods of Chappelow and Sharpton (2002). Depth was calculated using the average shadow lengths, image geometry information, and appropriate formula based on the observed shadow geometry [Eqs. (A5), (A6), and (A7) in Daubar et al. (2014)]. Often, shadow geometries appeared differently in different images or were ambiguous between two geometries. For these cases, we averaged the calculated depths for all possible geometries to produce a single final depth for each crater.
Depths were also calculated from CTX DEMs (Fig. A1b). Possible CTX stereo image pairs were selected based on recommended image geometry limits described in Becker et al. (2015) and using the USGS Planetary Image Locator Tool (PILOT) (https://pilot.wr.usgs.gov/). A total of 17 CTX stereo pairs that covered 25 craters ≥250m with nearby SHARAD tracks (Section 2.8.2) were selected for DEM production. DEMs were produced using USGS ISIS and Ames Stereo Pipeline (ASP) tools, as described in Moratto et al. (2010) and NASA Ames Research Center Intelligent Robotics Group (2017). Each DEM was tied to MOLA PEDR data and the martian areoid. Crater depth was calculated from the DEM as the difference between the crater rim elevation and the interior minimum. The rim crest of each crater was first manually traced from the rectified CTX image produced as an output of the ASP processing. A rim elevation value was then calculated from the average of DEM elevations at 100 equally spaced points along the rim trace. An interior minimum was calculated as the first percentile of all DEM pixels within the rim trace. The first percentile was chosen to avoid the possible effects of anomalously low elevation values or artifacts in the DEM.

Appendix B. LDA and LVF thickness measurements

For each SHARAD radargram, we identified a LDA, LVF, and CCF surface reflection and a basal reflection over a ten-pixel region in the range direction generally centered on the crater. The surface reflection was identified as the highest power value within a five-pixel buffer in the radargram sample direction surrounding the predicted surface based on MOLA gridded topography. The basal reflector was identified by first manually tracing the reflector in a subscene of the radargram. The final reflector was then automatically chosen as the highest power values within a five-pixel buffer in the sample direction surrounding this trace. The thickness of the glacier \( t \) was then calculated from the velocity of the signal in the subsurface \( v \) and the one-way travel time of the signal \( l \):

\[
t = vl
\]

The velocity was calculated as

\[
v = \frac{c}{\sqrt{\epsilon}}
\]

where, \( c = 3 \times 10^8 \text{m/s} \). Consistent with previous estimates (Holt et al., 2008; Plaut et al., 2009), we assume \( \epsilon = 3.15 \), which is the real permittivity of ice. The one-way travel time was calculated as

\[
l = \frac{pn}{2}
\]

where, \( p \) is the two-way travel time of one pixel (37.5 ns) and \( n \) is the number of pixels between the surface and basal reflector. We report the final glacier thickness as the mean of thicknesses measured at each radargram column within the range buffer. Uncertainties are presented as \( +/− \) one standard deviation from the mean (supplementary Table S7).

Each radargram was also compared to clutter simulations of surface echoes to verify that the identified basal reflectors were indeed due to subsurface interfaces (Fig. 7). Those reflections observed in the radargrams and not in the simulations were interpreted to be true reflectors at the base of the LDA, LVF, and CCF. We did not measure thicknesses for those radargrams obscured by surface echoes or where no basal reflector was present.

Appendix C. Crater debris slumping model

The shape and amount of debris slumped into a crater was modeled after the analytical expressions of Grieve and Garvin (1984), which compare well with field observations of the breccia lens and dimensions of terrestrial impact craters. Please refer to the appendix in that paper for a description of the model and relevant equations. We describe only the main features of the model here, with main parameters shown in Fig. C1. During crater formation, a paraboloid-shaped transient cavity is formed with a radius at the surface \( R_{tc} \) and a depth \( d_t \) where

\[
d_t = R_{tc}/2^{0.55}
\]

(Dence, 1973). The radius of the transient cavity rim crest \( (R_{rc}) \) is measured above the surface due to the structural uplift and ejecta material. For simple craters, the diameter of the transient cavity is increased by slumping of material into the crater, expanding \( R_{rc} \) by a factor of approximately 1.19 and reducing the floor depth (Grieve and Garvin, 1984; Melosh, 1989). The final crater has a final rim-crest radius \( R_f \) and a final depth after slumping, \( d_f \), that is approximately 0.2\( R_f \) (Section 3.4). To approximate the amount of debris slumped inside the crater, we estimate the geometry of the transient cavity and the final crater by paraboloids, with the final crater depth prior to slumping equal to \( d_t \). The rim uplift for the final crater, \( h_f \),
is given from morphometric measurements of craters <5 km from Watters et al. (2015) and was assumed to be 0.03R_e. A slope of 10° is assumed for the uplift profile (Grieve and Garvin, 1984) to approximate the location of the transient crater rim crest.

The volume of material slumped into the crater is calculated as an integral of revolution of the section between the transient and final crater paraboloids and the structural rim uplift above the surface. Due to the excavation into glacial ice, only a fraction of the slump material will be debris in our model. To calculate the amount of debris, we integrated from the base of the debris layer to the top of the rim profile. When the thickness of the debris layer is less than the excavation depth, a fraction of the rim uplift will be ice since it consists of both structural uplift and ejecta. For simplicity, we estimate the fraction of ice as the ratio of the thickness of the debris layer to the depth of excavation below the surface. The choice in estimating the ice fraction will have limited effect on the results due to the relatively small volume of the rim uplift compared to the rest of the slumped volume.

We assume that slumped ice is quickly sublimated and does not contribute to the interior debris cover. The remaining debris fraction is assumed to form a lens at the bottom of the crater, with a depth determined by the volume of debris and shape of the final crater paraboloid (Fig. 18). We expect that slumped debris will not be stable on the crater wall and will slide to fill the bottom of the crater. If the walls of the crater are ice, the static coefficient of friction between it and slumped debris is estimated to be near 0.5 or a slope of 26.6° based on lab experiments between sand and ice blocks (Barker and Timco, 2003). Based on this static case and paraboloid geometries, all but the bottom 10% of the crater will be unstable to debris; slump debris coating the majority of the crater wall is therefore not expected.

**Appendix D. Radar transmission model**

A simple model for the transmission and reflection of radar waves through a layered target may established if the real permittivity ($\varepsilon$), the loss tangent ($\tan \delta$) and the thickness ($t$) of each layer are known or estimated. The power reflected off the bottom of some $n$th layer for an $n + 1$ layer stratigraphy can be written as

$$P_f = P_0 R_0 \prod_{i=1}^{n} A_i^{-1} T_i^{-2}$$

(5)

where $P_f$ is the final returned power, $P_0$ is the initial nadir incident power at the surface, $T_i$ is the power fraction transmitted through the top of the $i$th layer, and $R_i$ is the power fraction reflected from the bottom of the $i = n$ layer of interest. Reflection and transmission through an interface when the incident angle at the surface is zero can be found by

$$R_i = \left( \frac{\sqrt{\varepsilon_i+1} - \sqrt{\varepsilon_i}}{\sqrt{\varepsilon_i+1} + \sqrt{\varepsilon_i}} \right)^2$$

(6)

$$T_i = 1 - R_i$$

(7)

The one-way attenuation ($A$) upon passage through a layer can be written as (Campbell, 2002)

$$A_i = e^{-\alpha_i t}$$

(8)

$$\alpha_i = \frac{1}{\lambda} \left[ \frac{\varepsilon_i}{2} \left( \sqrt{1 + \tan^2 \delta_i} - 1 \right) \right]^{n+1.5}$$

(9)

where $\lambda$ is the SHARAD center wavelength (15 m). The values used for the two models described in Section 4.3 are given in Table D1.
Table D1. Parameters for radar transmission models.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Model 1</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure</td>
<td>20a</td>
<td>21b</td>
</tr>
<tr>
<td>Layers</td>
<td>air-debris-ice</td>
<td>air-debris-ice-basement</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>2.0–1.0</td>
<td>4.0, 5.0, 6.0</td>
</tr>
<tr>
<td>$\tan \delta_{\text{air}}$</td>
<td>0.01, 0.001</td>
<td>0.01, 0.001</td>
</tr>
<tr>
<td>$\delta_{\text{air}}$</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>$\tan \delta_{\text{debris}}$</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>$N$</td>
<td>10</td>
<td>15–50</td>
</tr>
</tbody>
</table>

For all models: $\epsilon_{\text{air}} = 1$ and $\tan \delta_{\text{air}} = 0$.
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