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1 INTRODUCTION

1.1 Marsbees — Bioinspired Mars Flight Vehicles

Mars exploration has received significant interest from academia, industry, government,
and the general public. Despite continued interest, flying on Mars remains challenging, mainly
due to the ultra-thin Martian atmospheric density. Although the gravitational acceleration on
Mars is 38% of Earth’s 9.8 m/s?, the Martian atmospheric density is only 1.3% of the air density
on Earth. The aerodynamic forces are proportional to the ambient fluid density. Therefore, flying
near the surface of Mars has been considered nearly impossible.

The proposed mission architecture (Fig. 1) consists of a Mars rover (already existing) that
serves as a mobile base for Marsbees - a deployable swarm of small bioinspired flapping wing
vehicles. In one ConOps scenario, each Marsbee would carry an integrated stereographic video
camera and the swarm could construct a 3D topographic map of the local surface for rover path
planning. These flying scouts would provide a “third-dimension” to the rover capabilities [1]. In
other scenarios, each part of the swarm of Marsbees could carry pressure and temperature
sensors for atmospheric sampling, or small spectral analyzers for identification of mineral
outcroppings. In each scenario, the rover acts as a recharging and deployment/return station and
data and communication hub.

Human exploration of Mars is one of the major objectives of NASA and commercial
entities such as SpaceX and Boeing. The identified innovations unique to the bioinspired
flapping Marsbee provide viable multi-mode flying mobility for Martian atmospheric and terrain
exploration. A swarm of Marsbees provides an enhanced reconfigurable Mars exploration system
that is resilient to individual component failures. These Marsbees can carry sensors and wireless
communication devices in combination with a Mars rover and helicopters. These enhanced
sensing and information gathering abilities can contribute to the following NASA Mars mission
objectives: 1) “Determine the habitability of an environment”, ii) “Obtain surface weather

Marsbee
* one payload module
* GNC and data transmission

* recharge station
» sensor module unit
» communication to main base

Figure 1. Marsbee architecture.




measurements to validate global atmospheric models”, and iii) “Prepare for human exploration
on Mars” [2]. Various commercial entities, e.g. SpaceX [3] and Boeing [4], are investing in
technologies to transport humans to Mars.

1.2 Challenges to Flying on Mars

The force balance between a vehicle’s weight and lift (Eq. 1) effectively summarizes the
challenges to flying on Mars. In cruise flight, the wing lift 7 offsets the weight W as

1
W =mg =L=5pmarsU2SCL (1)

where C, is the lift coefficient, and g and p  are the Martian gravitational acceleration
and atmospheric density, respectively. U is the reference velocity, m is the vehicle mass, and S
is the wing planform area. Although g is about one-third of the gravitational acceleration on

Earth, the average Martian atmospheric density is only 1.3% of the air density on Earth [5,6] (see
Fig. 2 with Mars Pathfinder data [7]). Aerodynamic forces are proportional to the ambient fluid
density, implying that conventional terrestrial flight vehicle designs generate insufficient lift on
Mars. Furthermore, oxygen is absent in the Martian atmosphere preventing the use of air-
breathing propulsion.

The low density also leads to a relatively low operational Reynolds number Re of
0(10%)-0(10%) [5,8]. The dynamic viscosity coefficient on Mars is 1.5x10 kg/(ms) [9], similar
to that on Earth - 1.8x107 kg/(ms). In these low Reynolds number regimes, the lift coefficients
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Figure 2. Mars Pathfinder data of the Mars atmospheric density [7].




of traditional fixed wing and rotary wing aircraft are significantly reduced [8,10]. To augment
the reduced lift coefficient C;, all conventional aircraft designs must fly faster (higher /) with a
much lower wing loading m/S to compensate.

1.3 Prior Mars Flight Vehicle Designs

Several intriguing aerial vehicles have been proposed to overcome the challenges
associated with flying on Mars. Dr. Aono, our international collaborator, provides a
comprehensive review of these vehicles [6]. The Aerial Regional-scale Environmental Surveyor
(ARES) is a rocket-powered, robotic airplane platform that was intended to aid the NASA Mars
Exploration Program [11-16]. The prototype was designed to fly at Martian altitudes between 1
— 2 km. However, the ARES design does not permit landing on the Martian surface. The Mars
Gashopper was a propulsion concept for a robust Mars flight vehicle that used CO» propellant to
enhance mobility [17]. To explicitly tackle the issue of the low-density atmosphere, freely falling
concepts [18] and Mars balloons [19,20] have also been proposed.

Insect-inspired lift production has also been considered to achieve flight on Mars. The
Entomopter [21,22] is a flapping wing vehicle that uses a blown wing concept for lift
enhancement. The Solid State Aircraft [23] is a solar-powered flapping wing aircraft that
employs recent advancements in material science. However, both the Entomopter and the Solid
State Aircraft designs are scaled-up versions of insects. The increase in the size of a vehicle
generally yields a proportionally greater weight. When the wing length scale doubles, the wing
area quadruples, and the volume increases by a factor of eight. Without a significant reduction in
structural material density, a significant technological challenge, the vehicle weight will likewise
increase by a factor of eight. This large weight increase negates the increase in lift, which makes
it improbable for these vehicles to fly on Mars. This prior research in bio-inspired flight on Mars
employed simplified aerodynamic tools that could not accurately predict the complex, unsteady
flow resulting from flapping wing motion [21,22]. Most importantly, none of these designs have
been realized and thus the goal of flight on Mars is still an open problem.

1.4 Current Mars Flight Vehicle Designs

Resurgent interest in manned and unmanned exploration of Mars has revitalized research
into Mars flight vehicles. As a result, the likelihood of achieving flight on Mars is ever
increasing. NASA JPL is currently considering a Mars Helicopter, which is slated to fly on the
next Mars mission in 2020. While the Mars helicopter will likely be the first vehicle to achieve
flight on Mars, there is room for improvement in Mars flight technology. For example, the Mars
helicopter is limited to a purported 3 minutes of flight time each day [24], which may be a result
of the known efficiency loss incurred by using rotorcraft lift production in low densities [8].
Additionally, the Mars helicopter is very large, with a rotor diameter of over 1 meter [24], thus
requiring a large amount of transportation volume.

In light of these potential mission deficiencies inherent to rotorcraft, insect-inspired
solutions for lift generation provide another set of Mars flight vehicle designs that are efficient,



robust, and compact. Insects operate in the same low Reynolds number regime on Earth as is
present on Mars. They rely on unsteady aerodynamic mechanisms that are uniquely suited to low
Re environments and lead to a high C; [10]. This inspired the Marsbee design [25], which uses
insect-inspired flapping wing motion to exploit unsteady lift-enhancing mechanisms in order to
achieve lift in a Martian environment. This solution has been generated using a fully validated
Navier-Stokes equation solver, designed for flapping wings at low Reynolds numbers, tightly
coupled to a flight dynamics solver. This ensures that the resulting wing design and motion
produces sufficient lift to balance its weight in the Martian conditions.



2 PROPOSED MARSBEE DESIGN AND TECHNICAL INNOVATION

The initial size and mass estimates for a realizable Marsbee are based on two existing
terrestrial flapping wing vehicles. The first reference vehicle, the AeroVironment Nano
Hummingbird [26], was reported in 2012 to have a wing span of 16 cm and a mass of 19 grams
including motors, batteries, controls, communication, and color video camera. The fully
controllable vehicle was able to freely hover and fly forward at 6.7 m/s for approximately 10
minutes. The second reference vehicle, the hummingbird Micro-Air Vehicle (MAV) (Fig. 3)
[27,28], was developed by our Japanese collaborators. This vehicle weighs approximately 8
grams with motors, batteries, controls, and communications, but without a payload. This MAV
can currently fly controlled for 5 to 10 minutes. After researching the current state of battery and
sensor technology, we believe a 10 gram vehicle is currently realizable. Advances in
miniaturization and energy storage, as well as multi-functional structures, will enable a future
vehicle in the 6 gram range. Therefore, 6 grams is the nominal mass used in the following
discussion.

The enabling innovation is two-fold: 1) the use of dynamically scaled bioinspired motions
to benefit from the high unsteady lift coefficients produced by insects; and ii) harvesting the
kinetic energy of the flapping motions to reduce the inertial power and thus reduce the total flight
power consumption.

2.1 Dynamically Scaled Marsbees

A consequence of the low density on Mars is that the operational Reynolds number of
small flight vehicles is O(10%)-O(10%) [5,6]. The dynamic viscosity coefficient on Mars is
1.5x107 kg/(ms) [9], similar to that on Earth: 1.8x10 kg/(ms). In these low Re regimes, the lift
coefficients of traditional fixed wing and rotary wing aircraft are significantly reduced [8,10]. As
illustrated by Eq. (1), to match the reduced lift coefficient C;, all conventional aircraft designs
must fly faster (higher U) with a much lower wing loading m/S to compensate.

The proposed Marsbees are dynamically scaled to benefit from the high lift coefficients
Cr = O(1) produced by insects in these low Reynolds number regimes [10]. The Cr in Eq. (1) is

a function of a set of dimensionless parameters, C, = C,(Re, M ,k, AR) where M is the Mach
number, & is the reduced frequency, and AR is the aspect ratio [10,29,30]. The wing motions and
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Figure 3. Hummingbird MAYV [27,28].



geometric shapes should be designed such that the dimensionless numbers on Mars are within
the insect flight regime that guarantees C; remains high. Simply scaling up the wing size S or
increasing U by flying or flapping faster alters these dimensionless numbers, leading to a
reduced lift coefficient C; and, hence, lower lift L.

Table 1. Bioinspired Marsbee dimensionless parameters are within the insect flight regime,
benefitting from the high lift coefficients produced by insects. Marsbee solutions are determined
using this concept of dynamic similarity. R is the wing length, c is the mean chord. The speed of
sound on Mars, amars, is about 72% of that on Earth [8].

dimensionless parameter definition insect regime small 0.21 ¢ nominal 6 g
Marsbee Marsbee
Reynolds number, Re p.Uc/u 0(10%-10% [10] 121 740
Mach number, M U/ a.. <0.1 0.03 0.08
reduced frequency, k nfc/U 0.2-0.4[10,29] 0.32 0.32
aspect ratio, AR R/c 2-97[10] 3.3 3.3
dynamically similar? yes yes

Our preliminary results (Table 1) show that dynamically similar solutions exist for
various vehicle sizes: 1) A nominal-sized 6 gram Marsbee with a pair of 20 by 6 cm wings,
flapping at 20 Hz and; ii) a small 0.21 gram Marsbee with a pair of 5 by 1.5 cm wings, flapping
at 63 Hz. These motions and shapes yield dimensionless parameters that are within the insect
flight regime (Table 1). Furthermore, substitution of these parameters in Eq. (1), where U is the
maximum wing tip velocity, shows that these Marsbees yield sufficient lift to offset their total
weight including the increased wing mass. The small Marsbee results were used to obtain a
verified hover trim solution on Mars using a Mars flight simulator, which includes a fully
validated Navier-Stokes equation solver [25,30-32], fully coupled with a flight dynamics solver
[25,32]. The coupling between the Navier-Stokes equation solver and the flight dynamics solver
is necessary to properly model the effects of both the important unsteady lift enhancement
mechanisms [10,33] and the reduced gravitational acceleration environment on the resulting
dynamics. In Phase I, we determined and validated a range of bioinspired Marsbee solutions with
back of the envelope analysis (dimensional analysis as in Table 1 and lift requirement given by
Eq. (1)), high-fidelity Mars flight simulator, and physical experiments.

2.2 Power Reduction by Energy Harvesting

While the low-density Mars atmosphere poses a challenge to generate lift, the proposed
bioinspired flapping wing concept has the potential to benefit from the low-density environment
by substantially reducing the flight power consumption, implying an improved payload margin
and flight time.

Because of the ultra-low Martian density, the power consumption due to aerodynamic
damping (aerodynamic power) is orders of magnitudes smaller than the power needed for
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Figure 4. Projected flight times using flexible structures and projected advancements in
battery energy density.

accelerating and decelerating the wings during flapping (inertial power). Therefore, the total
power is dominated by the inertial power. A torsional spring at the wing root stores the wing
kinetic energy during the decelerating half-cycle to drive the next accelerating half-cycle,
reducing the inertial power when operating at resonance [34]. Whereas rotary wing concepts are
more mature in both design and control, this energy harvesting mechanism is uniquely suited to
flapping wing motions.

For a rigid wing structure, our Navier-Stokes equation calculations for our small Marsbee
solution in Table 1 show that hover flight time is 8 min (0.13 hrs) with commercially available
battery technology (Panasonic lithium-ion battery NCR18650B’s specific energy: 243Wh/kg).
Mounting a torsional spring at the wing root to reduce flapping inertial power can increase the
hover time to an estimated 37 min (0.62 hrs). For a bioinspired flexible wing design with both
the flapping and pitching inertial powers minimized, we expect the time to further improve to an
optimal value of 348 min (5.8 hrs), a more than 40 fold increase over the rigid wing design.
Assuming battery energy density increases to 400 Wh/kg by 2030 [35,36], an optimal
configuration can hover for 9.5 hrs in 2030 as shown in Fig. 4. Flexible wings can also be made
much lighter than a rigid wing, further enhancing the Marsbee performance.



3 PHASE 1 STUDY OVERVIEW

3.1  Project Approach

The proposed project combines expertise and talent from the US and Japan in a
multidisciplinary effort to revolutionize the sensing and information gathering abilities on Mars.

3.2  Work Plan: Objectives

The objective of Phase I was to demonstrate that the proposed Marsbee can fly on Mars
and to quantify the nominal power required, payload margin, and flight time. Also, the Marsbee
architecture was assessed in the context of its proposed mission. Six specific objectives were to
be addressed during Phase I, which were proposed as follows:

Objective 1. Determine the dynamically similar wing shape and motion that can hover in the
Martian atmosphere.

Equation (1) and the dimensionless parameters (Table 1) will be used to determine the
shape and motions of the dynamically similar Marsbees as a back of the envelope
analysis. The Navier-Stokes and the flight dynamics equations will be simultaneously
solved to verify these dynamically similar motions. The Navier-Stokes equations capture
all bioinspired, unsteady, viscous aerodynamic mechanisms that insects use [10,30]. The
numerical framework has been validated with a wide range of experiments [29,37-39].

Objective 2. Validate the numerical solution by replaying the motion and measuring the
resulting forces and moments in a large vacuum chamber.

The air density inside a vacuum chamber at the UAH Propulsion Research Center (PRC)
will be adjusted to simulate the atmospheric density on Mars. The vacuum chamber is 1.8
m in diameter and 4 m in length, and capable of achieving high vacuum (107! atm) [40].
The wing kinematics and shapes determined from the numerical solutions will be
replayed on mechanical wing designs. Forces on the flapping wings will be measured
from instrumented test stands. A motion tracking system will be placed in the chamber to
record the wing motion (Fig. 5). We successfully measured the free flight of a Monarch
butterfly with this motion tracking system at a density altitude of 3,000 m on Earth [41].

Objective 3. Assess the performance of an MAV in the Martian conditions.

The hummingbird MAV, developed by the Japanese team [27,28], is one of only a few
robotic flappers in the world that can fly on Earth (Fig. 3). The hummingbird MAV will
be redesigned by our international collaborator Aono with the wing shape, size, and
kinematics determined from the numerical solutions. The Japanese team will visit UAH
in Month 7 to help conduct flight experiments of the Mars-optimized micro-air vehicle
(Marsbee) in the PRC vacuum chamber. Time-resolved kinematics of the wings and
motion of the body of the Marsbee flight will be measured with the motion capture
technique. We do not expect that the Marsbee in Phase I or Phase II will be fully
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autonomous. Instead tethered flight will be considered with a counter balance to simulate
the lower gravitational forces on Mars. The proposed flight-testing will identify important
challenges that will be addressed in Phase II and beyond.

Objective 4. Use a system value model to quantify the worth of different systems and
MISSIONS.

A significant challenge in the space community is justifying the selection of a specific
mission from a set of possible missions or the selection of a system from a set of
alternative systems. To overcome this challenge, systems engineers have used different
decision analysis tools such as AHP [42] and QFD [43]. Major flaws in such approaches
are found in the weights which are typically arbitrary, unitless, and subjective. We will
use an improved approach to decision making - the system value model [44-49] - to
quantify the worth of different systems and, in a broader view, the worth of different
missions. A value model captures the primary attributes of a system and relates them to a
single value, representative of the desires of the stakeholder. This value model will be
used to compare different systems, e.g. rotary wing concepts that perform similar
functions as the Marsbee, to show that the Marsbee architecture is the best system for the
proposed mission. By determining the values of a set of alternative systems, a holistic
comparison can be made and the alternatives can be rank ordered using a meaningful
quantity.

Objective 5. Develop a conceptual Design Structure Matrix for the Marsbee.

A Design Structure Matrix (DSM) [50] is a decomposition of the system by process,
people, or components. The decomposition captures the design variables (what the
designer can change), the subsystems, and the links between the subsystems. A DSM will
be created and combined with the value model to enable a mathematical understanding of
the systems and optimize the design process.

Objective 6. Preparation for Phase I1.

Identify any technical challenges that need to be addressed in Phase II.



3.3  Assessment Against Phase I Objectives

The objectives of Phase I (Section 3.2) are to use a high-fidelity, first principles physics
model coupled with a flight dynamics solver to numerically investigate various Marsbee
configurations. Dynamic scaling of these configurations consistent with terrestrial insects is a
key aspect of this study. These numerical results were validated through selected experimental
studies. This approach intends to confirm the feasibility of the Marsbee flying on Mars with an
innovative energy harvesting mechanism to produce a usable payload margin and extended flight
time. In addition, the Marsbee architecture was assessed in a mission context using a system
value model and a Design Structure Matrix. In order to achieve the end goal of a Marsbee
system, six specific goals were addressed during Phase I as shown in Table 2.

Table 2. Phase I specific objectives and outcomes.

specific objectives outcome

1 Determine the dynamically similar wing shapes and motions that can hover in

the Martian atmosphere. sueeess 3

2 Validate the numerical solution by replaying the motion and measuring the partial §5
resulting forces in a large vacuum chamber. success

3 Assess the performance of an MAYV in the Martian conditions. not met §5

4 Use a system value model to quantify the worth of different systems and .

.. In process §6

missions.

5 Develop a conceptual Design Structure Matrix for the Marsbee success §6

6 Preparation for Phase II. success  §3.4, §8

The main findings are as follows.

1. Physics Modeling, Simulation, and Validation:

The initial stage of the research was mainly characterized by determining whether or not
insect-inspired flapping wing motion could be used as a viable means of lift generation
on Mars. In order to answer this question, we used a fully validated Mars flight simulator
that tightly couples Navier-Stokes equations for low Reynolds number flapping wing
motion to a multi-body flight dynamics solver. Numerical simulations including 3D and
2D Navier-Stokes equation solutions were conducted to identify combinations of wing
shapes and motions that result in sufficient lift to hover on Mars. Wing shapes and
motions were calculated using a zeroth-order method. This zeroth-order method is an
algebraic approach that uses dimensional analysis to relate the insect flight flow regime
to the bioinspired Mars flight flow regime. We argue that scaling up the wing area
relative to a baseline insect and adjusting the wing kinematics appropriately is the most
optimal approach. It was determined that such motion is achievable, and that dynamically
scaled flapping wing motion on Mars can exploit unsteady lift enhancement mechanisms
that are similar to insects on Earth.

Guided by numerical simulations, a flapping wing robot was designed for lift production
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in a Martian density environment. Forces and wing deformations from this robot were
measured in a vacuum chamber at Martian density conditions. These measurements
indicate that ultra-low density detrimentally altered the lift producing ability of flapping
wing motion, as anticipated. Positive lift that can sustain a Mars flight vehicle in the
target mass range was measured when the flapping wing robot was properly scaled and
sufficient kinematics were achieved. Although positive lifting forces were generated by
the robot, achieving sufficient lift to hover in a predictable and controlled way can be
hampered by the complex fluid-structure interactions. The fluid-structure interaction of
relatively large flapping wings in an ultra-low density environment is inadequately
understood. In particular, the wing deformation measurements suggest that the lift
production is closely related to the passive pitch angle due to wing deformation, both of
which are results of fluid-structure interaction.

2. Assessment and Feasibility of the Marsbee Architecture in a Mission Context

To identify the various subsystems of the Marsbee as well as the couplings that exist
between the subsystems, a Design Structure Matrix (DSM) was formed [50-54]. This
information is critical when developing system level models as well as to enable
optimization of the system that addresses the subsystem couplings. A single Marsbee was
decomposed into seven main subsystems: Battery, Motor, Frame, Gear Assembly, Wing,
Control System, and Tail. The Motor and Gear subsystems consist of second-level
subsystems. The preliminary DSM indicates that the subsystems are not fully coupled
with respect to all coupling types: energy flow, vibrations, information flow, and force
exerted, but that significant couplings do exist.

We employed a single iteration of a three-step approach to develop a Marsbee system
value model and related the findings to previously developed NASA value models.

1. The templating step involved a brainstorming session within the research team to
propose system level attributes that would be of importance to the stakeholder: range,
payload size and mass, data type and transmission, modularity, robustness, and cost.

2. The evidence and analysis step involved the gathering of data to inform the value
model interactions between attributes, and between attributes and value. Results
indicate that subsystem mass and cost have a weak negative correlation, likely due to
the narrow band of alternatives examined.

3. The stakeholder preference elicitation step was performed by surveying the Phase I
team members, which consists of faculty members, graduate students, and
undergraduate students in various Departments at the University of Alabama in
Huntsville, George Washington University, and Tokyo University of Science. The
results suggest that the issue of charging was important as well as the mission of
monitoring a rover’s path. Of less importance was the ability of Marsbee to equip
specific sensors.

The findings from the three-step process relate highly to the NASA Mission value model
previously researched [55], where knowledge, prestige, and avoidance of catastrophes
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were identified as the key benefit-side system attributes. The evidence and questionnaire
findings have a strong emphasis on knowledge as seen in the rover path monitoring,
flight duration, and high sensor capabilities. All of these desires relate to enabling quicker
knowledge gathering through a non-rover system, indicating the need to form a multi-
system, mission-driven value model that includes a rover to interact with, e.g. the
Marsbees.

3. Autonomous Exploration for 3D Topographic Mapping

To investigate the feasibility of autonomous exploration using Marsbees, we developed
an optimal motion planning and guidance algorithm for a swarm of Marsbees. The
mission objective was to construct a local 3D Mars topographic map by integrating depth
measurements captured by a group of cooperating Marsbees. Our numerical simulations,
in a simulated environment constructed by using contour data from the surface of Mars,
illustrate the efficacy of the proposed exploration scheme and the feasibility of
contrasting a 3D topological map with a group of Marsbees [56].

The environment is represented by a probabilistic occupancy grid map, modeled by a set
of cells whose probability of occupancy is determined by the measurements from on-
board depth scans. We employ the Bayesian framework where the current belief of the
map is integrated with new measurements in an optimal fashion by gauging the level of
confidence. The proposed stochastic framework for mapping quantifies the degree of
uncertainties in a specific area of the map and the expected information gain for a given
area of scanning. Utilizing these, we formulated an optimal autonomous exploration
scheme, where Shannon’s entropy serves as a measure of map uncertainty and the motion
of Marsbees is guided to minimize the entropy. This distributes the sensing capability in
an optimal fashion to maximize the information gain for topographic mapping [56]. It is
further extended with a receding-horizon scheme such that Marsbees can react in real-
time to avoid collision from unforeseen obstacles in dynamic environments.

3.4 Identified Key Remaining Unknowns and Challenges

The zeroth-order model and high-fidelity Navier-Stokes equation model results show that
bioinspired Mars flight is feasible (Section 4.5.2). These Marsbees require significantly lower
power resulting in a longer flight time (Sections 2.2 and 5.4) and can revolutionize Mars
exploration by providing autonomous sensing platforms (Section 7).

In addition to these auspicious results, we have also identified several key remaining
unknowns and challenges that must be addressed to facilitate a successful Marsbee exploration
mission.

1. Flexible Flapping Wings in Martian Conditions

The zeroth-order and high-fidelity analyses in Phase I assumed a rigid wing. However,
the large, thin Marsbee wings undergo relatively fast motions. As a result, the Marsbee
wings significantly deform and the resulting lift is affected by the fluid-structure
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interaction of the flexible wings.

Additional dimensionless parameters arise when flexible wings are considered. An
important fluid-structure interaction parameter is the ratio between the fluid and
structural densities [29,57]. The large discrepancy in the magnitude between the air
density on Earth and Martian atmospheric density (Pmars=0.013pcarn) implies that
preserving the density ratio is difficult. This qualitatively different fluid-structure
interaction is illustrated in the proof-of-concept physical experiments (Section 5.1). The
Marsbee wings in the ultra-thin Mars density do not deform in the same way as on Earth.
Consequently, the passive pitch angles were not optimal. The resulting mean lift was
sufficiently positive, however the nature of the fluid-structure interaction of flexible
flapping wings in the Martian conditions must be understood to further optimize and
control Marsbee flight.

Also, because of this challenge and funds arriving 2 months late, we have not had the
time to design the Marsbee flapper mechanism to accurately replay the zeroth-order
solution and to experimentally demonstrate the Marsbee take-off from the ground in the
Martian density conditions.

2. System and Mission Analysis

We have developed the preliminary DSM and value model for the Marsbee (Section 6).
However, system and mission analyses comparing the Marsbee architecture against
existing Mars flight concepts (e.g. Mars helicopter and Netlander) must be performed to
quantify the benefits of Marsbee exploration missions.

3. Autonomous Exploration of Swarm of Marsbees

The autonomous exploration scheme described in Section 7 is developed for an
individual Marsbee. Cooperative autonomous aerial exploration and mapping schemes to
generate a 3D topographic map must be developed for a group of Marsbees and the rover.
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4 BIOINSPIRED LIFT GENERATION ON MARS

Bioinspired solutions for lift generation provides a unique set of Mars flight vehicle
designs. For decades, the aerodynamics of insect flight remained inexplicable. A well-known
example is the myth that bumblebees cannot fly according to classical acrodynamic theories [58].
Subsequent findings on unsteady lift production mechanisms [59-63] have enhanced our
understanding of insect flight [10]. Insects rely on these unsteady aerodynamic mechanisms to
produce high C; values [10] in low Re environments, such as the Martian atmosphere.

Previous bioinspired concepts for Mars flight include the Entomopter, which is a flapping
wing vehicle that uses a blown wing concept for lift enhancement, and the Solid State Aircraft,
which is a solar-powered ornithopter [6]. However, both of these concepts suffer from the
adverse effects of scaling up the entire vehicle in an effort to increase wing area. When the wing
length scale / doubles to 2/, the wing area quadruples to 472, but the volume increases by 8. As
illustrated in Eq. (1), the lift increases with the wing area by 47, insufficient to offset the weight
increase of 8. Without a significant reduction in structural material density, a substantial
technological challenge, the vehicle weight will likewise increase enough to make it improbable
that these vehicles could fly on Mars. Moreover, the analysis of the Entomopter was based on
simplified aerodynamic models, not including all the unsteady low Re lift production
mechanisms. They were forced to augment lift production with the blown wing in order to
achieve the large lift coefficients which are routinely achieved by insect-style flapping wings
[10].

One of the complexities associated with studying insect flight and developing bioinspired
micro-air  vehicles (MAVs) is the number of morphological, kinematic, and
aero/structural/dynamic parameters involved. The vast amount of data available on flapping wing
insects such as bumblebees, hawkmoths, fruit flies, dragonflies, etc. provides several potential
starting points for a bioinspired flapping wing MAV. Rather than exploring the entire design
space, we use dynamic similarity as a guideline to test the hypothesis that a bioinspired Mars
flight vehicle can fly on Mars.

We consider the bumblebee as a starting point for the design. The primary reason for this
choice comes from the observation that the wing-to-body mass ratio of bumblebees is only
0.52% [64]. A significant increase in the wing area increases the total mass by only a fraction.
By contrast, the lowest wing to total mass ratios in aircraft are typically 10% for large cargo
aircraft such as the Boeing 747 [65]. Furthermore, a bumblebee’s ability to hover and operate at
high forward speeds with heavy payloads makes it a particularly attractive candidate for
biomimicry since this feature aligns with the design goals of reconnaissance MAVs in general.

That said, the scope of this task is limited to testing the hypothesis that a bioinspired
hover solution exists when considering the coupled unsteady aerodynamics and flight dynamics.
Since this is a question that has not been answered before, we believe that testing the existence of
a bioinspired hover solution on Mars would be an appropriate first step before optimizing the
performance.
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4.1 Bioinspired Scaling

A consequence of the low density on Mars is that, as previously mentioned, the
operational Reynolds number Re of small flight vehicles is O(10%)-O(10%) [5,6]. In these low Re
regimes, the lift coefficients of traditional fixed wing and rotary wing aircraft are significantly
reduced [8,10]. As illustrated by Eq. (1), to match the reduced lift coefficient C, , all
conventional aircraft designs must fly faster (higher U) with a much lower wing loading m/S to
compensate.

Marsbees must be dynamically scaled to benefit from the high lift coefficients C, = O( 1)
produced by insects in these low Reynolds number regimes [10]. The C, in Eq. (1) is a function
of a set of dimensionless parameters C, =C, ( Re, M ,k,AR,AoA) . The wing motions and
geometric shapes must be designed such that the dimensionless numbers on Mars are within the
insect flight regime that guarantees C, remains high. Simply scaling up the wing size S or
increasing U by flying or flapping faster alter these dimensionless numbers, leading to a reduced
lift coefficient C, and, hence, lower lift L.

Table 3. Dimensionless parameters, their definitions, and typical values which govern the high
lift coefficients of insects.

typical value for insects

dimensionless quantity symbol definition [10]
R2
aspect ratio AR —— 2<AR<10
S
T 1
reduced frequency i tfc N 0.1<k<04
(hover) U, 2Z(A4R)
U L ;
Reynolds number Re g e 2nZ/R h¢ 0(10°-10%
u u
angle of attack AoA E-]a‘ ~ 45°
2
wing tip Mach number My, & N 21ZR M.y <0.1
a a
L
lift coefficient C 1 s 0(10"
5 P U re fS

The proposed method seeks to ensure that the resulting body parameters and motion are
dynamically similar to insects on Earth [66,67] and can therefore benefit from the high lift
mechanisms typical of unsteady insect motion. We are motivated by the fact that insect lift
coefficients with rigid wings are governed by five dimensionless parameters such that

CLzCL(Re,M ,k,AR,AoA) [10,29]. These parameters are defined by combinations of
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morphological and kinematic parameters as shown in Table 3.

In Table 3, R is the span of one wing, S is the planform area of one wing, f'is the flapping
frequency, c is the mean chord length, Z is the half peak-to-peak flapping amplitude, U, is the
reference velocity taken at the second moment of area location along the span 7, where
Uref =27 fZR7,, Lrer is a reference length, p is the fluid dynamic viscosity, and a is the speed of
sound. Using the ranges provided in Table 3 and the physical parameters defined in Fig. 6 for the
Marsbee, a range of solutions with resulting dimensionless parameters in the insect regime can
be determined for a given vehicle mass.

pitching
' stroke (yz) plane wing tlfi A1=0.3 duration A1=0.3
wing root _ — —

x =0 L

» \ xpa T
0 0.25 0.5
x . T
b) flapping axis (x) 9) down stroke

Figure 6. Schematic illustration of the key parameters for (a) the wing with pitch axis
location x,, at the leading edge (as used by some FWMAYVs [27,68]), (b) the flapping
motion, and (c) the pitching motion. The wing parameters are determined by considering a
semi-elliptic wing, similar to the wing planforms used in practical applications of
FWMAVs [27].

4.2 Modeling and Simulation of Bioinspired Flight on Mars

The objective of this task was to investigate the aerodynamic performance of a
bioinspired flapping wing vehicle in Martian atmospheric conditions. There are multiple methods
to accomplish this analysis.

One potential method is through scaling analysis. By systematically identifying important
governing dimensionless parameters, we have determined key scaling relations between
biological flight dynamics on Earth and bioinspired Mars aerodynamics. These scaling relations
provide a zeroth-order model, which algebraically relates the governing dimensionless
parameters to guide us in finding bioinspired wing shapes and motion as shown in Section 4.3.

Another potential method are the quasi-steady models. Although the nature of flapping
wings is inherently an unsteady aerodynamic problem, there has been much success in modeling
the physics with quasi-steady models. For example, Lentink and Dickinson [69] showed that
quasi-steady rotational accelerations can play a more important role compared to unsteady
accelerations. Additionally, the experimental work of Usherwood and Ellington [70,71] showed
that the lift generated in the translational phase, as modeled by quasi-steady aerodynamics, is
sufficiently high to balance weight in hover. Similarly, there are well validated theoretical
models based on quasi-steady assumptions such as the blade element analysis [72] and the lifting
line model [73] which can reasonably predict and model the forces produced by insect-like
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vehicles.

However, it has been shown in our previous work [25] that wing-wake interaction, a
nonlinear, unsteady aerodynamic effect, has a significant impact on the lift production, power
required, and the flight dynamics. This leads us to use a Navier-Stokes (NS) equation solver
which can accurately model this unsteady effect and therefore provide more accurate predictions
of the vehicle’s flight dynamics.

With this in mind, we use a combined zeroth-order model and the NS equations to solve
for the flow around the wings of a bioinspired Mars MAV and properly account for unsteady lift
enhancement mechanisms, including delayed stall, wake-capture, rotational lift, and added mass
effects. Additional unsteady mechanisms such as clap-and-fling and Wagner’s effect can play a
role but are of less importance in this study. All relevant dimensionless parameters are preserved
to benefit from the high lift coefficients produced by insects on Earth. The NS solver is tightly
integrated with a flight dynamics solver to ensure that the resulting wing design produces
sufficient lift to sustain the total weight of the flyer in hovering free flight. The understanding of
the role of unsteady aerodynamic mechanisms in Martian conditions can help the development
and validation of quasi-steady flapping wing aerodynamics models for Martian flight in the
future. The wing size and flapping frequency are varied to assess their effects on the resulting lift
and power.

We use 2D aerodynamics solutions, tightly coupled to 3DOF flight dynamics equations
of motion. 2D flow solutions have previously been shown to be a good approximation of the 3D
flapping wing aerodynamics at Re=0(10%) [74]. The main reason is that the effects of spanwise
flow that seem to stabilize the LEVs [75] or LEV-tip-vortex interaction [76] on the overall
aerodynamics are less important than at higher Reynolds numbers [62,77]. Also, the
characteristics of the LEVs in two-dimensions for plunging motions are representative of 3D
flapping wings as long as the stroke-to-chord ratio is within the typical range of insects, i.e.
around 4 to 5 [78], which we consider in this study. That said, 3D effects including the
downwash distributions [79,80] cannot completely be neglected. To test the validity of 2D NS
solutions for bioinspired Mars flight, we compute 3D NS solutions and determine if sufficient lift
for hover is generated on a dynamically scaled 3D wing, undergoing 3D wing motion in Section
4.5.

It is important to note that only the aerodynamics and the free flight dynamics are
considered here without any consideration for actuator dynamics or added actuator mass. The
wing weight is properly scaled when a larger wing is considered with the assumption that the
scaled wing is the same constituent material as the baseline bumblebee wing. The body mass is
kept as a constant. Despite the recent advancements in material science, developing an
autonomously flying bee-scale robotic flyer is still a challenge even on Earth. Here we address
the question of whether or not the flapping wing motion generates sufficient lift to sustain the
weight of a wing-body configuration. Only after this fundamental question is positively
answered can one consider developing a flapping wing robotic flyer and other components such
as controllers, sensors, and power sources to actuate and sustain the motion (Section 8).
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Additionally, this study is a prerequisite for optimizing the parameter design space, such as the
wing kinematics, wing size, or adding power-saving devices, etc. The results of this investigation
pave the way for system optimization and studying the effects of features such as wing flexibility
as topics of future research, e.g. Phase II.

4.2.1 Wing Kinematics

The wing kinematics used in the computational model are described using bio-inspired
relations [81]. The flapping motion with respect to the wing root is a sinusoidal function of time ¢
described by

{(1)=Zcos(2nft )+, (2)

where the flapping offset angle {, biases the flapping toward the ventral (+,) or dorsal (-,) side
of the wing root. We prescribe a pitch angle a as a rotation away from the vertical orientation in
the stroke plane:

oc(t)zﬁ?(:a)tanh(cusin[mﬁ—oc ¢]) 3)

where the pitch amplitude is denoted by A. The timing of wing rotation is controlled by a,
which can be positive for advanced rotation, zero for symmetric rotation, and negative for
delayed rotation. Vertical deviation angle out of the stroke plane is not considered. Varying C,
from oo to 0 transitions from a square wave to a sinusoidal wave. The pitching amplitude and
pitch phasing angle are assumed to be A=40° (refer to section 1 of the online supplemental
material) and ay=0.3, corresponding to advanced pitch rotation which is known to yield the
highest lift [61,82]. We set C,=3.1, resulting in a modified square wave, as considered by other
studies [63,83]. The angle of attack at any instant is approximately 4o4=n/2—|a|, although it also
includes contributions from the body motion as well.

Motivated by the works of Badrya et al. [82] and Faruque and Humbert [84], we select
the stroke plane angle B, flapping amplitude Z, and the flapping offset angle (o, as the three
control inputs to actuate the three degree of freedom (3-DOF) system. Each control primarily
affects the vertical, horizontal, and angular degree of freedom, respectively.

4.2.2 Aerodynamics Modeling — Navier-Stokes Equation Solver

We consider hover and assume any aerodynamic forces generated by the body can be
neglected [85]. We only simulate a single, rigid wing, assuming left-right symmetry of the
system with respect to the longitudinal plane. We directly solve the incompressible NS equations
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to determine the pressure and shear stress distributions on the wing. The velocity field V is
normalized with the reference velocity U, or V*=F/U. Time is normalized by the flapping period
(1/f), T=ft. Lengths are normalized by the mean wing chord ¢, and pressure is normalized per
p=plpl~.

These equations are solved using a fully-validated structured, finite-volume, pressure-
based incompressible NS equation solver used extensively in flapping wing studies to calculate
the velocity and pressure field around a flapping wing [29-31,86,87]. Remeshing is realized
using the radial basis function interpolation scheme, shown to conserve good initial grid qualities
and handle large wing motions and even deformations [10].

For all motions considered in this study, the resulting Reynolds number is in the range of
Re<1000. In this Reynolds number regime, the fluid flow can be considered as laminar and the
computational accuracy of the NS equation solver employed in this study is satisfactory [74].

The reduced frequency remains in the range of £=0.29 to 0.32 due to variations in the
flapping amplitude from case to case. The wing section is rectangular and modeled as a rigid flat
plate with a 2% thickness to chord ratio (Fig. 6). The solver determines forces and moments at a
rate of 480 time steps per flapping period. The wing is moved at each time step in accordance
with the wing kinematics and body motion determined by the trimmer. The grid and additional
computational setup are described in the appendix. The grid and time-step sensitivity studies
were presented in our work [57].

We tightly integrate the NS solver with a flight dynamics solver to create a Mars flight
simulator to determine the control inputs and other initial conditions required for the vehicle to
hover on Mars. Of particular importance is the requirement that the lift balances the weight,

influence of the body Navier-Stokes solver

. Co . aerodynamic forces
on the wing motion is provides pressure and

and moments are

determined and »|  shear stress distribution > calculated for the win
applied to the wing based on wing motion g
S
body rates are
body states are < determined based on [«

determined

equations of motion

—| control inputs are provided, producing wing motion with respect to the bodyl

Figure 7. Computational framework based on previous work [25]. Flowchart describes the
coupling between the NS and flight dynamics equations that occurs within a time step. The
framework determines solutions for trimmed, hovering flight.
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where the wing weight scales with n’. For constant flapping frequency and amplitude, the
resulting aerodynamic forces and moments scale with the wing scaling factor as n*, as shown in
equation (3).

The computational framework demonstrated in Fig. 7 is based on our recent work [25]
which couples a 2D NS equation solver to a nonlinear multi-body flight dynamics equation
solver. Aerodynamic forces and moments on the flapping wings yield the body motion, which in
turn affects the instantaneous fluid dynamics on the wings. To simulate free flight, the wing
motion with respect to the wing root is prescribed by the wing kinematic parameters, while the
body motion is simultaneously applied to the wing root. Therefore, the motion of the wing with
respect to the air is a superposition of these two motions. The equations of motion are integrated
at every time step. Hence, in free flight, the motion at each time step is a result of both the
dictated wing kinematics and the body's free response. A detailed description and validation of
the flight dynamics model and the coupling to the NS equation solver is described in our
previous work [25].

4.2.3 Dynamic Interaction Between the Body and Wing

We assume that the wing and body are rigid. The velocity »v.s and acceleration pacg of the
body center of mass in the body frame are given by

bvcgz[u v W]T (5)

d
b =\ Ry h Vg ) = 5 Ve T 500 X, Vg (6)
dt

where the leading subscripts b and w indicate that the variable is expressed in the body and wing
frames, respectively. The rotation matrix R, ,, transforms vector components from the body to

inertial frame and »ms7 is the angular velocity vector of the body with respect to the inertial
frame, expressed in the body reference frame.

The velocity and acceleration of the wing consist of both the prescribed kinematics with
respect to the body as well as contributions from the body motion itself. The resulting motion
and orientation directly generate aerodynamic forces and moments. The velocity vector and
acceleration of the wing aerodynamic center ac are given as

wvac/l = Rb%w (bvcg + bmb/l X bro/cg ) + w az/o + (Dw/l wra('/o (7)
pRacit = pBeg T 5Oy Xy Voo 50y X T 0 @y X @y X4 E 0 (8)
+ Rwab ( wSaclo + 2 (’ow/l w ac/o + (’ou/l w ac/o w + 0‘) X w(’o X wrac/o)

As indicated in Fig. 8, the aerodynamic center of the wing is the coordinate on the wing that is
25% chord from the leading edge and at the spanwise location of the center of the second
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moment of wing area (approximately 0.55R according to Ellington [88]). An equivalent
expression can be derived for the wing’s center of gravity wg. Detailed expressions for the
angular rates, accelerations, and rotation matrices are provided in our earlier work [25].

To simulate free flight, the wing motion with respect to the wing root is prescribed by the
control inputs (i.e. wing kinematic parameters), while the body motion is simultaneously applied
to the wing root. Therefore, the motion of the wing with respect to the air is the superposition of
these two motions. The three-dimensional flapping is converted to a two-dimensional plunge
motion. The arc length of the second moment of wing area is set equal to the plunge amplitude
hs=ZR. The equations of motion are integrated at every time step. Therefore, in free flight, the
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Figure 8. Schematic illustration of the key parameters for a) the body and b) the wing for

¢) a bumblebee (n=1) and a Marsbee with enlarged wing area (n=3.5). The wing
parameters are determined by considering the wing to be a composite of the fore- and
hindwings, as calculated by Ellington [88].

motion at each time step is a result of both the dictated wing kinematics and the body’s free
response.

4.2.4 Equations of Motion and Determining Equilibrium

With the mass of the wings included, the force and moment balance of the vehicle results
in lengthy expressions, which are detailed in our previous work [25] and summarized here as

1 #wings

Vo =87 5@V, T +bFIner,w)j )

b~ Aero,w
body  Jj=1

(WMo Tt w Frcons )

Aero,w,j  wac/o W Aero,w,j

Z #wings W J—b

Oy plp H Oy (10)
b o/cg,_] w,j—b (w

F

Aero,w,j + mw,j wg)

Here, the tilde over a vector quantity denotes a cross product and an over-dot represents the time
derivative. Fero,w and Myero,w represent the aerodynamic contribution of the wing to forces and
moments, respectively. In addition, g is the gravitational acceleration, msoqy is the mass of the
body, and 7, is the body inertia. Inertial properties of the bumblebee and other morphological
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parameters are reported by Sun and Xiong [83].

The system is tracked in state space form with a state vector

T
X:[u Woq Xy Z 9] (11)
where it is restricted to motion in the x-z plane. In order to find the trimmed state at hover, we
express Egs. (9) and (10) to highlight their dependence on the states and the control inputs as

x = Ax + Bu, (12)

where the elements of the system matrix, 4, and the control matrix, B, are themselves nonlinear
functions of the states and control inputs. We construct the 4 matrix numerically by perturbing
each degree of freedom and using a central difference approximation to compare the system
response with and without a perturbation. Each disturbance is modeled by moving the wing root
with a prescribed motion that corresponds to the desired disturbance for three flapping cycles.
During this time, the fluid’s response to both the prescribed motion and flapping motion is
computed and the surrounding wake is allowed to develop fully. The B matrix is obtained by
perturbing each control in a similar fashion and determining its effect on the average system
response.

In order to achieve hovering trim, we require xae=mean([ s w ¢ u w ¢]")=0, where the

mean operator denotes the cycle averaged value. We utilize the trim method described by Badrya
et al. [82] and further detailed in our previous work [28] to find the necessary control inputs, i.e.
Z, {, and B, and initial conditions, uo, wo, qo, and 0o that place the system in equilibrium.
Convergence is set such that || Xave||[<1x102 where the rate vector contains both accelerations
(m/s?) and velocities (m/s).

The detailed description of the free flight simulator and trim calculator as well as
validation cases at fruit fly scales can be found in our previous work [25,67]. While we are able
to validate our numerical free flight simulator against experimental results from flapping wing
flyers on earth, we are not able to do the same for the Martian conditions. This is due to the fact
that presently there is no physical experimental data for flapping wings in Martian atmospheric
conditions. In Section 5.3, we present force measurements of bioinspired Marsbee prototype
wings in Martian density conditions to report a preliminary validation data.

4.2.5 Aerodynamic Performance Metrics

Operating in remote environments such as Mars dictates that power considerations are
critical to vehicle design success. A flapping wing is actuated by imparting angular motion to the
wing. Therefore, the power required is the product of the moment required to actuate the wing
and the angular velocity of the wing. The required moment is simply the difference between the
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rate of change of angular momentum about the wing root (first term in Eq. (13)) and the
aerodynamic moments (second term in equation (13)).

M
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M :( ] G)W" + wmw x I ('Ow —l— m\V W'ng/() X Vl"a() ) _(

req wowo w wowo w

Aero,w + wrac/() X wFAero,w) (13)

Because the angular velocity components of the wing contain body rates the body motion
affects the required wing power. At each simulation time step, the components of the moment
are multiplied by the corresponding components of the angular velocity of the wing with respect
to the body as

F;it(:h = w Mreq,x wd (14)
Pﬂap T Mrew sp é"

resulting in a time-history of power required. Note that this returns both positive and negative
values. When Pyicn or Ppgp 1s positive, power is required in order to achieve the desired wing
motion. Because the atmosphere is so thin, and inertia dominates the power requirements,
positive power typically occurs in portions of the stroke where the wing must be accelerated.
Negative power typically occurs in the portions of the stroke where the wing decelerates. Many
studies simply neglect negative power in their calculations [81,89,90], assuming that power is
not expended during these portions of the stroke. We use the term positive power Ppos =
mean(VP(t) > 0) to refer to this definition. We report the validation of the power calculations for
fruit fly motions and bumblebee motions [25,67].

Another way of treating power that we consider in this study is simply to directly average
the negative and positive portions of the power required, Pa.=mean(P(¢)). This method assumes
that the system can perfectly store the energy associated with negative power and fully utilize it
in the parts of the stroke that require positive power. This method of calculating power provides
an assessment of the minimum possible power required to fly, assuming a spring or other energy
storage device is incorporated into the system to offset the large power consumption [90-92].

4.3  Zeroth-Order Method for Bioinspired Mars Flight

To achieve hover on Mars, in addition to scaling up the wing, the flapping wing motion
must be adjusted to offset the reduced density (Pmars=0.013pecarn) and reduced gravity
(gmars®0.38gcartn). In this section, we show in detail how dynamic similarity can be achieved. A
generalized method is presented in Section 4.3.2.

Equation (1) can be rewritten in terms of the reference velocity U = 2mfZr,, where fis
the sinusoidal flapping frequency in Hz, Z is the half peak-to-peak flapping amplitude in radians,
and R is the span of a single wing in meters (Fig. 8). This substitution results in
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= %pmars(anZrz)zSCL (13)

Equation (15) demonstrates that scaling the flapping frequency f, flapping amplitude Z, or wing
size R and S can increase the lift.

4.3.1 Example — Bumblebee Inspired Marsbee Solution

We begin by quantifying the impacts that the reference wing velocity U~fZ and the wing
area S have on the resulting lift L. This can be expressed by introducing scaling parameter n for
wing scaling, m for frequency scaling, and p for stroke amplitude scaling into Eq. (15), resulting
in

L~ f*n’R’c = L~(p’m’n*)f n Zc, (16)
where wing length R=nRo, mean chord c=nco, stroke frequency f=mfo, and stroke amplitude
Z=pZo. Equation (16) demonstrates that the most efficient way of achieving lift is by increasing
the wing size, as done in this study, since L scales with n*.

More importantly, the lift coefficient C; is a function of four dimensionless parameters
that are subject to change in this study while operating on Mars with enlarged wings. Specifically
we see that C;=Cr(Re,M,k,a) in 2D [10,29]. The aspect ratio is included in the generalized
zeroth-order model (Section 4.3.2).

We seek to preserve dynamic similarity between flapping on Mars and on Earth to be
reasonably assured that the flapping wings will experience the high C. produced by insects.
Equations (15) and (16) and Table 1 show that determining a dynamically similar hover solution
is not trivial. The first constraint that must be considered is the effect of the flapping amplitude
on the reduced frequency. Since AR is unchanged in 2D, the flapping amplitude Z must remain
similar to the biological bumblebee value in order to maintain an appropriate value for reduced
frequency £ in hover. It can be seen that Re is more sensitive to an increase in the wing size n as
opposed to for Z. Specifically, Re scales with n? since it is a product of both wing length R and
chord length c. This would seem to suggest that wing scaling could quickly result in a Reynolds
number that is no longer bioinspired. However, recall that Re also scales directly with the gas
density p, which is significantly reduced in the case of Mars. As a result, Re can sustain a

significant increase in » while maintaining a bioinspired value.

As it turns out, the most influential driver of maintaining a dynamically similar solution
is the wing tip Mach number. M scales equally with flapping frequency, amplitude, and wing
size. However, refer back to Eq. (16) which demonstrates that frequency would need to be scaled
by a factor of m? to achieve the same amount of lift obtained with scaling the wing size by a
factor of n*. Consequentially, if flapping frequency was chosen as the parameter to scale in order
to produce the required lift, it would result in a Mach number that exceeds the typical range of
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insects. This means that the most efficient method of achieving lift and maintaining dynamic
similarity is by scaling of the wing. This makes sense physically since scaling the wing size
increases both the planform area S and the reference velocity (which affects the dynamic
pressure due to a larger span R), both of which contribute to a higher lift (Eq. (15)). This is
contrasted to scaling the frequency and flapping amplitude, which can only provide a higher
reference velocity if they are increased.

Simply increasing the flapping frequency in Eq. (16) would not be a sufficient method for
achieving lift on Mars. Specifically, the flapping frequency of a bumblebee would need to
increase by a factor of 6 to around 990 Hz to offset the lower Mars density and gravity. Although
the Reynolds number and reduced frequency remain in the insect flight regime, the wing tip
Mach number increases to around 0.3. At this Mach number, compressibility effects can begin to
become significant [93]. Also, it is unknown whether or not unsteady insect flight mechanisms
can produce high lift coefficients at this value for M, which is beyond the scope of the present
study.

Furthermore, as this study will eventually extend beyond hovering flight, it is important
to also consider the relevant dimensionless parameters in forward flight. Both the forward flight
reduced frequency and the Strouhal number scale directly with the flapping frequency f. If a
large frequency is required to achieve hover, then it is likely that these parameters could surpass
their respective range typical of insect flight on earth, resulting in a solution that is not
dynamically similar.

4.3.2 Generalized Zeroth-order Method

To generate an informed solution for dynamically similar motion on Mars given a vehicle
mass, we provide a method that combines the lift-weight balance equation (Eq. 1) with the
typical ranges of relevant dimensionless parameters that govern the high lift coefficients of
unsteady insect motion in Table 1 [94].

Obtaining a dynamically similar solution is non-trivial as there are multiple
dimensionless parameters to consider in the design of a flapping wing robot. Also, a small
change in one parameter can quickly drive another parameter out of the insect-inspired regime.
The proposed zeroth-order method will result in dynamically similar solutions for the flapping
frequency f and amplitude Z, as well as the wing span R and mean chord ¢ required to balance
the weight of the desired vehicle  on Mars.

The largest constraint imposed by dynamically similar motion on Mars is the effect of the
Mach number M on the reference velocity U.r. The reduced speed of sound on Mars
(amars=0.72agq) results in more rapidly approaching the speed of sound for a given velocity, as
compared to that same velocity on Earth. We can use the information that insects typically
operate at M<0.1, such that M,,,»=0.1, to determine the maximum of the reference velocity, while
maintaining an appropriate Mach number. The maximum wing velocity is defined as the velocity
at the wing tip and is constrained by the Mach number and speed of sound as

25



Utip = 2anR = MmaxaMars' (17)

Since the reference velocity is taken at the 7, location, we can express Uy in terms of Uy,
as

U =~U, . (18)

ref tip
The wing area of each wing required to sustain the vehicle with weight W, while
operating at a flapping speed of U,.;, can be determined by rearranging Eq. (1) in terms of S, such
that

s=—2
pUrefCL

(19)

As a result, the wing span R and mean chord ¢ can be expressed in terms of the desired
wing aspect ratio AR as

R =S-AR and c=R/(AR). (20)

Expressing R and c in this manner gives us the advantage of solving for the wing
morphological and kinematic parameters explicitly in terms of two dimensionless parameters, M
and AR. As such, we can guarantee that the resulting solution is dynamically and geometrically
similar with respect to two (M and AR) of the five relevant dimensionless parameters (Table 1).
To factor in a third dimensionless parameter to guide our solution, we express the flapping
amplitude Z in terms of the reduced frequency in hover £ as

1

Z= : 21)
2k- AR

Lastly, the flapping frequency f can be expressed in terms of the reference velocity (Eq.
18), wing span (Eq. 20), and flapping amplitude (Eq. 21) as

f Ut (22)
2nZRA,’

which ensures that the flapping frequency will result in dynamically similar motion with respect
to M, AR, and k.

We have obtained a family of insect-inspired robots that can achieve lift across a broad
range of vehicle masses: 1 — 25 g (Fig. 9). For example, the parameters for 5 g and 25 g
Marsbees are shown in Table 4. For the 5 gram Marsbee, a wing with an aspect ratio of 3,
flapping at 35 Hz with an amplitude of 47 deg can generate sufficient lift for hover (Fig. 9a,b).

In this project, the mass of these zeroth-order Marsbee solutions correspond to two
existing terrestrial flapping wing vehicles. The first reference vehicle, the AeroVironment Nano
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Hummingbird [26] has a wing span of 16 cm and a mass of 19 g. It was able to hover and fly
forward at 6.7 m/s for 10 minutes. The second reference vehicle, the hummingbird-inspired
Micro-Air Vehicle (MAV) [27,28], was developed by our Japanese collaborators. This vehicle
weighs approximately 8 g. This MAV can currently fly controlled for 5 to 10 minutes. After
researching the current state of battery and sensor technology, we believe a 10 g vehicle is
currently realizable. Advances in miniaturization and energy storage, as well as multi-functional
structures, will enable a future vehicle in the 5 g range.

Table 4. Bioinspired Marsbee solutions exist that maintain the relevant dimensionless
parameters governing the high lift coefficient producing motion of insects on Earth.

dimensionless parameter definition insect regime 5 g Marsbee 25 g Marsbee

Reynolds number, Re P,..Uc / [V 0(10*-10% [10] 480 1100
Mach number, M U/ a. <0.1 0.1 0.1

reduced frequency, k fc /U 0.2-0.4[10,29] 0.2 0.2

aspect ratio, AR R/c 2-9110] 3 3

angle of attack, 404 AoA ~45° 45° 45°

average lift coef., C; L/(/szzS) 0(10°% 1.8 2.1

dynamically similar? yes yes

Note that only three of the five dimensionless parameters are used in the above approach
for determining ¢, R, f, and Z. This is because the angle of attack 404 is governed by the
instantaneous pitch angle o (see Section 4.2.1) and is therefore independent from the wing
geometry or flapping motion. Additionally, the Reynolds number Re is left to vary as a function
of the previously defined wing parameters. This is because Re is directly proportional to the
atmospheric density p (see Table 1), which is extremely low on Mars. As a result, Re is generally
low for a given combination of kinematic and morphological parameters on Mars and will
therefore remain in the desired insect-inspired regime.

E120 m=19 g 70} Amplitude
- Sl \ foemcent ptacne
2 80 g 50f LEVs
g m=5 g < L
(@]
§ 40| g ————mi09 gl Shed
L /4 m=25 g % I TEVs
0 4 6_ 8 10 =10 2 4 6 8 10
a) Aspect Ratio b) Aspect Ratio c)

Figure 9. (a,b) Zeroth-order solutions for dynamically similar flapping wing motions on
Mars for a broad range of vehicle masses. (c) bioinspired flight solution from a well-
validated 3D Navier-Stokes solver for a 5 g flapping wing robot, corresponding to the
highlighted points on solution curves (a,b).
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4.4 Bioinspired Hover Flight on Mars - 2D Aerodynamics Solution

In order to justify the need to scale up the wings, we first test whether a standard
bumblebee could fly on Mars. Using the flight simulator described in Section 4.2, but with
gravitational and atmospheric parameters that correspond to the Martian atmosphere, we solve
for the control inputs that permit hovering flight on Mars. Per Table 4, flight for a standard
bumblebee (i.e. n=1) in a Martian atmosphere requires a flapping amplitude of Z=366.3°. When
the half peak-to-peak flapping amplitude exceeds 90°, the left and right wings touch each other,
which is not physically permissible. Therefore, the wing kinematics and morphology of a
standard bumblebee cannot generate sufficient lift on Mars because the Martian atmosphere is
too thin.

2 25 3 35 4 45 2 25 3 35 4 45
c) n d) n

Figure 10. Control parameters required to hover on Mars for various wing sizes for a) the
flapping amplitude, b) flapping frequency, c) stroke plane angle, and d) offset angle.

Therefore, our results show that the natural bumblebee cannot sustain its weight in hover
in the rarefied atmosphere on Mars. However, if we consider a Marsbee, a hybrid bumblebee
with larger wings that are scaled in all dimensions by a factor of n, ranging from 2 to 4.5, the
resulting lift is sufficiently high to sustain its weight. This sufficient lift is achieved primarily by
the enlarged wings which have four to twenty times the planform area of the Earth bumblebee
wings.

4.4.1 Small Marsbee Solution

Figure 10 shows the control parameters that yield hover equilibrium on Mars for a
bumblebee-sized Marsbee. It can be seen that the resulting flapping amplitudes remain in a
relatively small range (Fig. 10a). This is by design, resulting in a relatively consistent value for
the reduced frequency in hover k&=1/(ZAR). Recall that by consistently scaling up the chord and
span by n, the aspect ratio AR is kept the same. Thus, the resulting & for the Marsbees ranges
from 0.315 to 0.323 which is within the insect flight regime. The Reynolds number remains of
the order of O(10%) by reducing the flapping frequency as the wing size increases (Fig. 10b). The
stroke plane angle B and the flapping offset angle {, are also provided, but their variation for
different wing sizes is small. Although the wing’s velocity is larger than on Earth and the speed
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of sound on Mars is approximately 72% of the speed of sound on Earth [8], the Mach number
remains less than 0.09, indicating that the flow is incompressible and within the insect flight

regime.

Table 5. A summary of physical and flapping parameters for bumblebee flight on Earth and Mars and
Mars MAV flight on Mars. Results are based on our coupled NS-flight dynamics code. Note that
bumblebee flight on Mars in characterized by an unphysical flapping amplitude and a reduced frequency
that results in a non-dynamically similar solution. However, the dimensionless parameters for both Mars

MAVs result in dynamically similar solutions, where n=3.5 requires the least amount of power.

bumblebee bumblebee Mars MAV on  Mars MAV on

on Earth on Mars Mars, n=2.5 Mars, n=3.5
wing size factor 1 1 2.5 3.5
atmospheric density [kg/m’] 1.225 1.55x10? 1.55x10? 1.55x10?
gravitational acceleration [m/s*]  9.81 3.72 3.72 3.72
viscosity coefficient [kg/(ms)]  1.8x10” 1.5x107 1.5x107 1.5x107
body mass [kg] 1.75x10 1.75x10™ 1.75x10™ 1.75x10™
total wing area [m’] 1.06x10™ 1.06x10™ 6.60x10™ 1.29x107
mass of wings [kg] 9.10x1077 9.10x1077 1.42x10” 3.90x10”
wing mass / body mass 0.52% 0.52% 8.13% 22.3%
total mass [kg] 1.75x10™ 1.75x10™ 1.88x10 2.13x10*
total weight [mN] 1.72 0.652 0.702 0.794
flapping amplitude [deg] 41.6" 366 53.9 553
flapping frequency [Hz] 155 155 114 63.1
Reynolds number 1439 340.6 127 141
wing tip Mach number 0.028 0.33 0.05 0.03
aspect ratio 33 33 3.3 3.3
angle of attack 50° 50° 50° 50°
reduced frequency 0.4054 0.048 0.323 0.315
power required [W] 0.012 0.19 0.20 0.19
specific power required [W/kg] 68.6 1090 1090 901
flap amplitude less than 90°? yes no yes yes

* flapping amplitude for bumblebee on earth using advanced rotation

Table 5 also shows the main parameters of realizable flapping motions for trimmed,
hovering flight on Mars for a family of small, bumblebee-sized Marsbees consisting of enlarged
wings on a bee’s body (Fig. 10c) with lift equal to total weight. When the chord and span of a
standard Earth bumblebee wing are increased by factors of n=2.5 and »=3.5, i.e. the area is
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increased by corresponding factors of 6.25 and 12.25, sufficient lift can be generated that can
offset the increased total weight. Despite the cubic increase in the wing weight, the total system
weight increases only by 8% and 22%, respectively. This is again a benefit of the nominal
bumblebee’s small wing-to-body mass ratio. Note that in Table 5, the bumblebee on earth
simulation was performed using the same kinematics used in the small Marsbee simulations
(Section 4.2.1). As a result of maintaining consistent kinematics across simulations, namely the
use of advanced rotation, the flapping amplitude for the bumblebee on earth is lower than
typically reported in literature. This is expected, as advanced rotation is reported to produce
higher lift compared to the symmetric pitching typical of biological flapping motion [61,82].
This reasoning also applies to the slight discrepancies between the dimensionless parameters
presented in Tables 3 and 5 for the bumblebee on earth.

Although we use the bumblebee parameters as a starting point in this study, we seek a
bioinspired Mars flight design that falls within the insect flight regime, not necessarily
constrained by the bumblebee regime. The larger wings of the bioinspired Marsbee allows hover
in the low density environment on Mars. However, the penalty associated with using such large
wings is clearly seen in the power required to actuate them. From Table 5, operating on Mars
requires over 13 times the power to fly on Earth when considering the case where the wings are
scaled by a factor of #n=3.5. Because of the ultra-low density in the Martian atmosphere, the
resulting Reynolds number reduces to Re=0(10?), which is an order of magnitude lower than the
Earth bumblebee Reynolds number. The higher power required for the Marsbee compared to the
bumblebee on Earth suggests that the performance may be further improved. Moreover, the
reduced performance may be ascribed to the fact that the Mars flight vehicle operates at a
reduced Reynolds number. Still, the resulting Reynolds number is within the insect flight regime
and the resulting lift coefficient is sufficiently high such that the bioinspired Mars flight vehicle
is able to sustain its own weight on Mars. The power required and an energy harvesting method
to reduce power substantially is further discussed in more detail in Section 4.6.3.

4.4.2 Bioinspired Unsteady Lift Enhancement Mechanisms on Mars — 2D

Figure 11 shows the lift histories for various wing sizes subject to the constraint of
operating in trim on Mars. Each trace describes the average lift that is necessary to balance the
weight on Mars for the wing size factor of n=1 (bumblebee on Mars) and #=2.5, 3.5 (small
Marsbees on Mars). The associated drag and wing kinematics are included in Fig. 11 as well.
This figure also depicts the unsteady lift generation mechanisms that yield much higher lift
coefficients than conventional airplane or helicopter designs at low Reynolds numbers [95].
Insects use unsteady lift production mechanisms, including the well-known mechanisms of
delayed stall, rotational lift, added mass forces, and wing-wake interaction (or wake-capture)
[10,60—63] to fly. These unsteady lift generation mechanisms are the reason that the dynamically
similar flapping wings can produce sufficient lift despite the low-Reynolds environment on
Mars.

The lift time histories are qualitatively similar for n=2.5 and 3.5 with the averaged lift
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being higher for n=3.5 because the total weight is greater in trim. To simplify the discussion, we
only compare the lift production mechanisms and vortex dynamics between n=1 and 3.5 in this
section. The corresponding vorticity contours are illustrated in Fig. 12 for n=1 and 3.5. The wing
is flapping from left to right with advanced rotation. The z-component of vorticity is positive into
the page and it is normalized by U/c. The vorticity contours clearly identify the location and
direction of the vortical structures relative to the wing. The leading-edge vortex generated in the
current stroke is denoted by LEVy; the LEV shed in the previous stroke is labeled as LEVy, and
so on. Trailing-edge vortices (TEVs) follow the same convention.

The first high-lift mechanism is wake-capture, which causes the large lift increment for
n=3.5 at the stroke ends 1=0 and 1=0.5. During this phase of the stroke, the wing encounters the
LEV, (figure 12b at t=0) that was shed during the previous half-stroke, enabling the wing to
recover energy from the flow [86,87]. In the case of n=1, however, the vortex structures in the
immediate vicinity of the wing are dominated by the TEV, shed during wing rotation, which
imparts downwash on the wing and delays lift production from wing-wake interaction with LEV
until =0 to 0.0625. This is reflected in Fig. 11a, where no lift increment is seen at =0 or t=0.5
for n=1.

The second region of large lift generation for n=3.5 occurs from t=0.125 to 0.35 in the
first half-stroke and from 1=0.625 to 0.85 in the second half-stroke (Fig. 11a). The lift in this
region results from the stable LEV that forms during the translational phase of the stroke, hence
it is termed translational lift [61]. The LEV, which can be seen at t=0.25 and 0.375 for n=3.5 in
Fig. 12b, significantly reduces the pressure behind the wing and increases the lift.
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Figure 11. a) Lift and b) drag produced by a bee on Mars (n=1) and two bumblee-sized
Marsbees (n=2.5 and n=3.5) during the fourth and final flapping period. Corresponding c)
flapping and d) pitching motions, where the flapping amplitude varies as a function of n
while the pitching amplitude is the same for all values of n.
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Figure 12. Unsteady vortex generation for a) n=1 where /=155 Hz, Z=366.3° and b) n=3.5
where f=63.1 Hz and Z=55.3°. The unphysically large stroke amplitude in conjunction with
the bumblebee’s natural flapping frequency results in a) flow structures and a lift history
which are not exhibited by insects. However, the flow structures for the case of b) n=3.5 are
similar to those for typical flapping flyers. Vorticity is normalized with U/c.

On the other hand, in the case of n=1, two separate LEVs form in each half-stroke with a
noticeable shedding event that results in the abrupt loss of lift immediately preceding and
following 1=0.25 in Fig. 11a. The first LEVi, that forms can be seen at 1=0.125 (Fig. 12a)
associated with the second lift peak (figure 11a). The timing of this lift peak is earlier than the
case of n=3.5 because of the unphysically large flapping amplitude, yielding a relatively faster
flapping motion. It is destabilized by interference from LEV( and by the rapid growth of TEVy,
leading to the separation of LEV1, around 1=0.2. A new LEV1, can be seen forming at 1=0.25,
and it produces the third lift peak at 7=0.3 in Fig. 12a. This process is repeated in the second half
stroke. Thus, for the n=1 case, the translational force mechanism is the source of both peaks that
are seen in Fig. 11a in each half stroke, with delayed contributions from wake-capture generating
the first peak. The strength and size of the TEV( is much larger for n=1, which changes the
overall flow field and prevents the LEV( from interacting with the wing as described previously
for the bioinspired Mars MAYV configurations (n=3.5).

The lift time history and the vortex dynamics for the bioinspired Marsbee configuration
at n=3.5 resemble the insect flapping aerodynamics for hover with both wake capture and
delayed stall lift peaks [10]. However, when n=1, wake capture is delayed by the unphysically
large flapping amplitude, and the delayed stall mechanism is characterized by two noticeable
shedding events of the LEV. This discussion demonstrates that a bioinspired dynamic similar
solution is promising and important to realize flying on Mars by flapping motion.
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4.5 Bioinspired Hover Flight on Mars - 3D Aerodynamics Solution

To test the question that the zeroth-order model produce solutions that are valid in 3D
flow fields, we compute 3D Navier-Stokes equation solutions for the bioinspired Marsbees. We
focus on the aspect ratio, which was neglected in the 2D aerodynamics analysis. Furthermore, we
neglect the coupling to flight dynamics as the magnitude of the lift production and the presence
of insect-scale, unsteady lift enhancement mechanisms are the main questions.

To systematically determine a solution for the kinematic and morphological parameters
for a 5 g flapping wing robot with motion dynamically similar to the motion of insects on Earth,
we begin with the zeroth-order approach described in Section 4.3. We use the zeroth-order
results to define the input parameters into the NS solver. We then analyze the NS results to
determine whether or not the zeroth-order method produces wing geometry and kinematics that
generate sufficient lifting force to balance the weight of the vehicle in the Martian conditions.

4.5.1 Zeroth-order Solution

We apply the solution the procedure outlined in Section 4.3.2 to a 5 g vehicle to
determine the morphological and kinematic parameters to supply to the NS solver. In order to
find a solution, some assumptions must be made about the flight characteristics. First, since the
average lift coefficient C; can only be determined a posteriori, we must assume a value to solve
Eq. (19) for the wing planform area S. Since insects are capable of producing lift coefficients in
excess of 1 [10,96] and our previous study revealed that the average lift coefficient for
symmetrically flapping 3D wings is near 1.5 [97], we use assume a value of C;=1.5 in the
zeroth-order method. The validity of this assumption will be verified once the NS solutions are
obtained (Section 4.5.2).

Additionally, the reduced frequency in hover k£ governs the flap amplitude required to
maintain dynamic similarity Eq. (21). In light of our previous results showing that increasing the
flapping amplitude and reducing the flapping frequency to achieve a desired lift reduces the
inertial flap power required (the dominant power component for flapping wing motion on Mars
when an inertial spring is not considered) [98], we set £=0.2 such that it remains in the insect
regime, while having the effect of increasing the flapping amplitude instead of the flapping
frequency.

4.5.2 Hover Solution from 3D NS Solver

To achieve a hover solution on Mars, we provide the results from the zeroth-order model
into the NS solver to determine the resulting lift force. As the aspect ratio is one of the main
parameters driving the lift coefficient in bioinspired flight, we choose discrete values of AR=2, 4,
and 6 to cover the aspect ratios in a range from fruit flies (AR=2.4 [99]) to bumblebees (4R=6.6
[100]). Many studies have investigated the effects of aspect ratio on the lift coefficient of
flapping wings [101,102]. The goal is not to perform a parametric investigation of aspect ratio
effects. Instead, we include various aspect ratios to demonstrate the ability of the zeroth-order
model to properly inform the dynamically similar solutions of flapping wing vehicles with
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varying dimensionless parameters (aspect ratio included). The results of the zeroth-order
informed 3D NS simulations for a range of dimensionless parameters in the insect-inspired
regime can be found in Table 4.

It is worth noting first in Table 4 that the lift coefficients from the NS solutions,
generated for the Mars solutions are in excess of the assumed lift coefficient in the zeroth-order
model (i.e. Cz>1.5). This result is a clear confirmation that the zeroth-order method can be used
as an appropriate tool to scale the bioinspired solutions for hovering flight on Mars. Since the lift
force scales with Cy, any increase in the lift coefficient from the assumed value is an increase in
the vehicle mass for the given wing geometry and kinematics.

The results for bioinspired flight on Mars in Table 4 are couched between representative
bioinspired values at the upper and lower ends of the relevant nondimensional parameters. It is
evident that all of the dimensionless parameters for the medium-size bioinspired flight vehicle on
Mars are well within the typical values common to biological flapping wing flight. The Mars
solutions appear to have dimensional and nondimensional parameters that lie close to those of a
hummingbird, which is not surprising given the 5 g mass of the bioinspired flapping wing
vehicles, similar to the 8 g mass of a hummingbird. However, the most noticeable differentiation
between the Mars solutions and the representative solutions on Earth is the wing size required for
sufficient lift on Mars, noted by the relatively large values of S compared to the biological
flappers on Earth. Augmenting the low density on Mars with large wings is the same approach
used in our previous study [67] and is built into the zeroth-order method to ensure appropriate lift
generation along with dynamically similar motion. Additionally, the Reynolds number is nearly
two orders of magnitude lower than hummingbirds and one order of magnitude lower than
bumblebees, which is mostly due to the ultra-low density of the Martian atmosphere.

4.5.3 Bioinspired Unsteady Lift Enhancement Mechanisms on Mars — 3D

It is critical to understand the behavior of the aerodynamics that generate sufficient lift to
hover in the ultra-low density Mars atmosphere. In fact, the zeroth-order method proposed in the
present work hinges on the ability of dynamically similar motion to generate forces that benefit
from the unsteady lift-enhancing mechanisms of insects on Earth. To test if this is the case, we
simulate the motion resulting from the zeroth-order method for the 5 g with a pair of 15 by 4.8
cm wings, flapping at 35 Hz and analyze the resulting aerodynamic mechanisms present in the
solutions, which can be found in Fig. 13.

It should first be noted that the full-cycle-averaged lift coefficients C; (Fig. 13a) are
sufficiently high to balance the weight of the vehicles in hover. Additionally, a constant C; for
2<AR<4, then a reducing C; for AR>4 is consistent with aspect ratio effects on C; as described
by other researchers [102]. Additionally, the C. curve in Fig. 13a reveals lift peaks similar to
those produced by insects on Earth. Each half-stroke is characterized by two dominant lift peaks
near the beginning and end, which bookend the translational lift section in the middle of each
half-stroke. These dominant lift peaks on the ends of each half-stroke are mainly due to the
rotational lift mechanism due in part to the wing forcing the surrounding flow down and
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generating a positive reaction force in the direction of lift. The translational lift section can be
found between 0.15<#7<0.35 in Fig. 13a, during which the wing maintains a constant angle of
attack of +45° (Fig. 13b).

During the translational phase, a strong LEV remains attached until the mid-stroke, which
is near the time when it sheds and the lift reduces significantly. Figure 13c contains snap shots of
contour iso-surfaces of the Q-criterion which are indicative of regions of high vorticity in the
flow. The presence and locations of these contour iso-surfaces can be correlated to unsteady lift
enhancement mechanisms utilized by biological fliers. For instance, the attached LEV can be
seen at #/7=0.10 and #/7=0.25 in Fig. 13c, in addition to the shed TEV at #/7=0.25. A break down
and separation of the tip vortex can be seen during the rotational lift period at the end of the
down stroke in Fig. 13c at #/7=0.40. Since the lift histories and cycle-averaged lift coefficients of
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Figure 13. The resulting a) 3D NS lift coefficient and b) kinematics time history for the
dynamically similar flapping wing motions generated by the zeroth-order method for S g
flapping wing vehicles on Mars with various aspect ratio. ¢) Contour plots of the iso-
surfaces of Q-criterion (Q=15) indicative of vorticity for AR=4.
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AR=2 and 6 are similar to the lift histories of AR=4, it is assumed that they benefit from the same
unsteady lift mechanisms seen in the case of AR=4.

4.6  Power and Payload Considerations

The time histories of flapping and pitching power required to hover on Mars are shown in
Fig. 14 for various wing sizes corresponding to the 2D solutions shown in Section 4.4. The time
history of the flap power resembles a sinusoidal profile. The peak flap power varies with n. On
the other hand, the pitch power is zero during the midstroke, when the pitch angle is held
constant as shown in Eq. (14). At the ends of the strokes, the wing rapidly rotates, leading to
large peaks. Since both flapping and pitching power are functions of multiple variables (e.g.
wing speed, lift and drag coefficients, and wing size), we do not see a monotonic trend in the
amplitudes of the pitch power.
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Figure 14. Time histories of the a) flap and b) pitch power for different wing sizes n. The
curves show that there is not a direct monotonic scaling between the wing size n» and the
power amplitude for either flapping or pitching. This is because the flapping and pitching
power are functions of multiple variables, such as wing speed, lift and drag coefficients,
and wing size.

Additionally, both flapping and pitching power are less than zero for significant portions
of the stroke. The flap and pitch power peaks are of approximately the same magnitude.
However, the pitch power peaks are of much shorter duration.

Figure 15 shows the inertial and aerodynamic contributions to the required flap and pitch
power. Most significantly, in both the flapping and pitching power, the inertial contribution to
power is approximately two orders of magnitude larger than the aerodynamic contribution to
power. The moment of inertia increases with scale factor by n°, which significantly increases the
inertial power. Also, the Martian air is so thin that the aerodynamic power is much lower than it
is on Earth, all else being equal.

Figure 16 depicts the pitch, flap, and total positive power, Ppos, for various wing sizes.
Additionally, the average power, which is averaged over one cycle, is presented. This is
considered the ideal power because it assumes that all negative power can be stored and perfectly
recovered, thus negating some, or all, of the positive power. In the Martian atmosphere, a
bumblebee with nominal wings (n=1) would require approximately 0.19 W to achieve hover
(Table 5), although we showed in Section 4.4.1 that a physically impossible flapping amplitude
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Figure 15. Power requirements for different wing sizes n=2.5, 3.5 and 4.5. a) Inertial flap
power; b) Inertial pitch power; c) Aerodynamic flap power; d) Aerodynamic pitch power.
The inertial power required is orders of magnitude larger than the resulting aerodynamic
power for flapping wings on Mars. This is due to the ultra-low density of the atmosphere.

is required to do so. On the other hand, increasing the wing size by a factor of n=2.5 to 3.5 and
reducing the flapping frequency will reduce the required power to approximately 0.17 W and
0.16 W respectively. Increasing the wing size further, however, causes an increase in the total
power required. The specific power curve has a clear region where flight with minimum power is
obtained between n=3 and n=4 for the given kinematics.

4.6.1 Inertial Cause of Power Required

The nonlinear trend in power with respect to a variation in the wing size n can be
explained by considering the inertial contribution to the total power. As shown in Fig. 15, the
inertial power is orders of magnitude greater than the aerodynamic power because of the ultra-
low Martian density for both flap and pitch powers. As the wing size n varies, both the required
flapping amplitude Z and flapping frequency f change to achieve hover equilibrium as shown in
Fig. 10.

The inertial flap power for a pair of wings can be found by inserting Eq. (15) in Eq. (14),
yielding

Pﬂap,inenial = Clyyc = 8n3]yy,W0f3zzn5 Sin(4nﬁ) ’ (23)

where the moment of inertia of the wing scales as 1,,=1,,on° under a wing size variation n. The
subscript 0 indicates the nominal wing size value.

On the other hand, the relationship between the flapping amplitude, frequency, and wing
size, subject to the condition that the lift balances the weight, can be estimated from Eq. (24) as
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Figure 16. Specific power for different wing sizes n based on NS simulations, normalized by
the total mass. a) Positive power for pitch, flap, and total power. b) Power comparison for
positive power (with and without torsional springs) and the ideal case of average power,
which assumes that all negative power can be stored and perfectly recovered. The power
reduction with the torsional springs (see Section 4.6.3) is ~80% for each case. This is a
direct result of the springs operating at their resonance frequency and thus negating the
inertial flap power required. The resulting power for the torsional spring cases is the sum
of the aerodynamic flapping power plus the aerodynamic and inertial pitching power. Note
how the positive spring power curve approaches the ideal case of the average power and is
slightly more than the total pitching power due to the aerodynamic flap power required.
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where the wing area is S=2Rc, and wing length and mean chord vary with n as R=Ron, c=con,
and, again, U=2n/Z /" 'R.

To dissect the influence of Z and f on Pfap,inertial, we first hold Z constant and adjust f'to
achieve equilibrium. Then we hold f constant and adjust Z. Since we consider the same wing

shape, r* is also constant. Additionally, the change in the total weight is relatively small with
respect to n as discussed before. Furthermore, our simulations indicate that the lift coefficient is
close to C;=1 for all cases. For simplicity, we define a parameter ['=(mg/4n*?pRo*coCr)"? that is
held constant in the following analysis.

When Z is kept constant, the required flapping frequency becomes f=I'/Zn? from Eq. (25).
Then Eq. (23) becomes

sn’l  T°
= —”ZWO sin(4nﬁ) ~n' (26)

lap inertial Z
Slap n

indicating that Pfap,inertia,z 18 inversely proportional to n. The effect of f on Ppap,inertial can be
similarly determined as

=8l | Tfusin(4nfi)~n 27)

flap,inertial, f*
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which shows that Pfiap inertial, 1S proportional to n. As the wing size increases, the flap amplitude
contribution reduces. However, the flap frequency contribution to the inertial flap power
increases with n. As a result, there is an optimal wing size as shown in Fig. 16. This is because
both fand Z have a similar order of contribution to produce lift that balances the weight (Eq.
(25)). However, Prapineriar~f > whereas Phapineria~Z> (Eq. (23)), yielding the qualitatively
different influences of the flap amplitude and frequency on the inertial flap power. The pitch
power trends are qualitatively similar.

For illustrative purposes, scaling the wing up by »=3.5 in each dimension is equivalent to
a bumblebee using the forewing from a cicada. Operating such a large wing is necessary to
compensate for the low-density environment on Mars. However, as previously mentioned, the
penalty associated with using such large wings is clearly seen in the power required to actuate
them (Table 5). There are methods for optimizing the wing kinematics [103] such that power is
reduced, as well as many practical methods for eliminating sources of power in flapping wing
motions, as discussed in the following section.

4.6.2 Payload Considerations

The baseline case for the present study is the case where a bumblebee wing is uniformly
scaled by a factor of 3.5 in all directions on a bumblebee body (Section 4.3.1) [66]. This case
resulted in minimum power (Fig. 16). As only the wing size and therefore wing mass was scaled
for this solution, the body remained the body size and mass of a morphological bumblebee. As
such, we can now examine the effects of maintaining a constant wing size of the baseline case
and increasing the body mass to simulate the payload capacity for this configuration. By
investigating a case where the wing size is held constant, we will not include the effects of
changing aspect ratio. Similarly, we fix the pitch amplitude to remain at A=40° for all cases as
this generates the highest lift when coupled with advanced rotation of the wing [61,82]. The
baseline parameters are shown in [67] which details the pertinent morphological parameters,
kinematic parameters, dimensionless parameters, and required power. We first determine the
maximum payload capacity while maintaining dimensional similarity.

Figure 17 shows the variation of kinematic parameters used in the computational
simulations for each case of increased payload fraction A considered (Section 4.3.1). We
consider two parametric variations: i) the flapping frequency is held constant at /=63 Hz; ii) the
flapping frequency is manually increased with increasing A. In our computational framework,
the flapping frequency is prescribed (Fig. 17a) and the stroke plane angle B, flapping amplitude
Z, and stroke offset {, (Fig. 17b,c) are the resulting controls that are output by the coupled NS-
flight dynamics solver. The kinematics used for each case show that as the payload fraction A
increases, either the flapping amplitude must increase (Fig. 17a) or the flapping frequency must
increase (Fig. 17¢) in order to increase lift to balance the weight (Eq. (1)). This explains why the
flap amplitude in Fig. 17c¢ is not constant but is rather approximately 55° for all cases considered.
As we only consider hover flight, the stroke plane angle in Fig. 17b and flapping offset angle in
Fig. 17c are small relative to the flapping amplitude and differ only marginally between cases.
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Figure 17. Values for a) the input frequency f and b-d) the controls solutions from the
coupled NS-flight dynamics equations. The controls parameters are b) stroke plane angle §,
¢) flapping amplitude Z, and d) flapping offset angle (. a-d) Are a function of increased
payload fraction A for fixed flapping frequency (blue) and fixed flapping amplitude (red).

The dimensionless parameters found in Fig. 18 are the only ones which vary as a function
of increased payload fraction. The other two parameters which govern dynamic similarity in this
study, aspect ratio and angle of attack, are held constant. For the varying dimensionless
parameters corresponding to increased payload fraction, Figure 18 shows that they are all within
their respective ranges for typical insect flight. This affirms that the resulting solutions for the
flapping wing motion with increased payload benefits from the unsteady, high lift mechanisms
achieved by insects, even though the simulation is conducted in the much lower density Martian
atmosphere.

Figure 19 shows the resulting power and average lift coefficient as a function of
increased payload fraction. The maximum payload capacity for the present case is about 100% of
the baseline body mass. The main limiter of this maximum payload value is the constraint on the
wing tip Mach number (Fig. 18a). Most insects operate at a Mach number below 0.1 (Table 3).
As such, the flapping speed is limited in the potential magnitude of flapping amplitude and
frequency, as both scale the wing tip Mach number. Payloads above 100% would result in M>
0.1, which would no longer guarantee that the flapping wing motion benefits from the unsteady,
high lift mechanisms of typical insect flight observed in Earth. Note that in the Fig. 19a where
the flapping frequency is held constant and the flapping amplitude can vary to achieve
appropriate lift, the resulting wing tip Mach number extends slightly beyond the bioinspired
threshold for Mach number. Conversely, in the case where flapping amplitude is held roughly
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constant at 55°, there is still margin which allows for a slightly larger payload to be carried. For
this case, there is a clear advantage for operating at a low flap amplitude and increasing the
flapping frequency to achieve lift and maximize the total amount of payload while producing a
dynamically similar solution.

However, as demonstrated in Fig. 19a, the power required for additional payload P is
larger for the case where Z is held approximately constant and the flapping frequency varied.
This means that with respect to the variables considered, the largest payload mass can be
achieved when the flap amplitude is small enough to satisfy the reduced frequency restrictions
and the frequency is large enough to balance the weight and not force M;;, to extend beyond its
typical insect range. However, as was discussed in Section 4.6.1, increasing flapping frequency
scales the total power required at a faster rate than increasing the flapping amplitude and can
result in very large power requirements.
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Figure 18. High-fidelity numerical solutions illustrating the resulting a) wing tip Mach
number and b) reduced frequency and c¢) Reynolds number, when additional payload
fraction is added to the flapping wing flyer for both fixed flapping frequency (blue) and
fixed flapping amplitude (red). The kinematics considered for each payload amount result
in dimensionless parameters (a,b) that fall within the ranges typically found in insects
(Table 3). The wing tip Mach number a) scales nearly linearly for both fixed amplitude and
fixed frequency but has a lower slope when frequency is fixed, allowing for a slighty larger
payload while remaining dynamically similar. The reduced frequency in b) reduces for
fixed frequency and remains nearly constant when the amplitude is approximately constant,
as expected.

4.6.3 Energy Harvesting Method with Torsional Springs

While the low-density Mars atmosphere poses a challenge to generate lift, the proposed
bioinspired flapping wing concept has the potential to benefit from the low-density environment
by substantially reducing the flight power consumption, implying an improved payload margin
and flight time.

Because of the ultra-low Martian density, the power consumption due to aerodynamic
damping (aerodynamic power) is orders of magnitudes smaller than the power needed for
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Figure 19. High-fidelity numerical solutions for a) total power as a percent of the baseline
power required and b) the average lift coefficient as a function of increased payload
fraction A. The total power a) increases nearly linear for both cases but has a smaller slope
for fixed frequency. The average lift ceofficient b) is nearly constant for both cases, with
the the average value being slightly higher for fixed flapping amplitude.

accelerating and decelerating the wings during flapping (inertial power). Therefore, the total
power is dominated by the inertial power. A torsional spring at the wing root stores the wing
kinetic energy during the decelerating half-cycle to drive the next accelerating half-cycle,
reducing the inertial power when operating at resonance [34]. Whereas rotary wing concepts are
more mature in both design and control, this energy harvesting mechanism is uniquely suited to
flapping wing motions.

In order to reduce the total power required we propose another benefit of using the
flapping motion as a propulsive mechanism on Mars. We place a torsional spring (patent
pending) at the root of each wing to temporarily store otherwise wasted energy and reduce the
overall inertial power when driven at resonance. The effects of a spring on the flapping wing
motion are modeled by a second order ordinary differential equation as

Lyt T tEE=T,, (28)
in the wing frame, where [y, is the wing root (flap) moment of inertia, 7zero is the aerodynamic
torque, kr is the angular spring constant, 7., is the torque required from the forcing function, and
¢ 1s the instantaneous flapping angle of the wing. The dot and double dot represent the first and
second time derivative, respectively. Equation (21) relates the flapping wing kinematics to the
material properties of the spring and the forcing function required to impose the desired motion
¢ given by the trimmed solution.

According to Eq. (2), the flapping motion is sinusoidal and can therefore be written as

{(t)=Zsin(2nft). When ¢ and § are substituted into (28), the result is
—-(2nf)? I, WZsnQ2nft)+T,  +k Zsin(2nft)=T (29)

aero req

42



We choose the spring constant to align the undamped natural frequency fn with the
flapping frequency,

k
onf, = |1 =k, =(2nf) 1, (30)
w0

When Eq. (23) is substituted into Eq. (22) the inertial and spring terms cancel out,
resulting in 7teq=Taero. Thus, when the torsional spring is driven at its resonant frequency, the
required torque for the flapping motion is only comprised of the aerodynamic torque, which is
orders of magnitude lower than the inertial torque. As a result, the total power required reduces
substantially. This method takes advantage of the ultra-low density environment on Mars and
negates the increased inertial flap power required due to wing scaling. Where the low density
was initially an obstacle to overcome, it is now a benefit when considering torsional springs
placed at the wing roots.

Note that a similar, closed form analytical expression is not derived for the inertial
pitching component of the total power required. This is due to the fact that the pitch motion is
described in terms of a hyperbolic tangent function, as seen in Eq. (3). This limits the ability to
express the derivatives required for writing Eq. (14) in a concise analytical form. Additionally,
for both the aerodynamic flapping and pitching power components, we are unable to rewrite the
Navier-Stokes equations in a way that captures the all of the flapping/pitching motion of the
wing, as well as the body motion. However, it still stands that the most dominant source of
power is the inertial flap power, as demonstrated by Figs. 15 and 16. This means that the
expression for the inertial flap power in Eq. (23) captures the important kinematic/morphological
parameters that drive the overall power required.

Figure 16b compares the flapping power required for Marsbees with wings that have
been scaled by a factor of 2<n<4.5 with and without torsional springs. The power required for
the simulations which include the springs is composed of the aerodynamic flapping power and
both the inertial and aerodynamic pitching power. For the case where n=3.5, the total power
required is reduced by 79% from 0.19 W to 0.04 W when torsional springs are placed at the wing
roots. Note that the resulting power of 0.04 W is now only 3.3 times the power required for a
natural bumblebee to fly on Earth, which is 0.012 W (Table 5).

Considering the specific power for the case of n=3.5 on Mars, the total specific power for
wings without torsional springs is 901 W/kg (Table 5). This can be compared to the n=3.5 case
with the torsional springs which has a total specific power of 188 W/kg, and the nominal earth
bumblebee specific power of 68.6 W/kg. As a measure of ideal flight endurance, where the entire
body mass is comprised of a lithium-ion battery with a specific energy of 243 Wh/kg (Panasonic
NCR18650B lithium-ion battery), the flight times for the case of #n=3.5 are 16 minutes without
the springs and 78 minutes with the springs. This ideal scenario assumes a 100% efficiency for
the transmission of power from the battery to the MAV’s wings. Even in the baseline case
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without the springs, the endurance time is similar to that predicted by the Mars Scout Helicopter,
which is approximately 90 seconds [24].

For a bioinspired flexible wing design with both the flapping and pitching inertial powers
minimized, we expect the time to further improve to an optimal value of 348 min (5.8 hrs), a
more than 40 fold increase over the rigid wing design. Assuming battery energy density
increases to 400 Wh/kg by 2030 [35,36], an optimal configuration can hover for 9.5 hrs in 2030
as shown in Fig. 4. Flexible wings can also be made much lighter than a rigid wing, further
enhancing the Marsbee performance.
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5 PROOF-OF-CONCEPT EXPERIMENTS IN MARTIAN DENSITY CONDITIONS

Using multi-fidelity tools, we showed in Section 4 that bioinspired wing shapes and
motion can yield sufficient lift to sustain a Marsbee in the Martian density condition. In order to
further test the hypothesis that bioinspired flight mechanisms can produce sufficient lift to fly on
Mars, a Marsbee prototype robot was designed in order to experimentally verify the ability to
produce such forces. The robotic flapper was placed in vacuum chambers where the density was
reduced to the Martian density level. Initial experimental tests were conducted with the
hummingbird-inspired flapping mechanism (Fig. 3; Section 2). However, since this mechanism
was unable to generate the high flapping frequencies required at Martian conditions, further tests
were carried out with an improved version of the Marsbee robot.

5.1 Marsbee Flapper and Vacuum Chambers

The experimental setup consists of the Marsbee robotic flapper on a custom test stand
that allowed for measurements of the unsteady forces produced by the Marsbee robot and of the
flexible wing deformations of the Marsbee wings.

This test stand was placed inside two vacuum chambers located at UAH’s Propulsion
Research Center (PRC). The first vacuum chamber is located in the Large Vacuum Test Facility.
This large vacuum chamber has a test section with a diameter of 1.8 m and a length of 4 m. The
second chamber has a smaller test section measuring 0.3 m diameter and 0.6 m length. Both
chambers use a convection vacuum gauge sensor (InstruTech CVG101 Worker Bee) and are
capable of very low vacuum including the pressure and density levels required for achieving
Mars atmospheric conditions. The experimental setup is shown in Figs. 20 and 21.

We used the 5 g zeroth-order solution (Fig. 9) with a single wing area of 0.0070 m?, a
peak to peak flapping amplitude of 47 deg, and a flapping frequency of 35 Hz to design the
robotic Marsbee flapper (Fig. 21¢). The Marsbee prototype flapper was tested in both two and
four wing configurations with several different wing materials in order to determine a
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transducer
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Figure 20. Marsbee experimental setup in the large vacuum chamber. a) Schematic
representation and b) Marsbee test stand inside the chamber.
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Figure 21. Marsbee experimental setup in the smaller vacuum chamber. a) Schematic of
vacuum chamber and motion tracking cameras. b) Outside view of the vacuum chamber
with the Vicon motion tracking cameras looking through the chamber’s side viewing
window. c) Interior view of the vacuum chamber housing the Marsbee test stand.

configuration suitable for testing at Martian conditions. We selected the four wing configuration
similar to the hummingbird-inspired MAV (Fig. 3), using the gear system purchased from
Micron Wings (Fig. 21a,c). Although the flapping mechanism is constrained to a single wing
peak-to-peak flapping amplitude of about 50 deg, the reduction in the flapping amplitude is
partly made up by an increase in the wing area. The robotic mechanism uses four wings, each
with an area of 0.0070 m?, resulting in the Marsbee robotic flapper having nearly double the total
wing area relative to the (two-wing) zeroth-order results.

Although the total effect of wing area and flapping amplitude are closely matched to the
zeroth-order results, the flapping frequency dictated by the zeroth-order method was not
achieved with the robot (Fig. 25; Section 5.3) due to the lack of power in the available motor and
structural integrity. Design and development of a Marsbee flapper that addresses these
shortcomings are left as a future study.

Initial tests were performed in the large vacuum chamber. However, we discovered that
the relatively large Marsbee wings in the Martian density conditions deform in a way that is
qualitatively different than in Earth density condition. To compare how the wings deform in both
density conditions, high-speed videos were taken of the Marsbee robotic flapper in both ambient
Earth conditions and the reduced-density Mars conditions (Fig. 22). Because the Marsbee wings
are based on a flapping wing micro-air vehicle that was designed for flying on Earth, the fluid-
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Figure 22. Snapshots of the wing and passive pitch motion in a) ambient Earth and b)
Martian atmospheric conditions. In the ambient Earth density condition, the trailing edge
follows the leading edge as the pairs of upper and lower wings come together, similar to
insect wing motions [10]. However, the trailing edge leads the leading edge in the Martian
density conditions.

structure interaction was optimized for the Earth density condition. Similar to the wing motion of
flying insects [10], the wings passively pitch with the trailing edge of the wing following the
wing’s leading edge. However, in Martian conditions where the density is about 1% that of
Earth’s, the resulting fluid-structure is qualitatively different: the trailing edge of the wing leads
in front of the leading edge (Fig. 22), resulting in the wing motion in the opposite direction of
what insects use.

Attempting to correct this motion in the large chamber proved to be a time-intensive task,
as pumping down such a large volume of air to Martian conditions takes nearly 15 minutes. In
order to speed up testing and have more viewing ability, the experimental setup was moved to
the smaller vacuum chamber. This chamber is large enough to house the Marsbee robotic flapper
and force transducer. Also, the pumping process is much faster, achieving Martian density
conditions in about 5 minutes.

5.2 Force and Optical Wing Motion Measurement Setup

The forces were measured using the ATI-Nano-17 Titanium force transducer. Before the
start of each trial, the transducer was setup such that the load due to the flapper’s own weight
was zeroed. The motion of the flapper was actuated by supplying a series of input voltages. For
each trial, forces were recorded for five seconds. The mean lift is calculated by time-averaging
the force in the lift direction over the five second interval. We separated the inertial force from
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the aerodynamic force by following a well-documented procedure [104].

The wing motion was measured using an optical approach. Nine small, reflective tape
markers were placed on one of the wings of the Marsbee flapper. The 3D position of each marker
was recorded using Vicon T40s cameras placed outside of the small vacuum chamber (Fig.
21a,b). Each reflective marker is 3 x 5 mm in size and weighs approximately 3.9x103 g. The
total mass of all nine markers was around 9% of the mass of the individual wing. We used this
optics-based method previously to measure the wing motion of freely flying Monarch butterflies
[105].

Five Vicon cameras were positioned outside the chamber (Fig. 21a,b) and calibrated such
that the markers positions inside the chamber could be clearly recorded through a glass viewing
window located on the side of the chamber. The marker distribution on the wing was chosen
such that both chordwise deformation of the wing as well as the 3D shape of the wing could be
measured. In addition to the wing markers, two more markers were placed on the flapper body as
a reference line as shown in Fig. 23b. The flapping angle was determined using the position of
markers A and G (Fig. 23). The pitching angle was calculated as the angle between line joining
G and I with respect to longitudinal axis of the flapper formed by markers A and B. The
chordwise deformation of the wing was determined using the straight line connecting wing
markers G and I. The flapping frequency was obtained by taking the FFT of the time history of
flapping angle.

The experimental setup enables simultaneous measurements of flapping wing kinematics
and the resulting time history of forces in Earth and Martian atmospheric conditions at various
flapping frequencies. The wing motion was recorded at a sampling rate of 400 Hz and the forces
were recorded at a sampling rate of 2000 Hz. Both the Marsbee flapper and the force transducer
were located inside the chamber and powered using externally located power supply units. The
input voltage to the to the flapper was supplied using Tekpower TP3005P power supply. The
force transducer output was connected to a National Instruments Data Acquisition (DAQ) board
and the measured data was saved to an external computer. Any gaps in the recorded marker
position data were interpolated using cubic spline interpolation. The wing motion data were
smoothed using a low pass filter with a cut off frequency of 50 Hz. The recorded force data,
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Figure 23. Position of the reflective markers on the Marsbee wing.
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which included higher frequency oscillations, were filtered using a low pass filter with a cut off
frequency of 100 Hz.

5.3 Lift and Wing Deformation Measurements in Martian Conditions

The temperature and pressure inside the chamber were recorded during the experimental
procedure. At Earth conditions, the temperature and pressure inside the chamber were 23° C and
99325 Pa, respectively, resulting in an air density of 1.168 kg/m?. At simulated Martian
conditions, the temperature inside the chamber was 23° C for all tests. We varied the pressure
between 1133.4 Pa and 1333.2 Pa, resulting in an air density of 1.333x102kg/m? and 1.568x10
kg/m?, respectively, during the tests, which is within the Martian atmospheric density range (Fig.
2).

The forces and wing motion of the flapper were first recorded at Earth conditions inside
the chamber followed by Martian conditions. The wing motion and forces generated by the
flapper were recorded for a range of input voltages. At Earth conditions, we varied the input
voltage to the flapper between 0.5 V and 2 V in 0.5 V increments and between 2 V to 2.6 V in
0.2 V increments. The input voltage for Martian conditions was varied between 0.8 V and 2.6 V
in 0.2 V increments in order to achieve a range of frequencies comparable to the frequencies
achieved in Earth density conditions. Three repeated measurements were acquired at each
voltage.

The mean lift recorded based on three repeated measurements is shown in Fig. 24 at
Earth and Martian conditions as a function of the flapping frequency. The Marsbee flapper
generates positive lift in both conditions. At 16 Hz, the mean lift normalized with Martian
gravity was around 8 g. The lift at Martian condition increases between 8 Hz and 14 Hz followed
by a nonlinear drop. The magnitude of lift (in grams) is similar to the lift of these Marsbee wings
in Earth density condition, producing around 11 g of lift at 17 Hz. The mean lift in Earth density
conditions increases with the flapping frequency. These results indicate that the Marsbee flapper
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Figure 24. Experimental measurements as a function of flapping frequency at Earth and
simulated Martian atmospheric conditions. a) Measured lift in mN; b) Measured lift in
grams. The mean lift at Earth and Martian densities are normalized with 9.8 m/s? and 3.26
m/s2, respectively.
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Figure 25. Comparison of passive pitch angle at Earth and Martian density conditions.

at Martian conditions is capable of producing lift comparable to its weight.

The mean lift trend in Fig. 24 can be explained with the wing deformation measurements.
A key mechanism in generating positive lift is the passive pitch angle resulting from wing
deformation. In dynamic balance of the wing inertia, elastic restoring force and aerodynamic
force, the flexible flapping wings deform, producing passive pitch angles. For flexible wings,
passive pitch angle plays the role of angle of attack. A pitch angle of 45 deg is known to produce
the highest lift [106].

For the Marsbee wing in Earth density condition, the passive pitch angle increases with
flapping frequency, reaching 18 deg at 15 Hz (Fig. 25). Lift increases with pitch angle in general.
On the other hand, in Martian density conditions, the wing deforms in a nonlinear way,
producing a mean lift trend (Fig. 24) that is qualitatively different than the trend in Earth
condition. The trend of mean lift as a function of flapping frequency appears to be similar to the
passive pitch angle trend (Fig. 24a and Fig. 25). With an increase in frequency, the mid-stroke
passive pitch angle remains nearly constant in the Mars conditions.

The wing snapshots for a representative trial further show that pitch angle due to wing
deformation during the midstroke is in the non-optimal, opposite direction (Fig. 26). As
visualized in the high-speed video snapshots in Fig. 22, the trailing edge leads the leading edge
in the Martian density conditions. On the other hand, in the Earth density condition, the trailing
edge lags the leading edge, resulting in a motion that is similar to flying insects [10]. The
pitching motion shown in the Earth condition produces high lift in an efficient manner.
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; : non-optimal .
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Figure 26. Representative chordwise wing shape snapshots at a) Earth and b) Martian
density conditions.
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In short, the resulting combination of the flapping and pitching motion is able to generate
positive lift in the Martian density condition. However, the resulting pitch motion due to the
larger wings is not optimal, suggesting that the bioinspired lift generation in Martian conditions
can be improved by taking into account the fluid-structure interaction in the ultra-low Martian
density conditions.

5.4 Specific Power

The resulting specific power input as a function of the flapping frequency is shown in
Fig. 27. The power input is calculated as the product of the average voltage and current readings.
The specific power is an order of magnitude lower in the Martian than in the Earth condition for
a given frequency, suggesting that significantly less power is required to produce similar levels
of lift forces. Such a low specific power input level is also consistent with the flight time
estimation from the numerical simulations in Fig. 4, further illustrating the benefit of bioinspired
lift generation on Mars using flexible wings.
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Figure 27. Specific power determined from voltage and current readings.
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6 SYSTEMS ANALYSIS OF MARSBEE

It is critical in any design to understand the emergent behaviors of the system. These are
the behaviors that results from subsystems interacting to produce outputs that a single subsystem
is incapable of producing. For example, lift is not possible in the Marsbee system without
interactions between multiple subsystems, such as the wings, motor, frame, and battery.
Furthermore, the system context can be expanded to include the missions and capabilities of the
system, enabling the investigation of higher level preferences of stakeholders. This section
explores the Marsbee system, using mathematical methods to understand the subsystems, their
interactions, and the system’s emerging behaviors. Design Structure Matrices will be used to
decompose the system into its subsystems. Value modeling will then be used to begin
representation of stakeholder preferences and enable comparison to alternative systems. Two
reviews will be performed on technologies that are identified as critical to mission success:
batteries and sensors. Together, these tasks form a systems foundation founded in mathematics
and evidence for the Marsbee system.

6.1  Marsbee Design Structure Matrix

6.1.1 Background and Methodology

Systems consist of multiple interacting subsystems producing emergent behaviors that are
not possible without the subsystem interactions. A traditional approach to understanding
complex systems is to hierarchically decompose them into subsystems. Once a decomposition is
established, then a Design Structure Matrix could be formed to represent the interactions that
occur between the subsystems [50]. A Design Structure Matrix (DSM), aka. Dependency
Structure Matrix/Dependency Source Matrix/N? Matrix is a visual representation of the
subsystems and their interactions in the form of a square matrix [51]. There are four general
types of DSMs [51,52], which are summarized in Table 6.

As an example of a DSM, consider a system of interest which comprises of subsystem A,
B, C & D and their interactions are such that A feeds forward to C, B feeds forward to D and C
feeds backward to A to form a loop. This interaction can be represented visually in the form of a
DSM, as shown in Fig. 28, where A, B, C & D are subsystems and the ‘x’ in the off diagonal
elements represents a relationship between the two. The diagonal elements are blocked off since
it would be a subsystem’s relationship with itself and do not have an interpretation in describing
system behavior [52]. Here, we use the lower half of the DSM to represent feed forward
interactions and the upper half to represent feedbacks.

The field of Multidisciplinary Design Optimization (MDO) uses this method to
decompose large unwieldly systems into smaller and more manageable subsystems, coupled
together by the flow of information between them [53]. A general methodology used in
composing a DSM is to first decompose the system into elements (subsystems), document the
interactions/couplings between elements, and finally use this information for further purposes
such as sequencing to improve analysis efficiency [107]. The types of interactions or couplings
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which can be captured in the DSM can be physical or spatial adjacency, energy flow,
information flow, vibrations, material flow, heat transfer, force exerted, etc. The preliminary
version of the Marsbee DSM uses a simple X to represent an existence of a relation between two
subsystems. The relation can be decomposed into multiple boxes, each representing a different
type of coupling. For example, if we were to represent four types of interactions, namely
information flow, energy flow, vibrations and force, the matrix would look like Fig. 29, with
each feedback or feedforward coupling box being decomposed into 4 smaller coupling boxes.

Table 6. General types of Design Structure Matrices.

type characteristic application

Breaks down a product into subsystems, .
. . . . System architecture,
product architecture DSM  components and their functions with

. . .. engineering and design
increasing level of decomposition 8 & 8

oy . Breaks down the system of interest into Organizational design,
organizational architecture e .
DSM sub-departments, teams and individuals interface managements and
with increasing level of decomposition team integration

o Project scheduling, activity
. Decomposes the system into its sub .
process architecture DSM sequencing and process

processes, activities and parameters.

construction.
L A combination of Product + Applied to a complex system
product + organization + . . o
, Organizational + Process Architecture which includes all the above
process architecture DSM i
DSM categories.

The strength of the coupling, i.e. how strongly the two systems are connected, and the
level of change it causes to the overall system, when it is modified, can be calculated in a number
of ways. One method of quantifying the relationships between subsystems is by weighting the
interactions relative to each other [50] in which the off diagonal elements are replaced by integer
numbers which depict the strength of the coupling. The weighting information can be obtained
via engineering diagrams, architectural diagrams, system schematics or by interviewing the
engineers and subject matter experts. Use of a quantification scheme which sets a guideline for
weighting the interactions between subsystems can also be used [107]. Some of the
methodologies to identify the subsystems and their interactions include conducting interviews

A B C D
A A X
B B
System of Interest C C| X
0000 D) D X

Figure 28. Progression of system into DSM form.
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with engineers involved in designing the system who have a deep understanding of the system of
interest, and let them identify the couplings, and their strengths by order of their importance
[108,109]. Some methods also describe studying the design of a system by collecting data which
is done by attending meetings, participating in the design process, and concluding it with
interviewing design experts [110].

Table 7. Summary of Design Structure Matrix analysis steps.

step purpose

To achieve a task order with minimum number of feedback loops. It provides a
sequencing smoother information flow where all prior information required for a task is
available beforehand.

After sorting, this step helps to identify existence of information loops/iterations in

cycle detection .
Y the design process.

Once the tasks that are contained in the same loop are identified, they are put in a

ditioni
partitioning block around the diagonal of the matrix.

Purpose is to break cycles & achieve a sequence with no loops. This reduces the

tearin, o . . . .
g likelihood of iterations in the design process.

Since the methods discussed above for identifying the couplings and their strengths do
not offer a mathematical foundation it should only be used for a preliminary analysis [54]. A
more efficient approach used to identify couplings and their impacts in a large system is to use
the Global Sensitivity Equations method, where each subsystem is analyzed keeping in mind its
interaction with all the other subsystems (local sensitivity) and its sensitivity with respect to the
entire system (total sensitivity) [111]. After a DSM has been built the next step would be to use
the DSM to analyze the system. The analysis of the subsystems can be modified to improve the
efficiency of the system analyses. The DSM can be sequenced, partitioned and torn, and
clustered [112]. A brief summary of the steps, and their purposes for the DSM is shown in Table
7.
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Figure 29. Decomposion of feedback or feedforward coupling boxes.
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6.1.2 Results

The Marsbee system was hierarchically decomposed into its subsystems as shown in Fig.
30. The decomposition was constructed using CAD drawings, design team member inputs, and
through discussions at team meetings. The system was decomposed into physical parts,
following a product architecture decomposition approach. Seven high level subsystems were
identified, as well as six lower level subsystems. This decomposition is preliminary and is able to
characterize the current Marsbee design with flexibility to characterize minor alterations.
Further decomposition of the subsystems would enable a more complete depiction of the system
complexity, but would also reduce the feasible design space. In future design iterations further
subsystems may be identified to enable a finer design solution.

| [
Gear . Control
Assembly Systems

o “
Gear Gear

Figure 30. Decomposition of the Marsbee system.
Once a subsystem level decomposition was created, a preliminary DSM was formed to

Battery

Connecting

Rod

show the couplings between the subsystems. This preliminary DSM was presented to the design
team and alterations were made. The preliminary DSM formed in this work is shown in Fig. 32.
The subsystem couplings are decomposed into four coupling types: energy flow, vibration,
information flow, and force exerted (Fig. 31). The numbers represent the team’s assessment on
how impactful the couplings are on the subsystem being affected. These are preliminary
assumptions and will be supported by mathematical derivatives in future work.

The DSM indicates critical subsystems related to specific coupling types. The battery
and control subsystems are primary subsystems in the exchange of energy, with the battery as a
source of energy and the control system as a manipulator of energy. The frame is critical when
analyzing forces and vibrations. Due to the low weight of the vehicles there may be significant
changes in the center of mass, this will need to be consistently analyzed as changes are made to
the subsystems and payloads. The motor also is a key generator of force, with a loss of coupling
in one motor subsystem having a chain reaction of failures throughout the system. Future design
iterations should focus on reducing the number of couplings in the motor system to reduce the
risk of failure of the system. The preliminary DSM will be used in future work to increase the
efficiency of analyses through techniques previously mentioned, as well as provide a guide to
subsystem designers concerning what information they need from other subsystems, and what
information other subsystems need from them.
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6.2  Value Model for the Marsbee System

The formation of a value model [44-49] is a multi-step, iterative process. In Phase I of
this work the research team was tasked with developing a preliminary Marsbee system model
and relate the findings to previously developed NASA value models. To form the preliminary
system value model, the research team employed a single iteration of a three step approach:
templating, evidence and analysis, and stakeholder preferences elicitation.

The templating step involved a brainstorming session within the research team to propose
system level attributes that would be of importance to the stakeholder. The system level
attributes identified as key influencers on system value include: range, payload size and mass,
data type and transmission, modularity, robustness, and cost. These attributes represent
important influencers on the believed missions that Marsbee will be undertaking, as the system
without a mission would have negative value (equal to its cost). The templating step generated
the pseudo-value model (Fig. 33).

The evidence and analysis step involved the gathering of data in order to inform the value
model interactions between attributes, and between attributes and value. Data was gathered on
subsystems such as the motor, battery, gear assembly, etc. The data collected involved key
attributes important to that subsystem and that would impact the identified system level
attributes. For example, for the motors, different COTS systems were investigated and their
characteristics such as rotational speed, power draw, cost, etc. were recorded. The motor
subsystem had the most data available, while data for the other subsystems was limited due to
the small mass desired for the Marsbee. Regressions were formed between the different
characteristics of the Motor subsystem to determine if relationships exist, indicating that mass
and cost for the alternatives examined (and where data was available) have a weak negative
correlation. This weakness was likely due to the narrow band of alternatives examined. This
information was used to better understand the attributes and their influences within the value
model.

The final step, stakeholder preference elicitation, was performed by developing and
conducting a questionnaire, found in Appendix B. The questionnaire included both scale
questions and open-ended questions. The questionnaire was open for all members of the Phase I
research team to participate.

System
High Level Value
Attributes

Cost Benefit Low Level

Attributes

Payload
Mass

Payload
Size

Data Data
Type Transmission

Range

Modularity | | Robustness

Figure 33. The pseudo-value model generated by templating step.
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Four sections of the questionnaire were analyzed using SPSS25 to understand how the
Marsbee team answered the questions. These sections were subsystem quality, system quality,
project specific, and mission types. The statistical tests conducted were descriptives, frequencies,
and non-parametric test (chi-square). Descriptives were used to observe the mean, median, mode,
and standard deviation for each question. Frequencies were used to understand the distribution
for each question with respect to the scales. Lastly, the non-parametric tests were used to identify
statistically significant results. When using chi-square, the null hypothesis is that the population
is equally distributed. Whenever the distribution varies vastly from the null-hypothesis, then that
observation can be considered to be statistically significant.

6.2.1 Subsystem Quality

The subsystem quality section was composed of 13 questions (Appendix A.l). The
subsystem quality focused on understanding the team’s preferences in regards to the subsystem’s
main performance metrics, attributes, cost, and mission. The analysis showed that out of 13
questions, 4 were found to be statistically significant. Q16, on performance metrics importance,
(M=2.00 and SD=1.17) shows how the responses varied across the scale, with the team selecting
extremely important and very important a total of 76.5%, X*(4) =9.8, p=0.045. Q17, on
subsystem attributes, (M=2.12 and SD=1.22) shows a noticeable difference between the team
selecting very important compared to any of the other options, the team selected extremely
important and very important a total of 82.4%, X?(3) =9.12, p=0.028. QI8, on subsystem
robustness, (M=2.06 and SD=1.14) shows the same pattern as Q17, with the team selecting
extremely important and very important a total of 76.5%, X?(4) =9.77, p=0.045. The last question
that yielded statistically significant results was Q22. Q22, on subsystem efficiency, (M=2.24 and
SD=1.09) shows the same pattern as Q16 and Q17, with the team selecting extremely important
and very important a total of 70.6%, X?(4) =9.77, p=0.045. From the subsystem quality analysis,
it can be inferred that the team’s main concerns in regards to this portion of the questionnaire
were performance metrics, attributes, robustness, and efficiency.

6.2.2 System Quality

The system quality section was composed of 13 questions, the last one being a ranking
question (Appendix A.2). A total of 5 questions were found to be statistically significant. Q31,
on system robustness, (M=2.00 and SD=0.791) the team selected extremely important and very
important a total of 82.4%, X?(3) =11.5, p=0.009. Q32, on system reliability, (M=1.71 and
SD=0.588) the team selected extremely important and very important a total of 94.1%, X?(2)
=7.18, p=0.028. The team also did not select either slightly or not at all important. Q35, on
system efficiency, (M=1.65 and SD=0.606) the team selected extremely important and very
important a total of 94.1%, X?(2) =6.12, p=0.047. The team did not select slightly or not at all
important in Q35, like Q32. Q37, on system efficacy, (M=1.88 and SD=0.600) the team selected
extremely important and very important a total of 88.2%, X?(2) =7.88, p=0.019. The team did not
select slightly or not at all important in Q37.
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Q41 was the ranking question, where the team was asked to “rank order the following
system characteristics (robustness, reliability, maintainability, availability, efficiency,
profitability, efficacy, and resilience), with the top characteristic being most important to you and
the bottom characteristic being the least important”. Out of the characteristics listed, two were
found to be statistically significant: robustness and profitability. Robustness, Q41 1, (M=2.20
and SD=1.61) was ranked in the top 3 a total of 80.0%, X?(5) =12.6, p=0.027. Profitability,
Q41 6, (M=6.93 and SD=2.19) was ranked in the top 3 a total of 13.3%, X?(4) =26.7, p=0.00.
Profitability was ranked 8" by the majority of the team, 73.3%. From the system quality analysis,
it can be inferred that the team’s main concerns were reliability, efficiency, efficacy, and
robustness. The system qualities, efficiency and robustness, were preferred in the subsystem
quality section as well. The characteristic that was found to have the least importance to the
team, at this point in the design, was found to be profitability.

6.2.3 Project Specific

The project specific section was composed of 32 questions (Appendix A.3). These
questions focused on understanding the team’s preferences in regards to the design of the system.
Four questions were found to be statistically significant. Q65, on constant communication
between the rover and all of the Marsbees, (M=2.82 and SD=0.951) the team selected extremely
important and very important a total of 35.3% compared to selecting moderately important
47.1% of the time, X?(4) =10.9, p=0.027. Q73, on the Marsbee having 2 wings, (M=4.24 and
SD=0.970) the team selected extremely important and very important a total of 5.9% compared
to the selection of not at all important 52.9% of the time, X?(3) =8.17, p=0.043. Q81, on the
Marsbee equipped with chemical composition sensors, (M=3.24 and SD=0.752) the team
selected extremely important and very important a total of 11.8% compared to selecting
moderately important 58.8% of the time, X?(3) =11.5, p=0.009. Q86, on the Marsbee equipped
with magnetometer, (M=3.24 and SD=0.752) the team selected extremely important and very
important a total of 11.8% compared to selecting moderately important 58.8% of the time, X*(4)
=9.77, p=0.045. This analysis showed more about what the team does not prefer in regards to the
system and what they seem to be neutral about. The responses highlight that the team does not
prefer having two wings on the Marsbee. This response may be due to design fixation since the
team has only tested 4-winged flappers at the time of the questionnaires. The other statistically
significant responses showed that the team seemed to not have preferences in regards to constant
communication between the rover and all of the Marsbees as well as preferences for chemical
composition sensors, and magnetometer. This may be due to the heavily aerospace engineering
discipline working on the project and the disciplines focusing on their specific task.

6.2.4 Mission Types

The mission types section was composed of 11 questions (Appendix A.4). This section
focused on identifying the team’s preferences in regards to the types of missions the Marsbee
will perform. Four questions were found to be statistically significant. Q88, on the mission to
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map the local terrain (within 50 yards from the rover), (M=2.12 and SD=0.781) the team selected
extremely important and very important a total of 76.5%, X?(3) = 11.0, p= 0.012. Q90, on the
mission to learn more about the Martian atmospheric structure (winds, pressure, etc.), (M=2.47
and SD=0.624) the team selected extremely important and very important a total of 47.1%
compared to selecting moderately important a total of 52.9%, X?(2) =6.12, p=0.047. The team
did not select slightly or not at all important. Q91, on the mission to learn more about the
Martian atmospheric composition (chemistry), (M=3.06 and SD=0.659) the team selected very
important a total of 11.8% compared to selecting moderately important a total of 76.5%, X?(3) =
24.2, p=0.000. The team did not select extremely important. Q92, on the mission to learn more
about the Martian geology (land surface structure), (M=2.06 and SD=827) the team selected
extremely important and very important a total of 76.5 %, X?(3) = 8.18, p= 0.043. The team did
not select not all important. The team seemed to be interested in the missions to map the local
terrain and to learn more about the Martian geology. The team seemed to not have strong
preferences in regards to the mission to learn more about the Martian atmospheric structure and
the mission to learn more about the Martian atmospheric composition. This may be due to the
heavily aerospace engineering disciplines working on the project and the team members focusing
on their specific task and related missions.

6.2.5 Summary

The Phase I questionnaire served two purposes: inform the researchers of areas to address
in the next value model iteration, and to act as a pilot study for the Phase II questionnaire that
will include higher level stakeholders, such as NASA. The results indicate that the pseudo value
model formed in the templating step has many of the attributes necessary to capture the preferred
missions suggested in the questionnaire results.

6.3 Evaluation of Alternative Systems to the Marsbee Concept

The findings from the three step process relate highly to the NASA Mission value models
[55,113,114] previously researched in work funded by the NASA Systems Engineering Research
Consortium. In the NASA Mission value model [113], three key benefit-side system attributes
were identified: knowledge, prestige, and avoidance of catastrophes. The evidence and
questionnaire findings have a strong emphasis on knowledge. This is seen in the rover path
monitoring, flight duration, and high sensor capabilities. All of these desires relate to gathering
knowledge directly, or enabling quicker knowledge gathering through another system. This also
indicates the need to form a multi-system, mission-driven value model that includes a rover to
interact with.

With Phase I indicating the primary benefit-side value of the Marsbee related to
knowledge, more information is needed to form a mathematically useful value model. In
particular, the worth of the data that the Marsbee will gather needs to be quantified, which will
be an emphasis in the proposed Phase II work. Surveying of NASA stakeholders is necessary to
determine this benefit-side value, due to the low amount of data available for path planning and
atmospheric analysis on non-Earth planet missions.
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6.4 Review of Lithium-Ion Battery Technologies for Mars Aerial Missions

Lithium-ion (Li-ion) batteries have been successfully used in Mars surface missions
(Landers and Rovers) with excellent reliability [115-117] and will also be used for Mars aerial
missions (e.g. Mars helicopter) [24,115]. They provide uninterrupted electric energy during
launch, cruise or operation when external energy is not available [115,116]. Li-ion batteries are
the dominant battery technologies for such missions mainly due to their high specific energy
(Wh/kg), high energy density (W/L), low self-discharge and high efficiency [115,116]. However,
big gaps still exist between currently used battery technologies and future Mars aerial mission
needs. This report briefly summarizes the challenges for Mars aerial mission battery needs and
reviews progress in addressing the challenges.

6.4.1 Challenges for Mars Aerial Mission Battery Needs

According to a recent assessment report on Energy Storage Technologies for Future
Planetary Science Missions [115], future Mars missions would need rechargeable batteries to
have high specific energy, long cycle life, long calendar life and low temperature operation
capability. Mars aerial missions would also need batteries to have high specific power (3000
W/kg). Table 8 summarizes these key parameters of battery technologies for future Mars aerial
mission (>2025). The parameters of batteries used in the Mars helicopter technology
demonstrator (2018) and those used in the Mars Science Laboratory (MSL) Curiosity Rover
(2011) are also listed for comparison. From the comparison, it is clear that big gaps exist in
specific energy, specific power and low temperature operation capability. Indeed, the Mars
helicopter demonstrator can only fly for 90 seconds at 0° C in worst case scenario [24], which is
primarily due to limitations of its Li-ion battery.

Table 8. Future Mars aerial missions (>2025) battery needs and current status.

specific energy  specific Lovz:;g:)[;. cycle life (cycles) calendar
(Wh/kg)  power (Wkg) °P 0 y YEIeS) lite (years)

future Mars aerial >1000
mission (>2025) [115] >250 3000 <40 @>70% DOD >3
Mars helicopter 5

demonstrator (2018) 131 1318 -1868 0 ~500 .
[24] (estimate)

MSL Curiosity Rover <100 >1500

(2011) [115-117] OT-141  stimate) -20 @60% DOD >3
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Figure 34. Specific energy of a high power 18650 Li-ion cell (Sony US18650VTC4) during
constant specific power discharge at various temperatures.

Two characteristics of Li-ion batteries make it challenging to fill the gaps simultaneously.
First, specific energy, specific power and life of Li-ion batteries decrease at subfreezing
operating temperatures [118,119,128,129,120-127]. Figure 34 shows testing results of a high
power 18650 Li-ion cell (Sony US18650VTC4, same type as those used in Mars helicopter
demonstrator [24]). The specific energy is nearly 160 Wh/kg at 23 °C for specific power of 250
W/kg, but it drops to 109 Wh/kg at -20 °C for same specific power. It further drops to only 5.1
Wh/kg at -40 °C for specific power of 10 W/kg and doesn’t work for specific power of 20 W/kg
or higher. Earlier studies show that the specific energy could be 20 times lower at -40 °C than
that at 25 °C [118,123] and the specific power could be 80 times lower [118]. Reduced specific
power at low temperatures also makes charging difficult [130—138]. As shown in Figure 35 by
Waldmann et al. [134], lithium deposition is much easier to occur during charging at lower
temperatures, leading to shorter life and higher risk of safety failures. A study by Smart et al.

[116] showed that the MSL 43 Ah Li-ion cells degrade 4-5 times faster at -20 °C than that at 20
°C.
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Figure 35. Experimental results by Waldmann et al. [134] on effects of temperatures,
charging C-rates and end-of-charge voltages on lithium deposition (plating) (Used with
permission under the terms of the Creative Commons Attribution 4.0 License, CC BY.
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Second, specific energy and specific power are competing against each other as typically
described in Ragone plots. Figure 36 shows Ragone plots of an 18650 cylindrical Li-ion cell at
20 °C and -20 °C measured by Zhang, Xu and Jow [122]. It can be seen that the Li-ion cell’s
specific energy significantly drops as its specific power increases, especially at low temperatures.
When operating at -20 °C, the Li-ion cell could deliver usable specific energy of more than 170
Wh/kg for specific power of ~5 W/kg, but it failed to deliver usable energy when the specific
power increased to ~213 W/kg. The specific energy and specific power of a state-of-art Li-ion
cell, Panasonic NCR-18650BF, at 20 °C and -40 °C are also shown in Figure 36. Compared with
the cells tested by Zhang, Xu and Jow in 2006 [122], the state-of-art Li-ion cell has a much more
enhanced performance at 20 °C, with rated specific energy of 248 Wh/kg for specific power of
~250 W/kg [139]. However, its low temperature performance at -40 °C is still poor according to
our preliminary testing. Its specific energy at was less than 5 Wh/kg when specific power was 5
W/kg and cutoff voltage of 2.5 V. It failed to work for specific power of 10 W/kg or higher.
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Figure 36. Specific energy vs. specific power of an early generation 18650 cell at 20 °C and
=20 °C [122] and a state-of-art 18650 cell at 20 °C [139] and -40 °C.

6.4.2 Progress in Addressing Li-Ion Battery Low Temperature Challenge

As described above, significantly reduced specific energy, specific power and cycle life
at low temperatures is a critical challenge for Mars aerial mission batteries. It is also a challenge
for automotive applications in which high energy, high power, and long life in a wide range of
temperatures are desired [140]. Therefore, great efforts have been made in addressing the low
temperature challenge for both applications. Two main approaches have been actively taken: (1)
development of low temperature electrolyte, (2) preheating of Li-ion battery. Hybridization of
Li-ion battery with high power supercapacitors are also explored for automotive applications
[141], but may not be suitable for Mars aerial missions due to system and control complexity.

The poor performance of Li-ion batteries is attributed to sluggish reaction kinetics, slow
lithium diffusion, reduced electrolyte conductivity, and increased solid-electrolyte interface
(SEI) resistance at low temperatures [118,120,123,124,126,129,142—-145]. Electrolyte plays a
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role in most of these factors. Therefore, developing electrolyte for low temperature operation has
been actively proposed in the past decades [119,125,153-162,130,163-170,146—-152] with
significant achievements.

Jet Propulsion Laboratory (JPL) has developed several generations of low-temperature
electrolytes with continuous publications in the past two decades [130,146,155-159,147—-154]. It
is recently reported [115] that JPL has demonstrated specific energies of ~150 Wh/kg at —40°C
and over 100 Wh/kg at —60°C to —70°C in commercial 18650-size cells with the JPL
electrolytes. It is noted [115] that these tests are at low discharge rates which means low specific
power.

Zhang, Xu and Jow et al. [119,125,160,161] also did extensive work on low-temperature
electrolytes such as using LiBF; salt instead of LiPFs and adding ester/carbonate solvents. In
addition, they extensively characterized performance of Li-ion cells [120-122,171,172] at low
temperatures, in particular using electrochemical impedance spectroscopy (EIS) to analyze the
limiting factors. Jow et al. [173,174] also investigated factors limiting charge transfer kinetics in
Li-ion batteries, including the effects of electrolyte additives on low temperature performance.

Rustomji et al. [168] recently reported novel liquefied gas electrolytes based on
fluoromethane (CH3F) and demonstrated a high discharge capacity retention of 60.6% at —60°C
on a Li cobalt oxide (LiCo0O.) cathode, yet the discharge rate is still quite low (C/10).

More recently Dong et al. [170] reported an ethyl acetate-based electrolyte with ionic
conductivity of 0.2 mS c¢cm™!' at =70 °C and demonstrated feasibility with organic polymer
electrodes, but conventional Li-ion battery electrodes don’t work with such electrolytes at —70
°C due to sluggish solvation/desolvation of lithium ions.

Because Li-ion batteries perform quite well around room temperatures, their performance
would recover if they are preheated from low temperatures before operation. Indeed, this
preheating strategy has been widely used in automotive applications [175,176], even in early
generation hybrid electric vehicles using NiMH batteries [177,178]. But it may take 50 minutes
for the core temperature of a large EV battery pack to reach 25 °C from 0 °C [175]. Therefore,
the challenge of this strategy is how to preheat batteries quickly, efficiently and safely. With
active research on this topic, great progress has been made.

First of all, various heating strategies have been proposed and investigated through
modeling [178,179]. It is found that internal heating is more effective than external heating
[178,179], which can be attributed to the low thermal conductivity of battery materials [180—
183].

Second, different internal heating methods, including internal core heating through
alternating currents (AC) [178,184—-188] and mutual pulse heating [189], are experimentally
investigated. It is confirmed that these methods are effective in recovering Li-ion battery
performance at low temperatures. To warm up a Li-ion cell from around -20 °C to above 0 °C,
the AC internal heating would typically take 10-15 minutes and the mutual pulse heating takes 2-
3 minutes [189].

Recently Wang et al. [190-196] reported a novel Self-Heating Li-ion Battery (SHLB)
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structure that has an embedded nickel foil heater as shown in Figure 37a [191]. At a low
temperature the switch is turned on and electrical current flows through the nickel foil to
generate heat to warm up the cell (heating mode). When warm enough, the switch turns off and
the SHLB cell operates like a normal Li-ion cell. It takes ~12 seconds for an SHLB cell to warm
up from -20 °C to above 0 °C and ~37 seconds to warm up from -40 °C [191]. This method
works much faster than previously reported internal heating methods because the nickel foil
greatly enhances the heat generation rate, especially as the cells warm up and less heat is
generated from reactions. The self-heating process consumes 5.4% of energy to warm up from -
40 °C for experimental SHLB cells with specific energy of 170 Wh/kg, but it could significantly
increase specific power of Li-ion cells as shown in Figure 37b and the energy consumption for
self-heating would be only 2.3% for future Li-ion cells with specific energy density of 400
Wh/kg. Such high specific power performance could not only enable high utilization of Li-ion
cell specific energy for longer driving range [193], but also enable 3.5C fast charging at
temperatures as low as -50 °C [196].
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Figure 37. a) Schematic of SHLB cell structure with embedded nickel foil and a switch
between positive terminal and activation terminal [191] (used with permission from
Elsevier), b) Comparison of specific power between SHLB cell and baseline case [190]
(Reproduced with permission from Springer Nature).

While great progress has been made in preheating Li-ion batteries to recover performance
for low temperature operation, applications of the strategies to Mars aerial vehicles would
require novel and great efforts due to extra hardware needs for thermal control.

6.4.3 Progress in Addressing Li-Ion Battery Energy-Power Tradeoff Challenge

Batteries for Mars aerial missions would require simultaneous high specific energy (for
long operation time) and high specific power (for acceleration and speed). In conventional
designs, electrodes are made thicker to increase the amount of active materials in Li-ion cells for
higher specific energy, but their specific power performance becomes lower than thinner
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electrodes [197]. Electrodes can be made thinner for higher specific power, then the specific
energy would be lower. Therefore, it is impossible to achieve simultaneous high specific energy
and high specific power by simply optimizing electrode thickness.

The power or rate performance of a Li-ion cell is essentially limited by its internal
resistance. The internal resistance comes from multiple sources including ionic transport in
electrolyte through porous and tortuous electrodes, electronic transport through electrodes and
current collectors, solid-state lithium diffusion in electrode particles, and interfacial kinetics
[121,126,197,198]. Modeling results [126,198] show that ionic transport in electrolyte and solid-
state diffusion play important roles in power performance of Li-ion cells, especially at low
temperatures.

Various strategies and methods have been proposed in recent years to achieve
simultaneous high specific energy and high specific power. Reducing electrode particle size,
such as using nanostructured materials [199-202] to reduce solid-state diffusion length, has been
extensively explored. Enhancing interfacial kinetics by improving electrolytes and/or electrodes
is also found effective [145,173,174]. Using carbon nanotubes to form a three-dimensional
conductive network [203] is reported as very effective in reducing electronic resistance and
enhancing rate/power performance.

More notably, great efforts have been made to reduce ionic transport resistance in recent
years [204,205].

First of all, reducing electrode tortuosity is found to be an important strategy by both
modeling [206] and experiments. In conventional Li-ion cells, electrode particles are randomly
packed forming porous and tortuous channels in which liquid electrolyte is filled for ionic
transport. The tortuosity of such electrodes is measured to be up to 5 for cathodes and 6-8 for
graphite anodes [207-209]. Such high tortuosity makes effective transport length of ionic
transport much longer than electrode thickness, execrating the mass transport limitation in thick
electrodes. Developing electrodes with low tortuosity, such as making straight channels, could
therefore significantly reduce ionic transport resistance and enhance power performance. Various
novel methods have been reported, such as using structured binder network during electrode
extrusion and then removing the binder network by burning out to form straight channels [210],
using a magnetic field to align magnetized rods as straight channel formers [211], using laser to
perforate straight channels through electrodes [212], using co-extruding electrode fabrication
technology [213], or by directly carbonizing the multi-channeled natural wood as highly
conductive, lightweight and low-tortuosity 3D carbon framework [214].

Secondly, modeling studies show that the transference number of electrolyte salt has
important effects on Li-ion battery power performance. Widely used LiPFs has a transference
number of less than 0.4 [143]. This number being less than 1 would cause very non-uniform
distribution of salt concentration during high C rate discharge and charge [126,215], which
would further cause higher overall ionic transport resistance. Therefore, increasing the
transference number is proposed as a promising approach to enhanced power performance by a
recent modeling study [215]. But it is noted that enhancing the transference number of
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electrolytes is very challenging as other important properties like conductivity could be
influenced [215,216].

Thirdly, optimized porosity distribution has been proposed to reduce ionic transport
resistance by modeling studies [217-219], yet the effectiveness is still under debate [206].

While most of the novel methods are still in early stages and may cause challenges in
large scale manufacturing, they provide promising ways to achieving simultaneous high specific
energy and high specific power in the future.

6.4.4 Progress in Other Aspects of Li-Ion Batteries Related to Mars Aerial Missions

In addition to the low temperature challenge and the energy-power tradeoff challenge,
progress in many other aspects of Li-ion batteries could contribute to Mars aerial missions.

First, significant progress has been made in increasing specific energy of Li-ion batteries.
The main approach is through innovations in materials, including silicon-based anodes
[220,221], lithium metal-based anodes [222,223] and high capacity cathodes [224-226] to
increase specific capacity (mAh/g) of electrodes, as well as high voltage electrolytes [227,228] to
increase operating voltage of Li-ion cells. With such approaches, the specific energy of Li-ion
batteries could increase to 400 Wh/kg [35] or even 500 Wh/kg [229].

Second, the concept of a multifunctional structural battery has been explored and
demonstrated [230-233]. In this approach, a Li-ion battery not only stores energy, but also works
as a structural component of the system, or even works as a sensor [234]. While the specific
energy of the Li-ion battery itself in this approach may be not very high due to the need of
structural strength, the specific energy from the system perspective could be advantageous due to
mass savings through integration of a battery within the system.

Third, wireless charging of Li-ion batteries has been increasingly explored and
demonstrated in both electric vehicles [235-240] and unmanned aerial vehicles [241-244].
Analysis of an all-electric bus system shows that a wirelessly charged battery can be downsized
to 27-44% of a plug-in charged battery [235]. Compared with plug-in charging or battery swap,
wireless charging would make automatic charging much more convenient, especially for Mars
aerial missions in which automation is needed. Therefore, wireless charging could play a very
important role in efficient and reliable Mars aerial missions.

Fourth, direct solar charging of Li-ion batteries has been explored, such as by combining
dye-synthesized solar cell technology with lithium-ion materials [220,245,246]. The total energy
conversion efficiency is still very low (less than 1%) [245,246], making it not suitable for short
term applications, but research is in this area is very active [247,248] which could possibly lead
to much greater increase of energy efficiency. If direct solar charging could be made efficient,
combinations of this concept with the structural battery concept, as mentioned above, could free
aerial vehicles from base charging stations, thus offering more autonomy to individual or group
aerial vehicles.

Last, it is worth noting that a recent study [249] showed that some commercially-off-the-
shelf (COTS) 18650 Li-ion cells survived temperatures as low as —160 °C for 14 days,
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demonstrating the robustness of Li-ion battery technologies. With further progress in the other
techniques mentioned above, Li-ion battery technologies can be expected to work under extreme
cold environments in Mars.

6.4.5 Discussion on Mars Aerial Mission Battery Needs from System Perspective

As briefly reviewed above, great efforts have been made to enhance specific energy,
specific power, cycle life, calendar life, and low temperature operation capability of Li-ion
batteries. Great achievements have been obtained in the past two decades and greater ones can be
expected in the years and decades to come [115,140,205]. But achieving targets in all five
parameters simultaneously would be challenging due to the fundamental challenges of low
temperature effects and energy-power tradeoff. While it is critically important to directly address
the challenges from the battery perspective, it is worth discussing the challenges from an aerial
vehicle system perspective. The specific energy of Li-ion cells decreases significantly with the
specific power at low temperatures, as shown in Figure 36 [122]. Reducing the specific power
need of aerial vehicles could therefore make much better use of Li-ion battery specific energy.
Our preliminary testing of Sony US18650VTC4 Li-ion cell at -20 °C showed that the cell failed
to work for a specific power of 1000 W/kg and above, but could deliver more than 60% of
available energy for specific energy of 750 W/kg and below. Alternative vehicle concepts that
are less demanding in specific power needs, such as nature-inspired Marsbee [66,67,98], could
enable operation at lower temperatures and longer flight time with similar battery technologies.

Li-ion batteries have been successfully used in Mars surface missions with excellent
reliability due to their many advantages, including high specific energy, long cycle, and long
calendar life. But as they are to be used in future Mars aerial missions, which also demands
extremely low temperature operation (<-40 °C) and high specific power (3,000 W/kg), their
characteristics of reduced performance at low temperatures and energy-power tradeoff would
make it very challenging to meet all the technical targets simultaneously.

As reviewed, great achievements have been made to address the challenges in the past
two decades. In particular, development of low-temperature electrolytes and preheating methods
have enhanced low temperature performance significantly, and engineering electrode designs to
minimize transport limitations shows promising approaches to simultaneous high specific energy
and high specific power. Progress in other aspects of Li-ion batteries, such as high specific
energy materials, multifunctional structural battery, wireless charging and direct solar charging
would also help future Mars aerial missions. However, further efforts are needed to meet the
technical targets of future Mars aerial mission battery needs, especially in enhancing specific
power performance at low temperatures (<-40 °C).

Based on specific energy and specific power behaviors of Li-ion batteries at low
temperatures, it is proposed to address the battery challenges also from the Mars aerial vehicle
system perspective. Alternative Mars aerial vehicle designs that are less demanding on battery
specific power could make much better use of battery specific energy at low temperatures, thus
significantly increasing flight time with similar battery technologies.
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6.5  Review of Sensors for Atmospheric Data Collection

In this section, we describe existing small-scale sensors and sensing approaches within
the weight, volume, and power limitations of the Marsbee system. Given mass considerations
especially (<5 g), the number of commercially-off-the-shelf (COTS) solutions is minimal. This
section describes those sensor options, identifies some likely areas of development in the next
decade, and outlines some considerations for implementation and subsequent data processing.
This section is broken down by presumed remote sensing goal: land surface structure, land
surface composition, and atmospheric composition.

6.5.1 Land Surface Structure

Commonly employed approaches to determine the three-dimensional structure of
surfaces, particularly using satellite, airborne, and unmanned aerial system (UAS) platforms,
include: interferometric synthetic aperture radar (C/X/L-band SAR), light detection and ranging
(LIDAR), and photogrammetric manipulation of optical imagery. Given the considerations of
weight, power, and volume listed above, focus here is on the use of photogrammetric techniques
using optical imagery. For Marsbee this is made possible because of the small scale of optical
sensors with options for wide and narrow fields of view. Moreover, most CMOS sensors can
capture a portion of the near-infrared electromagnetic spectrum. This allows for some
composition studies (described in the next section) using the same sensor that is simultaneously
capturing data for terrain characterization. Some examples of such sensors include:

¢ ON Semiconductor Python 2000 series, for NIR
e ON Semiconductor AR1820HS, for RGB

The other solution in this realm is to use a “time of flight” proximity and distance sensor
which essentially consists of two cameras doing real-time 3D rendering or distance estimations.
One product which is an example of this is:

e Texas Instruments, OPT3101

Considerations here include the desired pixel size or spatial resolution, which can be
determined by typical Marsbee flight altitude paired with appropriate sensor choice (FOV).
Additionally, video (instead of still frame) option would likely have some benefits and would
still make image stitching easy in post-processing.

6.5.2 Land Surface Composition

After review of the current state of hyperspectral imaging spectrometers, it is evident that
they are not currently applicable for use on a Marsbee system, due primarily to weight
limitations. Most solutions under development commercially are aimed at integration onto larger
UAS platforms like quad- and hex-copters [250]. Some examples of these types of systems
include Resonon, HySpex, and BaySpec.
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The above noted COTS systems have a minimum weight of 100 g and range upwards to
several kg in weight. Most of these systems record 10-150 channels in the VNIR (450-950 nm)
range. It is likely that these imaging sensors will continue to shrink in mass over the next decade
and thus may be appropriate solutions in the future.

A more feasible current approach is to use a hyperspectral spectrometer and to composite
the readings into a surface. This would require flight at a known altitude to correspond to the
field of view of the spectrometer, and significant post-processing to create the multi-dimensional
hyperspectral image. The benefit to this approach is the reduced mass of the sensor, down to
approximately 5 grams in the sensor (e.g. Hamematsi C12880MA), which continues to record in
the VNIR at down to 14 nm bins.

Thermal sensors can provide an additional level of information for land surface
composition. Most cooled thermal sensors have too great a mass for use on the Marsbee
platform. An uncooled option such as the FLIR Lepton is a mass-conservative option which
records in the longwave LWIR (8-14 microns). This system has a mass of 0.9 g, making it easily
within the Marsbee mass specifications.

6.5.3 Atmospheric Structure

Barometric pressure and temperature are the two most critical sensors in this category
and are also both relatively light in mass and commonly integrated into UAS, 10T, and a variety
of micro applications. Bosch pressure sensors are compact, lightweight (<0.10 gram), and
dependable. One item to note in selecting the exact sensor to be used is that it must be sensitive
to lower atmospheric pressures than on Earth. Commonly sensors developed for applications
operate in the 50-150 kPa range but the sensor to be chosen for Marsbee should operate much
lower, perhaps in the 0.25-1 kPa range and with sub-Pa accuracy. Examples from Bosch
(pressure) and Texas Instruments (temperature) are some key examples of appropriate types of
sensors to integrate.

Finally, to model atmospheric structure well, information is required about wind speed
and direction. Typically anemometers are used to estimate these parameters fairly accurately, but
such instruments are generally not appropriate for most UAS and certainly not Marsbee. Recent
developments in digital anemometers and miniaturization have made advances (e.g. by Apptech
TriSonica Mini), however at 50 g such sensors remain unable to be integrated into the Marsbee
system.

A more effective solution to the question of wind speed and direction is to use the IMU
and power distribution data from the Marsbee itself. Following Tomic et al. [251] and others,
multiple groups including MeteoMatics have been working on using such internal data already
being collected to post-process and generate wind field data. The ultimate accuracy of this
approach is yet unclear, however this area of research is very promising and stands to eliminate
the need for separate sensors for these wind measurements.
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7 PATH-PLANNING AND CONTROL ALGORITHMS FOR 3D TOPOGRAPHIC
MAPPING

The topography of Mars has several benefits in future mission planning for landing
spacecraft and image distortion correction, among other research objectives. The Mars Orbiting
Laser Altimeter (MOLA) mission greatly improved the topography map of the surface but was
limited to an uncertainty of roughly eight meters [252]. The only precise topography knowledge
about the surface comes from four rovers, two of which are inactive, and have covered only a
small portion of the surface area of Mars.

Mapping and exploring Mars presents several challenges. Existing rovers are ground
vehicles, incapable of traversing steep or dangerous terrain. Flying vehicles avoid this restriction,
but special attention must be placed on their motion planning in this uncertain environment.
Humans cannot directly give commands to the vehicles due to the signal time delay between
Mars and Earth. Even if humans are present on Mars, they can only provide sub-optimal motion
commands on a small scale. These challenges motivate an autonomous approach to 3D mapping
and exploration in uncertain and complex environments for a flying vehicle near the surface of
Mars.

The study of 3D mapping and autonomous exploration has received substantial attention
for applications on Earth. Occupancy grid mapping in 3D is a popular approach where an
environment is decomposed into evenly-spaced cubic grid cells, where each cell is assumed as
occupied or free [253,254]. The goal is finding the probability of each cell being occupied. An
exact solution of this probability was recently found by the CO-I Lee and his group using the
stochastic properties of onboard sensors directly [255,256]. Using an exact occupancy grid
mapping algorithm in 3D, the topological information of the surface of Mars can be accurately
computed in real-time.

Next, the robot must determine motions based on how much mapping knowledge it
expects to gain, known as autonomous exploration. The most popular approach to this problem is
known as frontier-based exploration [257-259]. The main idea is that the robot moves through
previously-mapped free space toward the boundary between free space and uncertain space,
known as a frontier. The robot takes measurements of this frontier, thereby pushing back the
boundary. This process is repeated until the map is well-known. Despite the intuitive nature of
this approach, there is no measure or prediction of how these robotic actions improve map
information. Thus, frontier-based approaches rely on a heuristic rule, and are inherently
suboptimal.

In contrast, entropy-based autonomous exploration approaches seek to minimize future
map uncertainty. Shannon’s entropy is a measure of map uncertainty; since minimizing future
map uncertainty is equivalent to maximizing map information gain, these approaches select
robotic actions to minimize entropy [260]. In [261], an exact solution to expected entropy was
developed, and in [262], this concept is extended to 3D office-like environments assuming the
environment can be approximated as vertically-uniform. Similarly, [263] simplifies tasks by
decomposing the 3D space into rooms.
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While these approaches can be effective for buildings, they are incompatible with the
surface of Mars, which has complicated geological features that require careful consideration.
Here, we propose a 3D autonomous exploration algorithm that considers the 3D probabilistic
occupancy grid map and sensor properties explicitly. The complicated and uncertain geometry of
the surface of Mars is captured by aerial mapping because this approach can cover a large area
effectively. An onboard depth sensor, such as a 3D laser scanner, gathers range measurements to
determine the occupancy probabilities of 3D grid cells. Then, collision-free future pose
candidates are considered. The predicted negative entropy changes from measurements passing
through 3D space are maximized while also considering travel costs. The aerial vehicle then uses
Dijkstra’s search in 3D for collision-free motion planning, and the complete process follows a
receding-horizon framework for consistently using updated information. The proposed optimal
approach is designed specifically for real-time exploration of the surface of Mars, where the
flying robot mostly maps occupied space below the vehicle but is also capable of looking ahead
to capture steep and quickly-changing terrain. In short, the proposed autonomous exploration
approach predicts future map uncertainty in 3D space to determine optimal actions that
maximize map information gain while avoiding collisions.

7.1 Problem Definition

In this section, we define the 3D occupancy grid map probability and expected map
entropy from a future measurement.

7.1.1 Probabilistic Occupancy Grid Mapping in 3D

First we define the map, measurements, and poses as follows. Let 3D map m be
composed of n_evenly-spaced cubic grid cells with edge length ¢. For index ie{l,2,...,n },
let m, and m, be the events that the j-th grid cell are occupied and free, respectively, where
each cell occupancy is assumed static, binary, and independent of other cells. At the ;-th time
step, we assume a known current pose X, ={x,R} such that x eR? is a 3D location and
R €S0O(3) is the 3D attitude, and history of poses X  is assumed known as well. The
configuration space of the attitude corresponds to the special orthogonal group, or SO(3), and it
is composed of 3 by 3 orthogonal matrices with a determinant of one. Considering that most
modern sensors return scans with multiple measurement rays, let measurement ray z be a single
depth measurement belonging the most recent scan Z , and let Z  be the history of
measurement scans.

Next, we present recent contributions to occupancy probability determination from
[255,256], which uses a simplified result of a complicated Bayesian probability. Let a temporary
reduced map » —m be composed of n_cells along measurement z, indexed by increasing
distance from the current pose X, . The cells of 7 are easily acquired through 3D ray casting:
the measurement ray vector from x, intersects 3D grid cells, and the associated depths are
calculated with Euclidean distance. Let r,, be the event that the 4-th cell of reduced map r is

the closest occupied space, and the forward sensor model p(z|r, ,X,) is known from the

ra?
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stochastic properties of the depth sensor (e.g. a Gaussian distribution). Then, the probability of
r, based on z is commonly referred to as the inverse sensor model, which can be written
compactly as

P(r, |z, X, Zl:t—l):nls(rk |2, X, Z,,) €2))

it

where 7 serves as a normalizer,

77{2{ l_’j_}p(z rH,Xt)PI:| : 32)

i=l | j=

and the probability before normalizing is

k=1 | -l k—1
P(rk | Z’Xlzt’lezfl) = Pk_ |:Z{HPJ_ }p(z | ri+’Xt)Pk_]+ {H Pj_}p(z | rk+’Xz)Pk_a (33)
J=0 J=0

i=1

where a priori probability is P-=P(r, | X, ,Z, ) , its complement is P =1-P ,
P(r| X, .Z, )= P(rnr+1 | X, ,Z, )=1 for convenience, and p(z| r(n’_+1)+,Xt) represents the
forward sensor model of a maximum sensor reading. By using repeated terms in Egs. (32) and
(33), this equation has linear complexity with n, for all cells in reduced map », amortized to
O(1) for each cell, which is easily computed in real-time.

In short, an exact solution to occupancy probability can be computed from the most
recent measurement in real time provided the stochastic sensor properties and a priori
probabilities. This solution avoids common approximations or machine learning, and simplifies

future measurement predictions, described next with expected entropy calculation.

7.1.2 Expected Measurement Ray Entropy

Here we define entropy as a measure of 3D occupancy grid map uncertainty. Shannon's
entropy [260] for the j-th cell and the complete map are

H(P(m,))=—P(m,)log P(m,)— P(m_)log P(m)
n, (34)
H(P(m)=23 H(P(m,))

respectively. This serves as an effective measure because Eq. (34) is minimized as P(m,)
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approaches (0 or | (smallest uncertainty), but is maximized when P(m )=0.5 (largest
uncertainty).

Next, we define a candidate future pose. Let candidate location x eR’ be the 3D
location of a future pose, and R € SO(3) be the candidate attitude, such that the candidate
future pose is X ={x ,R }. Consider measurement z , which is a possible measurement from
pose X . Since candidate location x and the grid cell locations are known, the distance from the
robot to the k-th cell, namely z , is easily solved with 3D ray casting.

Finally, we present the fundamental equations to predict map information gain from a
potential future measurement based on [261]. The measurement ray z, can only change the cell
entropies along its ray, and therefore the reduced map » < m is used, similar to mapping. The
history of poses and measurements is required for subsequent equations as they affect a priori
probabilities, but are removed below for simplicity. The entropy after z, updates the map is
predicted as

n,+1

E[H(P(r|x,,z)]= Y AH(P(x, | x,,2, )P(z,, | %)} (35)

The first term of the summand, namely H(P(r,|x ,z_,)), is simply the entropy Eq. (34) of the
inverse sensor model Egs. (31-33). The second term of the summand, namely P(z_, |x ), can be
solved by combining Eq. (32) as

-1

p(Zc,k | xc) _ nc’k

n.+1 T on+l

> oz, |x) Y
i=1 i=1

P(Zc,k ‘ 'xc) =

(36)

where 71, refers to the normalizer based on the measurement z_, .

In short, the expected entropy along a ray is calculated by decomposing the measurement
into possible range values with 3D ray casting. Then, we find the entropy from each range value,
multiplied by the probability of that outcome using terms from the inverse sensor model. The
computational complexity is O(nf), but this can be reduced substantially by neglecting highly-
improbable measurement outcomes, shown in [261].

7.2  Autonomous Exploration in Complex 3D Environments

In this section, we propose how multiple measurement rays in 3D can determine map
information gain from a pose candidate. Then, we show how a collision-free trajectory is
determined with a 3D Dijkstra's search. Finally, we combine 3D information gain and travel
costs into a single optimization.
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7.2.1 Map Information Gain in 3D

The expected entropy for an arbitrary 1D ray spanning 3D space can be calculated with
Eq. (35) and Eq. (36) in a computationally tractable manner. However, computing the expected
entropy from multiple rays simultaneously has exponential complexity, and is therefore
computationally intractable. Additionally, numerous rays of a single scan commonly intersect the
same grid cells, making consideration of every measurement ray unnecessary.

Instead of considering expected entropy from a complete scan, we propose a real-time
solution that selects sample measurements to determine an optimal attitude at each candidate
pose and the associated map information gain. We assume the vehicle is capable of level flight,

so the third axes of the world and body are aligned (Fig. 38), so R can be expressed as

cosyy —siny 0
R =|siny cosy O, O0<w<2rx (37)
0 0 1

where y represents the angle about the third body-fixed axis. The direction of a 3D

measurement may also have a nonzero component in the vertical direction. This is achieved by
rotating the sensor frame angle @ about the second sensor-fixed axis,

cosd O sind
R =l 0 1 o0 ’_%SQS

C,Ssensor
—sin@ 0 cosé@

(38)

NN

Combining these two rotation matrices, the measurement z with depth || Z” is expressed with

respect to a frame fixed to Mars as

cosfcosy —siny  cosysind || |z|| [cos@cosy
z(y,0)=| cos@siny  cosy sinysind | 0 |=|cosOsiny ||| (39)
—sin@ 0 cosd 0 —sin @

In short, unit vectors are acquired via Euler angles within certain sensor limits.
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a.) General View b.) y Rotation c.) @ Rotation
Figure 38. The three frames are shown with three axes (red: first axis, green: second axis,
blue: third axis). The Mars frame (short and thick) is fixed to the planet. The body-fixed
frame (medium thickness and length) is fixed to the camera frame (long and narrow). The
rotation of y (b) represents the fixed camera yaw rotation and 9 (c) represents the

downward angle of the camera to capture the surface of Mars below the flying robot.

Next, we show how multiple 3D measurements provide an estimate for information gain.
Let ¥ and ©® be the angular ranges for sensor field-of-view (FOV) in the horizontal and vertical
directions, respectively. Within the sensor FOV, we select sample measurements for evaluating
their expected information gains. Let the number of sample measurements be n, and n, for
horizontal and vertical rotations, respectively. Since R, and the FOV are known, the set of
sample measurement rays, namely Z(R,), is known as well. Then, the expected information
gain for a single measurement ray z from candidate position x_ and attitude R, is the negative
expected entropy change,

H(P(r)—~E[H(P(r| x,,2(y +7,0+0)))], ifz(y+17,0+6) € Z(R)),

Iray (xc > Rc > l//’ 6) = {O (40)

, otherwise,

where the mounting yaw |/ and pitch @ of the sensor is a fixed rotation in the horizontal and
vertical ~ directions, respectively in  that order, such that —z<wy<z and
—m/2+0/2<0<7/2-0/2. A positive § corresponds to rotating the depth sensor from a
forward direction to a downward direction toward the surface of Mars. The expected information
gain for the full scan is the summation of expected information gains for individual rays

n,

Y| & 2i,-n,-D¥Y (2i,—n,-1)O
%M&kZZ%&@’”J S “
(4

4

i, =li,=1

Finally, Eq. (41) is computed for n, possible attitudes when the robot is at location x,_,
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one corresponding to each yaw angle . Then, the optimal attitude at x, is

R: = argmax Iscan (xc 4 Rc ) (42)
R(‘

In short, the expected information gain from each possible measurement ray is obtained
using predicted entropy from Eq. (35) and Eq. (36). Then the expected information gain from all
possible scans at a candidate location is calculated from Eqs. (40,41). Finally, the optimal attitude
at this candidate location is found using Eq. (42).

7.2.2 Collision-free Trajectory in 3D

Next, we present a fairly straightforward application of Dijkstra's search to 3D occupancy
grid mapping. First we reduced the number of grid cells to cubic blocks large enough for a robot
to fit completely inside. Based on the occupancy probability of these blocks and their neighbors,
we determine which cells are reachable, and what are their travel costs by building a cost map
based on Dijkstra's algorithm.

Here we describe how a reduced map is generated for collision avoidance and motion
planning. If the largest edge-to-edge distance of the robot, namely p, is not larger than the 3D
grid cell size ¢, this step is unnecessary. Let k>1 be an integer such that ko >p and
(k—Da < p, 1.€., k is the minimum number of grid cells in each dimension capable of fully-
enclosing the robot inside this cube. Then, we decompose the complete probabilistic 3D into map
m_, ., which is composed of larger cubic cells that encompass k* cells from map m. Let
m_ ... denote the k-th cell of m_, . being occupied, and let a, < m be those k* cells from
m composing this larger cell. Then, we apply an effective rule for collision-avoidance from
[262] to obtain the probability of m_

dnced I

maxiea P(mi)’ lf maxiea P(ml) - thesh’
o - (43)
min,_, P(m,), otherwise,

P(mreduced,k) = {

where initial probability is 0< P . <1 and the threshold probability is constrained to
P. <P . <1. This approach uses probabilities that have changed from P, and favors
occupied cells to avoid risking collisions.

duced is used in Dijkstra's search [264] for collision avoidance
and motion planning. Defining 0 < P_ <1 as the acceptable probability of collision, every grid

cell of m is considered a safe and unvisited node if its occupancy probability, and the
reduced

Next, we show how m

occupancy probabilities of its neighbors (sharing a face, edge, or corner), are below P _ . A cost
map is built from the starting robot location by neighboring nodes, where the cost to travel to
another node is based on Euclidian distance: a cell sharing a face is @ away, a cell sharing an
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edge is \/505 away, and a cell sharing a corner is \/ga away. Generating a cost map for all
reachable cells in m_,, ., provides a collision-free travel cost for all reachable candidate pose
locations. Once an optimal pose is selected, the path is easily found from the cost map using
steepest descent.

7.2.3 Optimal 3D Pose

Here we present how an optimal pose is selected based on information gains at optimal
attitudes and known collision-free travel costs. First, we show a function to account for travel
costs, and then we account for these costs inside the optimization.

The proposed autonomous exploration follows a receding-horizon framework, meaning
that optimal poses and trajectories are computed as quickly as possible, even if the robot has not
reached the prior optimal pose. However, the computation is not instantaneous; let the distance

dopt denote the distance that the robot can travel between optimal pose updates. Then, we define

a bump function loosely based on [265], defined as

£ ifo<d<d,,

2 . : (44)
(foax = Jr)XP{=B(d, —d)'} + [, ifd >d,

B(d) = {

where g is a travel distance along the cost map, f > f, >0, and S >0is an exponential

decay rate of the bump, which is illustrated in Fig. 39. The main idea is that when travel costs are
low, the bump function is large, but the bump decreases with increasing travel cost.
Finally, we incorporate expected information gain and travel costs into a unified

optimization. Given d(x,) from Dijkstra's cost map, the optimal candidate location is

x. =argmax Z__(x.,R)B(d(x,)), (45)
and therefore the optimal pose is X = {x ,R}.

In conclusion, every reachable candidate pose is considered for its optimal attitude. The
travel costs, acquired from Dijkstra's search, serve as input for the bump function, which
prioritizes local trajectories to avoid costly map traversals. Then, the optimal candidate location
is selected to maximize a combination of expected information gain and travel cost.
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max

Bump Function

opt
Travel Distance

Figure 39. The bump function is multiplied to the objective function of Eq. (45) to
prioritize local trajectories to avoid traversals across the map, where travel costs are

determined using Dijkstra's algorithm. However, there is no time wasted up to dopt because

this distance may be achieved in the minimum exploration computation time.

7.3  Numerical Examples

In this section, we demonstrate the efficacy of the proposed 3D mapping and autonomous
exploration with a simulated Mars environment. First we cover the software structure and
parameters, then compare results using two different maps for entropy prediction.

7.3.1 Software

The mapping, exploration, and visualization processes communicate over the Robot
Operating System (ROS) framework (Kinetic distribution), and Gazebo 8 serves as the simulator
for the physical objects and measurements. There are two major programs, referred to as nodes
in ROS, used during the simulation: mapping and exploration. The mapping node takes
measurements from a 3D laser scanner and pairs those with the sensor transformation relative to
Mars using the ROS Transform Message Filters package. Then, it builds a 3D probabilistic map
using ray casting and the inverse sensor model Egs. (31-33). The mapping node sends updates
from the probabilistic map to the exploration node, which decomposes the full map m into
M 400q 3CC0rding to Eq. (43), and builds a cost map based on Dijkstra's search to determine
collision-free trajectory costs for all pose candidates. Finally, the exploration node applies Egs.
(42,44,45) to update the desired robot trajectory on a receding-horizon. An overview of the
process is illustrated in Fig. 40.
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Figure 40. The diagram of the 3D probabilistic mapping and autonomous exploration
nodes shows the primary processes and communication lines. These ROS nodes (boxes)
operate together in real-time.

7.3.2 Results

A 3D environment of Mars is simulated in Gazebo. A height map [266] is used to
generate a contoured surface, and the corresponding picture of Mars is draped over this contour,
shown in Fig. 41. A 3D laser scanner is also simulated in Gazebo. In the horizontal direction, the
sensor has limits ¥ =120° with a total of 1000 measurement rays inside, the sensor is fixed at
angle | =45°, and n, =16 sample measurements are used. In the vertical direction, the sensor
also has limits @ =120° with a total of 1000 measurement rays inside, but the sensor is fixed at
angle 6=30°, and n, =17 sample measurements are used. These ray samples are taken from
each candidate location, which are separated 1 m apart in each of the 3 dimensions.

The map parameters are also important to the success of the exploration. The full map has
dimensions 20 m x 20 m x 5 m in the Mars-fixed frame, with cell edge length ¢ = 0.075 m. The
reduced map for collision-avoidance and motion planning has cells k£ =3 times the size (0.225
m), so k* =27 cells are considered in Eq. (43). The bump functions use f =10, f, =0.1,
and f =0.1 to account for travel costs with Eq. (44). The receding horizon optimal time dopt is
based on a fixed robot velocity of 0.25 m/s and the computation time varies from 1.8 sec to 2.5
sec.

The simulation was run twice. Case 1 was as described in this section. Case 2 was
identical to Case 1, except the reduced map m_, ., is used when computing Eq. (41). Case 2 is
largely inspired by the promising results of [262], where a projected map based on the same
criteria as Eq. (43) proved effective for level flight. The resulting occupancy grid maps for Cases
1 and 2 are shown in Figs. 42 and 43, respectively. A video of Case 1 can be found at [267] and
close-up pictures from Case 2 are shown in Fig. 44. The complete map entropy is illustrated in
Fig. 45.

In both cases, the robot built the 3D probabilistic map of the 2000 cubic meter space
composed of 4.74x10% grid cells. The maps were mostly complete within 10 minutes. The
6 = 30° downward viewing angle captured the ground nicely, as candidate attitudes tended to
direct the onboard sensor toward uncertain regions on the surface of Mars. The proposed
approach provided collision-free mapping and autonomous exploration in real-time.

However, the choice of occupancy grid map used for entropy predictions introduced an
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interesting tradeoff. In Case 1, when the full probabilistic map m was used in Eq. (41), regions
where the grid cells were partially-known were frequently reconsidered until the space was well-

known. Conversely in Case 2, when m was used instead, the robot repeatedly left spaces

reduced
that were missing a few grid cells to visit new terrain. This is because m_, ., contained some
cells with large occupancy probabilities based on Eq. (43), which allowed some grid cells of m

enclosed within a cell of m to be uncertain. The exploration policy of Case 2 incorrectly

assumed these regions were reVfl/ueci(ll-known. Ironically, this false assumption actually led to greater
information gains when the vehicle moved on to unvisited terrain. Conversely with Case 1,
which used m for computing expected entropy, the total map entropy decreased more steadily
and generated a more-complete 3D occupancy grid of the surface of Mars.

In short, the proposed 3D probabilistic occupancy grid mapping and autonomous
exploration were simulated successfully in real-time over the surface of Mars using ROS and
Gazebo. Choosing m for entropy predictions produced a more-complete map but choosing
Mg Was sometimes beneficial for exploring new terrain faster, while forgoing map

completeness.

olehE o
a.) Height Map b.) Color Map c.) Gazebo Environment
Figure 41. The height map (a) and color map (b) are combined in the Gazebo simulator (c)
to model a Mars environment. The robot captures the simulated environment to generate

an occupancy grid map.
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h.) 15 min
Figure 42. In Case 1, the robot (red disk with arrow indicating laser direction) moves
toward candidate poses (red arrows, more opaque for greater reward) based on expected
entropy change of the 3D probabilistic occupancy grid map m (cubes: greater opacity for
greater occupancy probability) of the surface of Mars.

g.) 10 min
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g.) 10 min h.) 15 min
Figure 43. In Case 2, the robot (red disk with arrow indicating laser direction) generates a
3D probabilistic occupancy grid map m (cubes: greater opacity for greater occupancy
probability), which is used to generate a reduced map m_, . based on Eq. (43). The robot
moves toward candidate poses (red arrows, more opaque for greater reward) based on
expected entropy change of m_, .. Using m_, . instead of m for entropy calculation leads
to faster exploration of new terrain, but this leaves some grid cells missing.
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a.) Full map cells and sensor scan

b.) Full map and reduced map cells
Figure 44. The close-up images from the Case 2 trial show the candidate future poses (red
arrows), where greater opacity represents a larger objective function of Eq. (45). In (a), we
show the 3D scan with color corresponding to the surface of Mars. In (b), we overlay the
full map m (colored) with the reduced map m_, _, (gray) from Eq. (43).

84



t (min)
Figure 45. The complete map entropy for Case 1 (red solid line) decreases at roughly the
same rate as the reduced map entropy for Case 2 (dashed blue line) toward the beginning.
However, the expected entropy in Case 2 promotes actions toward unexplored territory,
while the policy of Case 1 yields a more complete map before moving on to unexplored
spaces.

7.4 Summary

We developed an approach to autonomously explore the complex and uncertain terrain of
Mars. The exploration strategy is designed for flying vehicles near the surface of Mars, where
the exploration policy is based on expected information gain from Shannon's entropy of a
probabilistic map, and travel costs from Dijkstra's algorithm. The autonomous exploration
scheme is applied in real-time, following a receding-horizon framework, so the map could be
generated as quickly as possible. Numerical simulations demonstrated the efficacy of the
approach, showing two possible versions of the 3D exploration with differing behavior in
probabilistic map accuracy and exploration speed.
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8 TECHNOLOGY ROADMAP AND ALTERNATIVE OPPORTUNITIES

8.1 Technology Roadmap

The Marsbee concept offers a number of favorable features for enhancing Martian
exploration, especially through extending the capabilities of current rovers. Although the
Marsbee concept looks feasible, there are a number of enabling technologies that must be
advanced for full realization and fielding of this concept.

The immediate obstacle is the understanding of the interaction of thin, flexible structures
with unsteady aerodynamics. Only after this fundamental question is positively answered can
one consider developing other components such as controllers, sensors, and power sources to
actuate and sustain the motion for exploration.

We envision that Marsbees should be designed with lightweight, multifunctional
materials and structures, designated as one of the highest priorities in the 2016 NASA Space
Technologies Roadmap [268]. Battery, circuit board, and gearbox can provide primary structural
frame to further improve performance.

Advancements in sensors miniaturization and thin film electronics are crucial for
successful Marsbee development. For example, antennas or radiators can be embedded in the
large surface area wings. The majority of available GNC schemes rely on GPS. Efficient, vision-
based methods are required for increased levels of vehicle autonomy as well as swarm
collaboration in an environment without GPS [268].

Onboard power source is another challenge that must be addressed. Significant advances
in battery technology to increase energy and power densities, and methods of thermal control in
the extremely varying Martian atmosphere are expected in the next 10 years. For example, solid
state batteries are being developed to operate in the extreme temperature environment on the
lunar surface, which can be applied on Mars as well. Novel structured batteries like self-heating
Lithium-ion batteries can improve performance at low Martian temperatures [269-272].

The development of the guidance and control methods of bioinspired vehicles with
flexible wings will be important as well. Wind gusts up to 10 m/s are common on Mars [5].
Data-driven control methods show promising progress to address this challenging problem of the
flight control in an unsteady environment [273,274] including the Coriolis effect on Mars.
Bioinspired intermittent flight modes - hover, forward flight, and gliding — can potentially lead to
a reduction in overall mission energy consumption by conducting energy intensive tasks, such as
data transmission, during gliding flight.

The long-term vision is to integrate the Marsbees with sensors and wireless
communication devices to provide a reconfigurable and resilient architecture of a swarm of
Marsbees in combination with a rover.

9 OTHER BENEFITS OF THE STUDY

The spin-offs of the proposed Marsbee architecture can lead to successful bio-inspired
design for MAVs on Earth: Bumblebees can both hover and fly at high speeds with heavy
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payloads [10]. Millions of Monarch butterflies annually migrate, travelling up to 4000 km over
the course of three months [275-280]. Dynamically scaling the physical mechanisms behind the
long-range migration and agile maneuverability of insects has the potential to overcome the main
challenges in the development of MAVs. Understanding the fluid-structure interaction of flexible
flapping wings can elucidate the key mechanisms in biolocomotion of flying and swimming
animals that can inspire development of aerial and underwater vehicles. Developed physics
based model and control algorithms can be applied to autonomous aerial and underwater
vehicles.

Value models have been recognized in many different NASA and NSF sponsored
workshops [281-283] as an improvement over decision analysis approaches of the past, and
could provide a basis for how systems engineering should be conducted in the future. Enhancing
the performance of batteries at Martian temperatures can guide the future design of batteries for
cold terrestrial environments, e.g. high-altitude drones and electric vehicles in Polar regions on
Earth and other planets with cold climates.

87



10

PUBLICATIONS

Journal publication

Bluman, J. E., Pohly, J., Sridhar, M. K., Kang, C., Landrum, D. B., Fahimi, F. & Aono,
H. "Achieving bioinspired flapping wing hovering flight solutions on Mars via wing
scaling," Bioinspir. Biomim., Vol. 13, 046010, 2018 (doi: 10.1088/1748-3190/aac876)

Conference papers

Bluman, J. E., Kang, C.-K., Landrum, D. B., Fahimi, F. & Mesmer, B. "Marsbee - Can a
Bee Fly on Mars?," AIAA-2017-0328, 55th AIAA Aerospace Sciences Meeting,
Grapevine, Texas, January 9-13, 2017 (http://arc.aiaa.org/doi/10.2514/6.2017-0328)
Pohly, J. A., Kang, C.-K., Sridhar, M., Landrum, D. B., Fahimi, F., Bluman, J. E., Aono,
H. & Liu, H. "Payload and Power for Dynamically Similar Flapping Wing Hovering
Flight on Mars," AIAA-2018-0020, 1-11. 56th AIAA Aerospace Sciences Meeting,
Kissimmee, Florida, January 8-12, 2018 (https://arc.aiaa.org/doi/10.2514/6.2018-0020)
Pohly, J. A., Kang, C., Sridhar, M., Landrum, D. B., Fahimi, F., Mesmer, B., Bluman, J.
E., Aono, H. & Lee, T. "Scaling Bioinspired Mars Flight Vehicles for Hover," 4/44-
2019-0567, 1-13. 57th AIAA Aerospace Sciences Meeting, San Diego, California,
January 7-11, American Institute of Aeronautics and Astronautics, 2019
(https://arc.aiaa.org/doi/10.2514/6.2019-0567)

Kaufman, E. T. & Lee, T. "Autonomous Aerial Exploration for Topological Mapping of
Mars Environments," AIAA 2019-1915, AIAA 2019 Scitech Forum, San Diego,
California, January 7 - 11, 2019, 2019

Poster presentations

Doneshwar, S., Mesmer, B., “Systems Approach for the NASA Marsbee Mission”,
Society of Reliability Engineers RAM Training Summit XI, Huntsville, AL, October
24th, 2018

Doneshwar, S., Palma, G., Mesmer, B., “Using Value Modeling and Design Structure
Matrices for the NASA Marsbee Project”, 11th Wernher von Braun Memorial
Symposium, Huntsville, AL, October, 2018

88



APPENDIX A.

SYSTEM VALUE STATISTICS

A.1  Subsystem Quality Statistics

Table A.1. Subsystem quality questions descriptive statistics

N Mean Median Mode Std. Deviation Minimum Maximum
Q16 17 2.0000 2 1 1.17260 1.00 5.00
Q17 17 2.1176 2 2 1.21873 1.00 5.00
Q18 17 2.0588 2 2 1.14404 1.00 5.00
Q19 17 2.0000 2 2 1.06066 1.00 5.00
Q20 17 2.6471 3 2 1.05719 1.00 5.00
Q21 17 2.1765 2 2 1.01460 1.00 5.00
Q22 17 2.2353 2 2 1.09141 1.00 5.00
Q23 17 3.5882 4 3* 1.22774 1.00 5.00
Q24 17 1.9412 2 1 1.08804 1.00 5.00
Q25 17 2.7059 3 3 1.10480 1.00 5.00
Q26 17 3.2353 3 3 .90342 2.00 5.00
Q27 17 3.4706 3 3 1.06757 2.00 5.00
Q28 17 1.6471 2 1 .70189 1.00 3.00

*multiple modes exist. The smallest value is shown.
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Table A.2. Subsystem quality questions null hypothesis test summary. Asymptotic significances
are displayed. The significance level is 0.05

Question
16
17
18
19
20
21
22
23
24
25
26
27
28

Sig.

.045
.028
.045
148
.146
121
.045
422
.148
121
.065
470
161

Decision

Reject the null hypothesis
Reject the null hypothesis
Reject the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Reject the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
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Q16. Performance metrics are important for the specific part of the Marsbee system I am
working on (such as thrust of a rocket, range of an electric vehicle, bass quality of headphones,

etc.)
Frequency
I M observed
B Hypothesized
g 6
c
(Y]
=
g 3.4
e
2_
1
1.00 2.00 3.00
Q16
Figure A.1. Q16 One sample chi-square test.
Table A.3. Q16 One sample chi-square test results
Total N 17
Test Statistic 9.765
Degrees of Freedom 4
Asymptotic Sig. (2-sided test) .045
Table A.4. Q16 statistics.
Cumulative
Frequency Percent Valid Percent Percent
Valid 1.00 7 41.2 41.2 41.2
2.00 6 35.3 35.3 76.5
3.00 2 11.8 11.8 88.2
4.00 1 5.9 5.9 94.1
5.00 1 5.9 5.9 100.0
Total 17 100.0 100.0
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Q17. Attributes are important for the specific part of the Marsbee system I am working on

(?

[43]
|

4257

Frequency

Table A.6. Q17 statistics.

Frequency
M observed
B Hypothesized
1.00 2.00
Q17
Figure A.3. Q17 One sample chi-square test.
Table A.5. Q17 One sample chi-square test results.
Total N 17
Test Statistic 9.118
Degrees of Freedom 3
Asymptotic Sig. (2-sided test) .028
Cumulative
Frequency Percent Valid Percent Percent
Valid 1.00 5 29.4 29.4 29.4
2.00 9 52.9 52.9 82.4
3.00 1 5.9 5.9 88.2
5.00 2 11.8 11.8 100.0
Total 17 100.0 100.0
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Q18. Robustness - The thing of interest should not produce radical departures from its expected
behavior is response to small changes to its operating input, internal state, or external
environment. Robustness is important for the specific part of the Marsbee system I am working

on.
Frequency
I M observed
B Hypothesized
g 6
c
o
g
g 3.4
&
2—
1
1.00 2.00 3.00 . 5.00
Q138
Figure A.4. Q18 One sample chi-square test.
Table A.7. Q18 One sample chi-square test results.
Total N 17
Test Statistic 9.765
Degrees of Freedom 4
Asymptotic Sig. (2-sided test) .045
Table A.8. Q18 statistics.
Cumulative
Frequency Percent Valid Percent Percent
Valid 1.00 6 35.3 35.3 35.3
2.00 7 41.2 41.2 76.5
3.00 2 11.8 11.8 88.2
4.00 1 5.9 5.9 94.1
5.00 1 5.9 5.9 100.0
Total 17 100.0 100.0
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Q22. Efficiency - The thing of interest produces the desired results with lesser expenditure of
resources compared to competing alternatives. Efficiency is important to the specific part of the
Marsbee system I am working on

Frequency
57 M observed
B Hypothesized
2 47
c
[
=
& 3.4
frs
3_
1
1.00 2.00 3.00 | 5.00
Q22
Figure A.5. Q22 One sample chi-square test.
Table A.9. Q22 One sample chi-square test results.
Total N 17
Test Statistic 9.765
Degrees of Freedom 4
Asymptotic Sig. (2-sided test) .045
Table A.10. Q22 statistics.
Cumulative
Frequency Percent Valid Percent Percent
Valid 1.00 4 23.5 23.5 23.5
2.00 8 471 471 70.6
3.00 3 17.6 17.6 88.2
4.00 1 5.9 5.9 94.1
5.00 1 5.9 5.9 100.0
Total 17 100.0 100.0
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A2

Table A.11. System quality questions descriptive statistics.

System Quality Statistics

N Mean Median Mode Std. Deviation Minimum Maximum
Q29 17 1.5294 2 2 .51450 1.00 2.00
Q30 17 1.5882 2 1* .61835 1.00 3.00
Q31 17 2.0000 2 2 .79057 1.00 4.00
Q32 17 1.7059 2 2 .58787 1.00 3.00
Q33 17 2.4118 2 2 .79521 1.00 4.00
Q34 17 2.0588 2 2 .65865 1.00 3.00
Q35 17 1.6471 2 2 .60634 1.00 3.00
Q36 17 3.3529 3 3 1.36662 1.00 5.00
Q37 17 1.8824 2 2 .60025 1.00 3.00
Q38 17 2.3529 2 2 .78591 1.00 4.00
Q39 17 3.1176 3 3 1.16632 1.00 5.00
Q40 16 1.6875 1.5 1 .79320 1.00 3.00
Q41 1 15 2.2000 2 1 1.61245 1.00 6.00
Q41_2 15 2.8000 3 2 1.20712 1.00 5.00
Q41_3 15 5.3333 6 7 1.54303 3.00 7.00
Q41_4 15 5.2000 5 5* 1.42428 3.00 7.00
Q41_5 15 3.0667 2 2 1.98086 1.00 7.00
Q41 6 15 6.9333 8 8 2.18654 1.00 8.00
Q41 7 15 5.2667 5 5 2.21897 1.00 8.00

*Multiple modes exist. The smallest value is shown
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Table A.12. Subsystem quality questions null hypothesis test summary. Asymptotic significances
are displayed. The significance level is 0.05.

Question Sig. Decision
30 .056 Retain the null hypothesis
31 .009 Reject the null hypothesis
32 .028 Reject the null hypothesis
33 .065 Retain the null hypothesis
34 .080 Retain the null hypothesis
35 .047 Reject the null hypothesis
36 .346 Retain the null hypothesis
37 .019 Reject the null hypothesis
38 .052 Retain the null hypothesis
39 227 Retain the null hypothesis
40 305 Retain the null hypothesis
41.1 027 Reject the null hypothesis
41.2 504 Retain the null hypothesis
41.3 504 Retain the null hypothesis
41.4 .856 Reject the null hypothesis
41.5 467 Retain the null hypothesis
41.6 .000 Reject the null hypothesis
41.7 467 Retain the null hypothesis
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Q31. Robustness - The thing of interest should not produce radical departures from its expected
behavior is response to small changes to its operating input, internal state, or external
environment. How important is the Marsbee system's robustness to me?
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Frequency
T

i

Table A.14. Q31 statistics.

Frequency
M Observed
B Hypothesized
1.00 2.00 . 4.00
Q31
Figure A.6. Q31 One sample chi-square test.
Table A.13. Q31 One sample chi-square test results.
Total N 17
Test Statistic 11.471
Degrees of Freedom 3
Asymptotic Sig. (2-sided test) .009
Cumulative
Frequency Percent Valid Percent Percent
Valid 1.00 4 23.5 23.5 23.5
2.00 10 58.8 58.8 82.4
3.00 2 11.8 11.8 94.1
4.00 1 5.9 5.9 100.0
Total 17 100.0 100.0
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Q32. Reliability - The ability of a thing of interest to perform as intended (i.e. without failure and
within specified performance limits) for a specified time, in its life cycle conditions. It is a
measure of how often the thing of interest fails. How important is the Marsbee system's
reliability to me?

Frequency
10 M observed
B Hypothesized
Y
S 6
=
-3
e
567
1—
1.00 2.00
Q32
Figure A.7. Q32 One sample chi-square test.
Table A.15. Q32 One sample chi-square test results.
Total N 17
Test Statistic 7.176
Degrees of Freedom 2
Asymptotic Sig. (2-sided test) .028
Table A.16. Q32 statistics.
Cumulative
Frequency Percent Valid Percent Percent
Valid 1.00 6 35.3 35.3 35.3
2.00 10 58.8 58.8 94.1
3.00 1 5.9 5.9 100.0

Total 17 100.0 100.0
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Q35. Efficiency - The thing of interest produces the desired results with lesser expenditure of
resources compared to competing alternatives. How important is the Marsbee system's efficiency

to me?
Frequency
o M observed
B Hypothesized
g
g
=
=3
2
567
1—
1.00 2.00 3.00
Q35
Figure A.8. Q35 One sample chi-square test.
Table A.17. Q35 One sample chi-square test results.
Total N 17
Test Statistic 6.118
Degrees of Freedom 2
Asymptotic Sig. (2-sided test) .047
Table A.18. Q35 statistics.
Cumulative
Frequency Percent Valid Percent Percent
Valid 1.00 7 41.2 41.2 41.2
2.00 9 52.9 52.9 94.1
3.00 1 5.9 5.9 100.0

Total 17 100.0 100.0

99



Q37. Efficacy - The thing of interest produces the anticipated behavior (or the expected output)
over the expected range of input conditions, control variations, etc. How important is the

Marsbee system's efficacy to me?

Frequency
117 M observed
B Hypothesized
Y
$ 5671
=
-3
e
[rey 4
2—
1.00 2.00
Q37
Figure A.9. Q37 One sample chi-square test.
Table A.19. Q37 One sample chi-square test results.
Total N 17
Test Statistic 7.882
Degrees of Freedom 2
Asymptotic Sig. (2-sided test) .019
Table A.20. Q37 statistics.
Cumulative
Frequency Percent Valid Percent Percent
Valid 1.00 4 23.5 23.5 23.5
2.00 11 64.7 64.7 88.2
3.00 2 11.8 11.8 100.0
Total 17 100.0 100.0
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Q41. Rank order the following system characteristics, with the top characteristic being most
important to you and the bottom characteristic being the least important. — 1-8

Q41.1 Robustness

Frequency
M observed
B Hypothesized
Y
c
o
=
=3
o
&
1.00 2.00 3.00 4.00 . 6.00
Q411
Figure A.10. Q41.1 One sample chi-square test.
Table A.21. Q41.1 One sample chi-square test results.
Total N 15
Test Statistic 12.6
Degrees of Freedom 5
Asymptotic Sig. (2-sided test) .027
Table A.22. Q41.1 statistics.
Q41_1
Cumulative
Frequency Percent Valid Percent Percent
Valid 1.00 7 41.2 46.7 46.7
2.00 4 23.5 26.7 73.3
3.00 1 5.9 6.7 80.0
4.00 1 5.9 6.7 86.7
5.00 1 5.9 6.7 93.3
6.00 1 5.9 6.7 100.0
Total 15 88.2 100.0
Missing System 2 11.8
Total 17 100.0
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Q41.6. Profitability

Frequency
1 M observed
B Hypothesized
Y
c
(Y]
=
o I
I
1—
1.00 3.00 5.00
Q41_6
Figure A.11. Q41.6 One sample chi-square test.
Table A.23. Q41.6 One sample chi-square test results.
Total N 15
Test Statistic 26.667
Degrees of Freedom 4
Asymptotic Sig. (2-sided test) .000
Table A.24. Q41.6 statistics.
Cumulative
Frequency Percent Valid Percent Percent
Valid 1.00 1 5.9 6.7 6.7
3.00 1 5.9 6.7 13.3
5.00 1 5.9 6.7 20.0
7.00 1 5.9 6.7 26.7
8.00 11 64.7 73.3 100.0
Total 15 88.2 100.0
Missing System 2 11.8
Total 17 100.0
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A3

Table A.25. Project specific questions descriptive statistics.

Project Quality Statistics

N Mean Median Mode Std. Deviation Minimum Maximum
Q56 17 2.6471 3 3 1.72993 -2.00 5.00
Q57 17 2.4118 2 1* 1.22774 1.00 5.00
Q58 17 2.8824 3 3 1.49509 -2.00 5.00
Q59 17 2.5294 3 3 1.17886 1.00 5.00
Q60 17 2.7647 3 3 .66421 2.00 4.00
Q61 17 2.0000 2 1* .93541 1.00 4.00
Q62 17 2.0588 2 2 .96635 1.00 4.00
Q63 17 2.5294 2 2 .94324 1.00 4.00
Q64 17 2.8235 3 3 .88284 1.00 4.00
Q65 17 2.8235 3 3 .95101 1.00 5.00
Q66 17 2.7059 3 3 .84887 1.00 4.00
Q67 17 2.5882 2 2 .87026 1.00 4.00
Q68 17 2.4118 2 2 1.37199 1.00 5.00
Q69 17 2.1765 2 2 .95101 1.00 4.00
Q70 17 1.8824 2 2 .69663 1.00 3.00
Q71 17 3.2941 3 2 1.35852 1.00 5.00
Q72 17 2.4118 2 2 1.37199 1.00 5.00
Q73 17 4.2353 5 5 .97014 2.00 5.00
Q74 17 3.8235 4 5 1.28624 2.00 5.00
Q75 17 3.1765 3 2 1.18508 2.00 5.00
Q76 17 3.1176 3 3 .92752 2.00 5.00
Q77 17 2.8824 3 3 1.05370 1.00 5.00
Q78 17 3.0000 3 3 1.00000 1.00 5.00
Q79 17 3.4706 3 3 .94324 2.00 5.00
Q80 17 2.2941 2 2 .84887 1.00 4.00
Q81 17 3.2353 3 3 .75245 2.00 5.00
Q82 17 3.0588 3 3 1.56007 -2.00 5.00
Q83 17 3.4706 3 3 .94324 2.00 5.00
Q84 17 3.6471 4 3 .86177 2.00 5.00
Q85 17 3.5882 4 3 1.12132 1.00 5.00
Q86 17 3.4118 3 3 1.06412 1.00 5.00
Q87 17 2.8235 3 3 1.62924 -2.00 5.00

*Multiple modes exist. The smallest value is shown
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Table A.26. Project specific questions null hypothesis test summary. Asymptotic significances are

displayed. The significance level is 0.05.

Question
57
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
83
84
85
86

Sig.

422
346
113
268
121
325
220
.027
148
.098
346
181
193
422
346
.043
181
268
325
072
116
181
.148
.009
181
148
182
.045

Decision

Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Reject the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Reject the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Reject the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Reject the null hypothesis
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Q65. To me constant communication between the rover and all of the Marsbees is important

Frequency
57 M observed
B Hypothesized
& 57
s
(Y]
=
g 3.4
s
2_
1—
1.00 2.00 3.00
Q65
Figure A.12. Q65 One sample chi-square test
Table A.27. Q65 One sample chi-square test results
Total N 17
Test Statistic 10.941
Degrees of Freedom 4
Asymptotic Sig. (2-sided test) .027
Table A.28. Q65 statistics
Cumulative
Frequency Percent Valid Percent Percent
Valid 1.00 1 5.9 5.9 5.9
2.00 5 29.4 29.4 35.3
3.00 8 471 471 82.4
4.00 2 11.8 11.8 94.1
5.00 1 5.9 5.9 100.0
Total 17 100.0 100.0
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Q73. To me the Marsbee having 2 wings is important

Frequency
e M Observed
B Hypothesized
2 4.25
c
[T}
=
g+
&
3_.
1_
2.00 3.00
Q73
Figure A.13. Q73 One sample chi-square test
Table A.29. Q73 One sample chi-square test results
Total N 17
Test Statistic 8.176
Degrees of Freedom 3
Asymptotic Sig. (2-sided test) .043
Table A.30. Q73 statistics
Cumulative
Frequency Percent Valid Percent Percent
Valid 2.00 1 5.9 5.9 5.9
3.00 3 17.6 17.6 23.5
4.00 4 23.5 23.5 47.1
5.00 9 52.9 52.9 100.0
Total 17 100.0 100.0
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Q81. To me it is important that the Marsbee be equipped with chemical composition sensors
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Frequency

Table A.32. Q81 statistics

Frequency
M observed
B Hypothesized
2.00 3.00 : 5.00
Q81
Figure A.14. Q81 One sample chi-square test
Table A.31. Q81 One sample chi-square test results
Total N 17
Test Statistic 11.471
Degrees of Freedom 3
Asymptotic Sig. (2-sided test) .009
Cumulative
Frequency Percent Valid Percent Percent
Valid 2.00 2 11.8 11.8 11.8
3.00 10 58.8 58.8 70.6
4.00 4 23.5 23.5 94.1
5.00 1 5.9 5.9 100.0
Total 17 100.0 100.0
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Q86. To me it is important that the Marsbee be equipped with a magnetometer

Frequency
87 M Observed
B Hypothesized
g 4
c
o
=
&34
&
3_.
1_
1.00 2.00 3.00
Q36
Figure A.15. Q86 One sample chi-square test.
Table A.33. Q86 One sample chi-square test results.
Total N 17
Test Statistic 9.765
Degrees of Freedom 4
Asymptotic Sig. (2-sided test) .045
Table A.34. Q86 statistics.
Cumulative
Frequency Percent Valid Percent Percent
Valid 1.00 1 5.9 5.9 5.9
2.00 1 5.9 5.9 11.8
3.00 8 47.1 471 58.8
4.00 4 23.5 23.5 82.4
5.00 3 17.6 17.6 100.0
Total 17 100.0 100.0
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A4

Table A.35. Mission types questions descriptive statistics.

Mission Quality Statistics

N Mean Median Mode Std. Deviation Minimum Maximum
Q88 17 2.1176 2 2 .78121 1.00 4.00
Q89 17 2.1765 2 2 .88284 1.00 4.00
Q90 17 2.4706 3 3 .62426 1.00 3.00
Q91 17 3.0588 3 3 .65865 2.00 5.00
Q92 17 2.0588 2 2 .82694 1.00 4.00
Q93 17 3.1176 3 3 .99262 2.00 5.00
Q94 17 3.0000 3 4 1.76777 -2.00 5.00
Q95 17 1.8824 2 1* 1.05370 1.00 5.00
Q96 17 1.6471 1 1 .78591 1.00 3.00
Q97 17 1.8235 2 2 72761 1.00 3.00
Q98 17 2.2353 2 2 .90342 1.00 4.00
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Table A.36. Mission types questions null hypothesis test summary. Asymptotic significances are

displayed. The significance level is 0.05.

Question
88
89
90
91
92
93
95
96
97
98

Sig.

012
220
.047
.000
.043
325
.065
193
327
268

Decision

Reject the null hypothesis
Retain the null hypothesis
Reject the null hypothesis
Reject the null hypothesis
Reject the null hypothesis
Reject the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis
Retain the null hypothesis

110



Q88. The primary mission of the Marsbee is to map the local terrain (within 50 yards from the
rover)

Frequency
10 M observed
B Hypothesized
oy
$ 4.25
=
=3
e
.
1_
1.00 2.00
Q388
Figure A.16. Q88 One sample chi-square test
Table A.37. Q88 One sample chi-square test results
Total N 17
Test Statistic 11.0
Degrees of Freedom 3
Asymptotic Sig. (2-sided test) .012
Table A.38. Q88 statistics
Cumulative
Frequency Percent Valid Percent Percent
Valid 1.00 3 17.6 17.6 17.6
2.00 10 58.8 58.8 76.5
3.00 3 17.6 17.6 94.1
4.00 1 5.9 5.9 100.0

Total 17 100.0 100.0
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Q90. The primary mission of the Marsbee is to learn more about the Martian atmospheric

structure (winds, pressure, etc.)

Frequency
o M observed
B Hypothesized
Y
s
=
-3
2
= 567
1.—
1.00 2.00
Q9o
Figure A.17. Q90 One sample chi-square test
Table A.39. Q90 One sample chi-square test results
Total N 17
Test Statistic 6.118
Degrees of Freedom 2
Asymptotic Sig. (2-sided test) .047
Table A.40. Q90 statistics
Cumulative
Frequency Percent Valid Percent Percent
Valid 1.00 1 5.9 5.9 5.9
2.00 7 41.2 41.2 471
3.00 9 52.9 52.9 100.0
Total 17 100.0 100.0
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Q91. The primary mission of the Marsbee is to learn more about the Martian atmospheric
composition (chemistry)

137

4257

Frequency

"7

Table A.42. Q91 statistics

Frequency
M observed
[ Hypothesized
2.00 3.00
Q9
Figure A.18. Q91 One sample chi-square test
Table A.41. Q91 One sample chi-square test results
Total N 17
Test Statistic 24.176
Degrees of Freedom 3
Asymptotic Sig. (2-sided test) .000
Cumulative
Frequency Percent Valid Percent Percent
Valid 2.00 2 11.8 11.8 11.8
3.00 13 76.5 76.5 88.2
4.00 1 5.9 5.9 94.1
5.00 1 5.9 5.9 100.0
Total 17 100.0 100.0
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Q92. The primary mission of the Marsbee is to learn more about the Martian geology (land

surface structure)

Frequency

Table A.44. Q92 statistics

Frequency
M observed
B Hypothesized
1.00 2.00
Q92
Figure A.19. Q92 One sample chi-square test
Table A.43. Q92 One sample chi-square test results
Total N 17
Test Statistic 8.176
Degrees of Freedom 3
Asymptotic Sig. (2-sided test) .043
Cumulative
Frequency Percent Valid Percent Percent
Valid 1.00 4 23.5 23.5 23.5
2.00 9 52.9 52.9 76.5
3.00 3 17.6 17.6 94.1
4.00 1 5.9 5.9 100.0
Total 17 100.0 100.0
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APPENDIX B. MARSBEE - QUESTIONNAIRE

Please answer all questions honestly.

Transactive Memory System Scale Items
Note. Items below use a 5-point disagree—agree response format, in which 1 strongly
disagree, 2 disagree, 3 neutral, 4 agree, and 5 strongly agree.

Specialization
1. Each team member has specialized knowledge of some aspect of our project.
Strongly 1 2 3 4 5 Strongly
Disagree Agree
2. | have knowledge about an aspect of the project that no other team member has.
Strongly 1 2 3 4 5 Strongly
Disagree Agree
3. Different team members are responsible for expertise in different areas.
Strongly 1 2 3 4 5 Strongly
Disagree Agree

4. The specialized knowledge of several different team members was needed to complete
the project deliverables.

Strongly 1 2 3 4 5 Strongly
Disagree Agree
5. | know which team members have expertise in specific areas.
Strongly 1 2 3 4 5 Strongly
Disagree Agree
Credibility
6. | am comfortable accepting procedural suggestions from other team members.
Strongly 1 2 3 4 5 Strongly
Disagree Agree
7. Itrust that other members’ knowledge about the project is credible.
Strongly 1 2 3 4 5 Strongly
Disagree Agree
8. | am confident relying on the information that other team members brought to the
discussion.
Strongly 1 2 3 4 5 Strongly
Disagree Agree

9. When other members give information, | want to double-check it for myself.
Strongly 1 2 3 4 5 Strongly
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Disagree Agree
10. | do not have much faith in other members’ “expertise.”

Strongly 1 2 3 4 5 Strongly
Disagree Agree
Coordination
11. Our team works together in a well-coordinated fashion.
Strongly 1 2 3 4 5 Strongly
Disagree Agree
12. Our team has very few misunderstandings about what to do.
Strongly 1 2 3 4 5 Strongly
Disagree Agree
13. Our team needs to backtrack and start over a lot.
Strongly 1 2 3 4 5 Strongly
Disagree Agree
14. We accomplish the task smoothly and efficiently.
Strongly 1 2 3 4 5 Strongly
Disagree Agree
15. There is much confusion about how we would accomplish the task.
Strongly 1 2 3 4 5 Strongly
Disagree Agree

Adapted form of PERVAL questionnaire

Note. Items below use a 5-point important-not important response format, in which 1
not at all important, 2 slightly important, 3 moderately important, 4 very important, and 5
extremely important.

Subsystem Quality

16. Performance metrics are important for the specific part of the Marsbee system | am
working on (such as thrust of a rocket, range of an electric vehicle, bass quality of
headphones, etc.)

Not at all 1 2 3 4 5 Extremely
Important Important
17. Attributes are important for the specific part of the Marsbee system | am working on
Not at all 1 2 3 4 5 Extremely
Important Important

18. Robustness - The thing of interest should not produce radical departures from its
expected behavior is response to small changes to its operating input, internal state, or
external environment.
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19.

20.

21.

22.

23.

Robustness is important for the specific part of the Marsbee system | am
working on
Not at all 1 2 3 4 5 Extremely
Important Important

Reliability - The ability of a thing of interest to perform as intended (i.e. without failure
and within specified performance limits) for a specified time, in its life cycle conditions. It
is a measure of how often the thing of interest fails.

Reliability is important to the specific part of the Marsbee system | am working
on
Not at all 1 2 3 4 5 Extremely
Important Important

Maintainability - The ease with which a thing of interest can be modified to correct
faults, improve performance or other attributes, or adapt to a changed environment

Maintainability is important to the specific part of the Marsbee system | am
working on
Not at all 1 2 3 4 5 Extremely
Important Important

Availability — The probability that a thing of interest will work as required when required
during the period of a mission.

Availability is important to the specific part of the Marsbee system | am working
on
Not at all 1 2 3 4 5 Extremely

Important Important

Efficiency - The thing of interest produces the desired results with lesser expenditure of
resources compared to competing alternatives.

Efficiency is important to the specific part of the Marsbee system | am working
on
Not at all 1 2 3 4 5 Extremely

Important Important

Profitability — The degree to which a business or activity yields profit or financial gain
related to the thing of interest.

Profitability is important to the specific part of the Marsbee system | am working
on
Not at all 1 2 3 4 5 Extremely

Important Important
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24.

25.

26.

27.

28.

29.

30.

31.

Efficacy - The thing of interest produces the anticipated behavior (or the expected
output) over the expected range of input conditions, control variations, etc.

Efficacy is important to the specific part of the Marsbee system | am working on

Not at all 1 2 3 4 5 Extremely
Important Important
Resilience - The ability of a thing of interest to recover from adverse consequences.

Resilience is important to the specific part of the Marsbee system | am working

on
Not at all 1 2 3 4 5 Extremely
Important Important

The overall Marsbee system’s cost is important to me.
Not at all 1 2 3 4 5 Extremely
Important Important

The cost of the specific part of the Marsbee system | am working on is important to me.
Not at all 1 2 3 4 5 Extremely
Important Important

Mission - refers to the tasks that the system performs after development.

The mission success of the specific part of the Marsbee system | am working on

is important to me
Not at all 1 2 3 4 5 Extremely

Important Important

System Quality

How important are the Marsbee system's performance metrics (such as thrust of a
rocket, range of an electric vehicle, bass quality of headphones, etc.) to me?

Not at all 1 2 3 4 5 Extremely

Important Important
How important are the Marsbee system's attributes to me?

Not at all 1 2 3 4 5 Extremely

Important Important

Robustness - The thing of interest should not produce radical departures from its

expected behavior is response to small changes to its operating input, internal state, or

external environment.

How important is the Marsbee system's robustness to me?
Not at all 1 2 3 4 5 Extremely
Important Important
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32.

33.

34.

35.

36.

37.

38.

Reliability - The ability of a thing of interest to perform as intended (i.e. without failure
and within specified performance limits) for a specified time, in its life cycle conditions. It
is a measure of how often the thing of interest fails.

How important is the Marsbee system's reliability to me?
Not at all 1 2 3 4 5 Extremely
Important Important

Maintainability - The ease with which a thing of interest can be modified to correct
faults, improve performance or other attributes, or adapt to a changed environment.

How important is the Marsbee system's maintainability to me?
Not at all 1 2 3 4 5 Extremely
Important Important

Availability — The probability that a thing of interest will work as required when required
during the period of a mission.

How important is the Marsbee system's availability to me?
Not at all 1 2 3 4 5 Extremely
Important Important

Efficiency - The thing of interest produces the desired results with lesser expenditure of
resources compared to competing alternatives.

How important is the Marsbee system's efficiency to me?
Not at all 1 2 3 4 5 Extremely
Important Important

Profitability — The degree to which a business or activity yields profit or financial gain
related to the thing of interest.

How important is the Marsbee system's profitability to me?
Not at all 1 2 3 4 5 Extremely
Important Important

Efficacy - The thing of interest produces the anticipated behavior (or the expected
output) over the expected range of input conditions, control variations, etc.

How important is the Marsbee system's efficacy to me?
Not at all 1 2 3 4 5 Extremely
Important Important
Resilience - The ability of a thing of interest to recover from adverse consequences.

How important is the Marsbee system's resilience to me?
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Not at all 1 2 3 4 5 Extremely

Important Important
39. How important is the Marsbee system’s cost to me?

Not at all 1 2 3 4 5 Extremely

Important Important

40. Mission refers to the tasks that the system performs after development.

How important is the Marsbee system’s mission success to me?
Not at all 1 2 3 4 5 Extremely
Important Important

41. Rank order the following system characteristics, with the top characteristic being most
important to you and the bottom characteristic being the least important.
e Robustness

e Reliability

e Maintainability
e Availability

e Efficiency

e Profitability

e Efficacy

e Resilience

Note. Items below use a 5-point disagree—agree response format, in which 1 strongly
disagree, 2 disagree, 3 neutral, 4 agree, and 5 strongly agree.

Personal
42. My personal preferences align with that of the team
Strongly 1 2 3 4 5 Strongly
Disagree Agree
43. My personal preferences align with my role in the project
Strongly 1 2 3 4 5 Strongly
Disagree Agree
44. My personal preferences align with the project's mission
Strongly 1 2 3 4 5 Strongly
Disagree Agree
45. My personal preferences align with that of my superior
Strongly 1 2 3 4 5 Strongly
Disagree Agree

46. | have clear goals for my job with regards to this project
Strongly 1 2 3 4 5 Strongly
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Disagree Agree
47. 1 know exactly what is expected of me with regards to this project

Strongly 1 2 3 4 5 Strongly
Disagree Agree
48. | understand my role in the team
Strongly 1 2 3 4 5 Strongly
Disagree Agree

Role clarity and ambiguity

49. | have clear, planned goals and objectives for my job with regards to this project

Strongly 1 2 3 4 5 Strongly
Disagree Agree
50. | know what my responsibilities with regards to this project are
Strongly 1 2 3 4 5 Strongly
Disagree Agree
51. | know exactly what is expected of me with regards to this project
Strongly 1 2 3 4 5 Strongly
Disagree Agree
52. | feel certain about how much responsibility | have on my job with regards to this
project
Strongly 1 2 3 4 5 Strongly
Disagree Agree
53. Explanation is clear of what is to be done with regards to this project
Strongly 1 2 3 4 5 Strongly
Disagree Agree
54. | have to do things that should be done differently under different conditions
Strongly 1 2 3 4 5 Strongly
Disagree Agree

55. | have received assignments without the manpower to complete them with regards to
this project

Strongly 1 2 3 4 5 Strongly
Disagree Agree
Project Specific
56. To me payload volume is important
Not at all 1 2 3 4 5 Extremely
Important Important
57. To me the distance Marsbee can travel on one charge is important
Not at all 1 2 3 4 5 Extremely
Important Important
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58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

To me data storage capacity is important

Not at all 1 2 3 4 5 Extremely

Important Important
To me the overall size of Marsbee is important

Not at all 1 2 3 4 5 Extremely

Important Important
To me the altitude the Marsbee can reach is important

Not at all 1 2 3 4 5 Extremely

Important Important
To me flight duration is important

Not at all 1 2 3 4 5 Extremely

Important Important
To me payload mass is important

Not at all 1 2 3 4 5 Extremely

Important Important
To me the number of Marsbees sent to Mars in a single mission is important

Not at all 1 2 3 4 5 Extremely

Important Important
To me the speed that a Marsbee acquires data is important

Not at all 1 2 3 4 5 Extremely

Important Important

To me constant communication between the rover and the swarm of Marsbees is
important
Not at all 1 2 3 4 5 Extremely
Important Important
To me a direct/constant communication between every Marsbee and the rover is
important

Not at all 1 2 3 4 5 Extremely

Important Important
To me communication/interaction between the swarm of Marsbees is important

Not at all 1 2 3 4 5 Extremely

Important Important
To me the wing flapping frequency is important

Not at all 1 2 3 4 5 Extremely

Important Important
To me the ability of Marsbee to function with different sensors is important

Not at all 1 2 3 4 5 Extremely

Important Important

To me battery capacity is important
Not at all 1 2 3 4 5 Extremely
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71.

72.

73.

74.

75.

76.

77.

78.

79.

80.

81.

82.

83.

Important Important
To me having the total mass of the Marsbee be under 6 grams is important

Not at all 1 2 3 4 5 Extremely

Important Important
To me the ability of Marsbee to hover is important

Not at all 1 2 3 4 5 Extremely

Important Important
To me the Marsbee having 2 wings is important

Not at all 1 2 3 4 5 Extremely

Important Important
To me the Marsbee having 4 wings is important

Not at all 1 2 3 4 5 Extremely

Important Important
To me it is important that the Marsbee be equipped with a radio

Not at all 1 2 3 4 5 Extremely

Important Important
To me it is important that the Marsbee be equipped with pressure sensors

Not at all 1 2 3 4 5 Extremely

Important Important

To me it is important that the Marsbee be equipped with RGB (red, green, blue) color
sensors

Not at all 1 2 3 4 5 Extremely

Important Important
To me it is important that the Marsbee be equipped with temperature sensors

Not at all 1 2 3 4 5 Extremely

Important Important
To me it is important that the Marsbee be equipped with gas emission sensors

Not at all 1 2 3 4 5 Extremely

Important Important
To me it is important that the Marsbee be equipped with a camera

Not at all 1 2 3 4 5 Extremely

Important Important
To me it is important that the Marsbee be equipped with chemical composition sensors

Not at all 1 2 3 4 5 Extremely

Important Important
To me it is important that the Marsbee be equipped with humidity sensors

Not at all 1 2 3 4 5 Extremely

Important Important

To me it is important that the Marsbee be equipped with a spectrometer
Not at all 1 2 3 4 5 Extremely
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84.

85.

86.

87.

88.

89

90.

91

92.

93.

94.

Important Important
To me it is important that the Marsbee be equipped with an acoustic radar

Not at all 1 2 3 4 5 Extremely

Important Important
To me it is important that the Marsbee be equipped with lidar

Not at all 1 2 3 4 5 Extremely

Important Important
To me it is important that the Marsbee be equipped with a magnetometer

Not at all 1 2 3 4 5 Extremely

Important Important
To me it is important that the Marsbee be equipped with temperature (thermal) sensors

Not at all 1 2 3 4 5 Extremely

Important Important
Mission types

The primary mission of the Marsbee is to map the local terrain (within 50 yards from the
rover)

Strongly 1 2 3 4 5 Strongly
Disagree Agree
. The primary mission of the Marsbee is to map distant terrain (over 100 yards from the
rover)
Strongly 1 2 3 4 5 Strongly
Disagree Agree

The primary mission of the Marsbee is to learn more about the Martian atmospheric
structure (winds, pressure, etc.)
Strongly 1 2 3 4 5 Strongly

Disagree Agree

. The primary mission of the Marsbee is to learn more about the Martian atmospheric

composition (chemistry)
Strongly 1 2 3 4 5 Strongly

Disagree Agree

The primary mission of the Marsbee is to learn more about the Martian geology (land
surface structure)
Strongly 1 2 3 4 5 Strongly

Disagree Agree

The primary mission of the Marsbee is to learn more about the Martian soil’s
biochemistry (land surface composition)
Strongly 1 2 3 4 5 Strongly

Disagree Agree
The primary mission of the Marsbee is to carry payload for a long distance
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Strongly 1 2 3 4 5 Strongly

Disagree Agree
95. The Marsbee will be useful in monitoring a rover’s path
Strongly 1 2 3 4 5 Strongly
Disagree Agree
96. The Marsbees will recharge at a charging station on Mars
Strongly 1 2 3 4 5 Strongly
Disagree Agree
97. The Marsbee charging station will be equipped on the rover
Strongly 1 2 3 4 5 Strongly
Disagree Agree
98. Marsbees will operate only in daylight
Strongly 1 2 3 4 5 Strongly
Disagree Agree

Others

1. Do you have the information you need at the time you make your decisions concerning
the Marsbee system?

2. What do you value the most with regards to the Marsbee system in terms of
performance metrics?

3. What are your objectives concerning the Marsbee system?

4. Isthere a most important Marsbee subsystem, and if so which one?
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5. Are there aspects of the Marsbee system or design process that can be improved, and if

so which one?

Table 1

Wing

Battery

Chassis

Tail

Motor

Gear
Assembly

6. What do you believe other teammates prefer in regards to each subsystem? (Table 1)

7.

Is there anything else you would like to add? Any comments or suggestions?
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Demographic Questionnaire
1. Gender: Male 1 Female 2 Other 3

N

Age:

3. What is your ethnic heritage?

African American
American Indian/Alaska Native
Asian

Caucasian

Hispanic /Latino

Multi-racial

Native Hawaiian/Pacific Islander
Other (please specify)

4. What is your role on the project?

Determine and validate the wing shape and motion to hover on Mars
Assess the feasibility of the Marsbee architecture in a mission context
Develop path-planning and control algorithms for 3D topographic mapping
5. What subsystem are you working on? (choose all that apply)

Wing

Battery

Chassis

Tail

Motor

Gear assembly

Other (please specify)

6. What is your highest degree?

Doctoral degree
Master’s degree
Bachelor’s degree
Associate degree
High school diploma

7. What university are you affiliated with?

University of Alabama in Huntsville
Tokyo University of Science
George Washington University
Other (please specify)
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