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ABSTRACT

Recently, we presented a parameterization of an arbitrary tracer 3D mesoscale flux that describes both

diabatic and adiabatic regimes without using arbitrary tapering functions. However, we did not parameterize

the mesoscale diffusivity, which is the subject of this work. A key difference between the present and previous

diffusivity parameterizations is that in the latter, the two main ingredients, mesoscale drift velocity and eddy

kinetic energy, were not parameterized but determined using present data, which deprives the models of pre-

dictive power. Since winds, stratification, etc., are predicted to change in the future, use of these parameteri-

zations to study future climate scenarios becomes questionable. In this work, we parameterize drift velocity and

eddy kinetic energy (vertical–horizontal components), which we first assess with data [WOCE, TOPEX/Po-

seidon (T/P), and North Atlantic Tracer Release Experiment (NATRE)] and then use in a coarse-resolution

stand-alone ocean code under Coordinated Ocean-Ice Reference Experiment I (CORE-I) forcing. We present

results for the global ocean temperature and salinity, Atlantic overturning circulation,meridional heat transport,

andDrake Passage transport, whichwe compare with several previous studies. The temperature drift is less than

that of five of seven previous OGCMs, and the salinity drift is among the smallest in those studies. The

predicted winter Antarctic Circumpolar Current mixed layer depths (MLDs) are in good agreement with

the data. Predicting the correct MLD is important in climate studies since models that predict very deep mixed

layers transfer more of the radiative perturbation to the deep ocean, reducing surface warming (and vice versa).

1. Mesoscale parameterizations

Coarse-resolution ocean global circulation models

(OGCMs) cannot resolve mesoscales (10–100km, life-

time on the order of months; e.g., Frenger et al. 2015),

which must be parameterized. The OGCM equation

for an arbitrary mean tracer c (temperature T, salinity

S, concentration) is given by

›
t
c1U � =c1= � F(c)5 sources2 sinks, (1.1)

where U is the 3D mean velocity and F(c) is the 3D

mesoscale-induced tracer flux:

F
i
(c)52k

M
K

ij
›
j
c , (1.2)

where kM is the mesoscale diffusivity and Kij is the

dimensionless 3D diffusivity tensor whose form was

presented in Canuto et al. [2018, hereafter C18, their

relations (7.5) and (7.6)]; it differs from theKij employed

thus far since it includes mesoscale features not ac-

counted heretofore. Specifically, C18 includes twoCorresponding author: V. M. Canuto, vmcanuto@gmail.com

APRIL 2019 CANUTO ET AL . 1055

DOI: 10.1175/JPO-D-18-0123.1

� 2019 American Meteorological Society. For information regarding reuse of this content and general copyright information, consult the AMS Copyright
Policy (www.ametsoc.org/PUBSReuseLicenses).

mailto:vmcanuto@gmail.com
http://www.ametsoc.org/PUBSReuseLicenses
http://www.ametsoc.org/PUBSReuseLicenses
http://www.ametsoc.org/PUBSReuseLicenses


different regimes, the deep adiabatic (A) regime and the

upper-layers’ diabatic (D) regime, that are physically

different and governed by different conservation laws.

C18 also includes a key finding from TOPEX/Poseidon

(T/P) altimetry data (Chelton et al. 2011, hereafter C11),

namely, that mesoscales do not travel with the mean

velocity but with their own translational or drift velocity

that was absent in previous parameterizations. Though

in C18 we described the A–D regimes, it is useful to

enlarge that description, which we do in appendix A.

The C18 parameterization did not provide a model for

kM, which is the goal of this work. The new parameter-

ization is then used in a coarse-resolution OGCM dis-

cussed in section 6 and the results are presented in

section 7.

2. Mesoscale diffusivity kM

The derivation of a mesoscale diffusivity presents

several aspects. A first issue is how to assess the result

with the data. In a recent work, Roach et al. (2018)

presented an instructive discussion of this issue, specif-

ically Argo and near-surface drifter data, and their Fig. 8

is particularly useful in that respect. The second item

concerns C11’s conclusion that ‘‘essentially all of the

observed mesoscale features are non-linear.’’ This im-

plies that a treatment of kM based on linear analysis is

not appropriate, and yet several models for kM (e.g.,

Bates et al. 2014; Roach et al. 2018) employ ingredients

from the linear theory with the following consequences.

Two key ingredients of the diffusivity are the mesoscale

phase velocity and eddy kinetic energy (EKE), neither

of which can be computed with a linear model. Bates

et al. (2014) andRoach et al. (2018) used present data by

Lebedev et al. (2007) and Fu (2009), a procedure that

calls into question the applicability of the results to

future climate scenarios when conditions different

than today may significantly alter wind stress, EKE, and

phase speed. In this work, we employ the nonlinear

mesoscale model developed in Canuto and Dubovikov

(2005, hereafter CD5) and Canuto and Dubovikov

(2006, hereafter CD6) that yields (A.2) for the drift

velocity ud that C11 considered the ‘‘most germane’’ of

all the nonlinear metrics; in Fig. 1 of C18 we assessed

such an expression against T/P data. EKE is computed in

sections 3 and 4 using the same nonlinear model and

which we assess usingWOCE and T/P data. Specifically,

we solve the stationary, local limit of the EKE equation,

which requires the form of the energy source, and since

analysis of altimetry data concluded that ‘‘nearly all of

the world ocean is baroclinically unstable’’ (C11, their

section 3.4), one needs an expression for the vertical

mesoscale buoyancy flux for both adiabatic and diabatic

(A–D) regimes that were given in section 3 of C18. As in

the case of the drift velocity, theD-regime buoyancy flux

was assessed using a mesoscale-resolving numerical

simulation (Luneva et al. 2015). In summary, the CD5

nonlinear mesoscale model used in this work provides

the expressions of the eddy drift velocity and eddy ki-

netic energy K. What remains to be discussed is the

mesoscale diffusivity. The problem has two parts, the

first of which is the use of the mixing length theory

(MLT; Prandtl 1925) represented by the relation (rd is

the Rossby deformation radius):

k
M
5 r

d
K1/2 . (2.1)

a. Does the MLT (2.1) overestimate the diffusivity?

Relation (2.1) is based on the assumption that there is

only one ‘‘mixing length’’ represented by rd. However,

since a turbulent regime is characterized by a wide range

of eddies of different sizes, the assumption of ‘‘one

mixing length only ’’ must be examined. The kinetic

energy spectrum E(k), whose integral over all wave-

numbers k (k} ‘21, ‘ being the size of the eddy) yields

the eddy kinetic energy K, describes all the eddies from

the largest to the smallest one where the kinematic vis-

cosity n leads to dissipation. The width of the spectrum

E(k) depends on n, the larger the n, the narrower is the

width of E(k) and vice versa. Specifically, the ratio of

the largest to the smallest eddy scales like Re3/4 } n23/4,

where Re is the Reynolds number (e.g., McComb

1992). The form of the turbulent viscosity felt by an

eddy of arbitrary size k21 was derived in Canuto and

Dubovikov [1996, their (24)] to have the form

n
t
(k)5

�
n2 1

1

2

ð‘
k

q22E(q) dq

�1/2
2 n , (2.2)

where the sum n1 nt(k)5 nd(k) is often called dynam-

ical viscosity. A good feature of (2.2) is that it describes

both small and large eddies: 1) for small eddies (large k),

the integral is small and the turbulent viscosity is small,

and 2) for large eddies (small k), the integral is large, the

kinematic viscosity is negligible, and the turbulent vis-

cosity is large. If one knows the eddy spectrumE(k), one

can account for the contribution of all the eddies to the

turbulent viscosity. Denoting k0 } r21
d the largest eddy,

the lower limit in the integral (2.2) becomes k0 and the

integration over increasingly large wavenumbers then

accounts for the contribution of all eddies smaller than

rd. Let us rewrite (2.2) in a form that exhibits the MLT

model (2.1). Using kM(k0)5s21
t nt(k0), where st 5 0:72

is the turbulent Prandtl number, neglecting the kine-

matic viscosity, (2.2) gives

1056 JOURNAL OF PHYS ICAL OCEANOGRAPHY VOLUME 49



k
M
5ar

d
K1/2,a2 [

k2
0

2s
t

ð‘
k0

q22E(q) dqð‘
k0

E(q) dq

, (2.3)

where we used the relation k0rd 5s21/2
t that was derived

in CD5 [their (13b)]. If we consider a power spectrum of

the type E(q)5E*q
2m, we have

a5

�
1

2s
t

m2 1

m1 1

�1/2

’ 1

2
, (2.4)

where we used st 5 0.72 and m 5 3 corresponding to

geostrophic turbulence (Charney 1971; Scott and Wang

2005). This shows that the MLT (2.1) with a5 1 over-

estimates the mesoscale diffusivity and the factor 1/2 may

help explain the result ofRoach et al. (2018, their section 5)

that the ‘‘estimates are 1.5–2 times greater than the ob-

served diffusivities.’’ The assumption E(k)5E*k
2m can

be improved on as follows. The procedure requires solving

the equation for E(k) provided by turbulence models,

which depends on the form of the forcing mechanism,

which in the ocean is primarily baroclinic instabil-

ities. Given the ample literature on baroclinic insta-

bilities (e.g., Stone 1966) the form of the growth rates

needed to solve the E(k) equation is known and

the above procedure can be pursued. We can cite two

examples of such an approach, turbulent channel flow

and thermal convection (Canuto et al. 1990; Canuto

and Mazzitelli 1991). In the second case, the form of

E(k) was solved for three values of the kinematic

Prandtl numbers (ratio of kinematic viscosity to ther-

mal conductivity) and it exhibited the expected be-

havior: the larger the kinematic viscosity, the narrower

the spectrum.

b. Mean flow–mesoscales interaction

We employ the CD5 nonlinear mesoscale model to

derive (appendix B) how the effect of the mesoscale–

mean flow interaction changes [(2.3)]:

k
M
5ar

d
K1/2-(u

D
,K), (2.5)

where

-5

�
11

1

K
ju

D
j2
�21/2

, (2.6)

where uD [ u2 ud and u is the mean velocity. A few

comments are necessary. First, because of Galilean

invariance, drift and mean velocities appear as the rel-

ative velocity uD. Second, to the main order inK21juDj2,
relation (2.6) becomes

- ffi
 
11

ju
D
j2

2K

!21

, (2.7)

which is closer to the form used in serval recent papers,

as we discuss below. Third, in the dynamic equations of

the mesoscale velocity, the tendency term yields ›tu/
ivu and the advection term yields u � =u/ (k � u)u. As

discussed in detail in CD5, after themesoscale equations

are transformed into an eigenvalue problem for the

Bernoulli function, the dispersion relation was found to

be v5 k � ud, which yields the form of ud [(A.2)]. Ten-

dency and advection combine to yield the term u2 ud in

(2.6) that tends to ‘‘suppress’’ the diffusivity.

c. Previous forms of the suppression factor

To quantify this factor, Meredith et al. (2012), Bates

et al. (2014), Klocker and Abernathey (2014), Roach

et al. (2018), and Busecke and Abernathy (2019, here-

after BA) employed results from stability analysis

(Ferrari and Nikurashin 2010, hereafter FN). The re-

lation of stability analysis with fully developed turbu-

lence was discussed by Lumley and Yaglom (2001, their

section 2.0.4), who credited Corrsin and Liepmann for

the idea. Corrsin and Liepmann concluded that ‘‘stability

theory had nothing to do with turbulence.’’ The FN result

was translated into the form (Bates et al. 2014)

-(u2 c,K)5

 
11 b

1

ju2 cj2
u2
rms

!21

, (2.8)

where b1 is an adjustable parameter, u is the mean ve-

locity, and c is the eddy phase speed. The eddy kinetic

energy u2
rms/2 was not parameterized but computed using

altimetry data, and the phase velocity c was also not pa-

rameterized but computed using altimetry data (Smith

and Marshall 2009, their footnote 1). Figure 10a of Bates

et al. (2014) compares (2.8) with North Atlantic Tracer

Release Experiment (NATRE) data: above 0.5km, the

best fit is with b1 5 0, which implies no mesoscale–mean

flow interaction while below 0.5km, neither of the sug-

gested values b1 5 1, 4 can reproduce the data. Since two

of the ingredients in (2.8) were taken from present data,

the relation lacks predictive power. Recently, BA wrote

the mesoscale diffusivity in the following form:

k
M
5 cr

d
K1/2-(u

D
,K), -5 [11a(c

w
2U)2]21 , (2.9)

where the coefficient c5 0:5 and U is the zonal mean

flow. If we compare these relations with (2.5)–(2.7), we

reach the following conclusions. In BA the phase speed is

taken to be (Uzt is the depth- and time-averaged zonal flow)

c
w
5Uzt 2br2d , (2.10)
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whereas in the present model it is given by relation

(A.2):

u
d
(x, y)5 hui1sc

R
1nonlinear terms. (2.11)

In (2.10) themean velocityU is vertically averagedwhile

in (2.11) h. . .i is a vertical integration with a weight kM,

h. . .i5

ð
. . . k

M
(z) dzð

k
M
(z) dz

, (2.12)

which ensures the known fact that the diffusivity is

surface enhanced and equally important depends on

stratification. In (2.6) and (2.7) the kinetic energy K has

vertical variation shown in Fig. 1 exhibiting the surface

enhancement, and surface values that are strongly lo-

cation dependent, as shown by the altimetry T/P data

(presented later in Fig. 8). On the other hand, in the

second part of (2.9), K is represented by the quantity a,

which BA assumed to be constant. This means that - is

determined only by the mean velocity. BA’s main con-

clusion that ‘‘changes driven by variations in the large-scale

flow often exceed the effect of the eddy kinetic energy K

as a primary driver of variability of eddy mixing,’’ is

therefore predicated on the assumption that there is no K

dependence in -. Such a dependence, once accounted for

as in the presentmodel [(2.6) and (2.7)], is likely to alter the

above conclusion since K enters in a way that mitigates

the variations in the mean velocity. It would therefore be

interesting to employ relations (2.5)–(2.7) to assess to what

extent they alter the main conclusions by BA.

3. Eddy kinetic energy: Vertical profile

The three-dimensional nature of the mesoscale dif-

fusivity (2.5) is due to the eddy kinetic energy that has a

vertical profile G(x, y, z) and a surface value Ks(x, y):

K(x, y, z)5G(x, y, z)K
s
(x, y), (3.1)

both of which are location dependent. In CD6 [their

Eq. (5b)], the z profile was derived to have the following

form:

G(x, y, z)5 j11 a
0
j22ja

0
1B

1
(z)j2 . (3.2)

Here, B1(z) is the first baroclinic mode solution

of the eigenvalue problem ›zzu1 (N/frd)
2u5 0 , u5

N22›zB1 with the boundary conditions ›zB1 5 0 at

z 5 2Hb, 0 and B1(0) 5 1, where Hb is the depth of the

ocean. Relation (3.2) represents a partition between the

baroclinic component B1(z) and the barotropic com-

ponent a0. Wunsch (1997) concluded that the first

baroclinic mode B1(z) dominates near the surface. The

form of a20 was also derived in CD5 [their (24b), (24c)]

but required an iterative process that is time consuming

in an OGCM; after trials and errors, we concluded that

a20 5 jB1(2Hb)j was a good representation of the CD5

relation, and it is the one we use in this work. Figure 1

shows the z profile (3.2) compared to WOCE (2002)

data in different locations.1 Model (3.2) reproduces the

data satisfactorily.

FIG. 1. Vertical profiles of the eddy kinetic energy equation (3.2)

(solid line) vs WOCE (2002) data (black dots). The form of

the barotropic contribution a0 is the same in all four locations, but the

specific value depends on the depth of the ocean at that location. The

results are from the GISS-ER OGCM that is described in section 6.

The OGCM data are averages over the last 3 years of a 500-yr simu-

lation in this figure and in succeeding ones unless stated otherwise.

1 The WOCE (2002) website does not provide EKE but time

series of velocity profiles. We separated the latter into a mean

(denoted by an overbar) and a fluctuating part (denoted by a

prime): (u, y)5 (u, y)1 (u0, y0), where (u, y) are the (x, y) com-

ponents of the velocity from WOCE and the overbar denotes an

average over 3 months. The EKE was then obtained using

2EKE5 u02 1 y02.
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To put relation (3.2) in the proper context, we recall

that in the absence of a model for the vertical profile of

the eddy kinetic energy, authors suggested heuristic re-

lations with the purpose of endowing the mesoscale

diffusivity with an enhanced surface behavior. The need

to do so had been advocated by several authors, and

Farneti et al. (2015) have recently pointed out that

failure to implement a 3D form of kM resulted in major

drawbacks, particularly in the representation of the

SouthernOcean responses to climate change, heat uptake,

eddy compensation, and carbon sequestration.A common

suggestion was to assume that the mesoscale diffusivity

scales like N2 where N is the Brunt–Väisälä frequency

(Ferreira et al. 2005; Danabasoglu and Marshall 2007;

Hofman and Morales Maqueda 2011; Farneti and Gent

2011; Gent and Danabasoglu 2011; Kuhlbrodt et al. 2012;

Bryan et al. 2014; Gent 2011, 2016; Poulsen et al. 2018).

Since (3.2) exhibits a surface enhancement, heuristic re-

lations are no longer necessary. A final point worth

mentioning is that the heuristic relationswere not assessed

before their use in OGCMs, whereas relation (3.2) is as-

sessed using WOCE data (see Fig. 1). The surface eddy

kinetic energy is discussed next.

4. Eddy surface kinetic energy Ks

Since no parameterization of Ks is available in the

literature (the only data are from numerical simulations

and direct measurements), it was tempting to follow

previous authors who employed T/P altimetry data to

determine Ks. The reason we do not follow this pro-

cedure is because the T/P data represent today’s con-

ditions but not necessarily future ones. For example, in

the period 1980–2010 there was a 20% increase in the

Antarctic Circumpolar Current (ACC) zonal wind stress

that climate models predict will continue (e.g., Bi et al.

2002; Saenko et al. 2005; Boning et al. 2008), which will

affect Ks.

a. Baroclinic instabilities

Since analysis of altimetry data concluded that

‘‘nearly all of the world ocean is baroclinically unstable’’

(C11, their section 3.4; Gill et al. 1974; Robinson and

McWilliams 1974; Stammer 1998; Smith 2007), we

determine Ks(x, y) as the solution of the volume-

integrated, stationary limit of the eddy kinetic energy

equation, which becomes the energy production 5
dissipation balance:

ð2h*

2Hb

F
y
(b) dz|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

Aregime

1

ð0
2h*

F
y
(b) dz

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
Dregime

5

ð0
2Hb

«(z) dz , (4.1)

where the production term is given by the mesoscale

vertical buoyancy flux Fy(b) representing baroclinic in-

stabilities, h* is the depth at which the A–D regimes

match (see section 5),Hb is the ocean depth, and « is the

rate of dissipation of K(x, y, z). The definition and fea-

tures of the A–D regimes are discussed in appendix A

and the A–D vertical buoyancy fluxes are given in C18

(their sections 1a and 1b) by the second relation in their

(2.3), (3.4a), (3.4b), and (3.6). Since both A–D fluxes

depend linearly on kM, we use (2.5), (3.1), and (3.2) to

exhibit the dependence on Ks of the production terms

in (4.1):

ð2h*

2Hb

F
y
(b) dz5K1/2

s K
A
,

ð0
2h*

F
y
(b) dz5K1/2

s K
D
, (4.2)

where

K
A
5ar

d

ð2h*

2Hb

-G1/2(z)N2s � j dz,

K
D
5ar

d

ð0
2h*

-G1/2(z)N2s �Vdz , (4.3)

where the vectors j and V are defined in (A.1), (A.4),

and (A.5). Relations (4.2) show that the production terms

in (4.1) scale like K1/2
s .

b. Dissipation

As done by previous authors (Eden and Greatbatch

2008), we assume that this variable can be described

using the Kolmogorov kinetic energy spectrum E(k)5
Ko«2/3k25/3, where Ko is the Kolmogorov constant 5 ,
Ko , 8 (Danilov and Gurarie 2000). Integrating E(k)

over all wavenumbers from k0, one obtains 2K5
3Ko«2/3k22/3

0 . Using k21
0 5 rds

1/2
t [CD5, their (13b)], where

the turbulent Prandtl number st was introduced before

in (2.3), and (3.1), after simple transformations, the rate

of dissipation is derived to be

h«i
Ko

[

ð0
2Hb

«(z) dz 5a
K
K3/2

s ,

a
K
[ (C

k
r
d
)21

ð0
2Hb

G3/2(z) dz,

C
K
[

�
3

2
Ko

�3/2

s1/2
t , (4.4)

which exhibits a K3/2
s scaling. Placing (4.4), (4.2), and

(4.3) into (4.1), the latter becomes a linear algebraic

equation in Ks whose solution exhibits a global pattern

similar to that of the T/P data (Scharffenberg and

Stammer 2010; see Fig. 8, lower panel), but the values
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were too large in the equatorial region and too small in the

ACC.This is an instructive result that hadnot beenpointed

out in previous studies that employed Kolmogorov’s law

but which is not surprising if one considers that it relies on

the eddy kinetic energy, which is surface enhanced (Fig. 1),

whilemany studies have stressed the importance of bottom

dissipation. We thus tried the formulation of Cessi (2008),

whose relations (13) and (19) yield the following form of

the bottom dissipation «BD:

«
BD

5K
s
L, L[

2

t

ð2h*

2Hb

dzG(z)g(z) , (4.5)

where g(z)5 (2/p)1/2(Hb/db) exp(2j2/2), j[ (z1Hb)d
21
b

with db 5 40m; in Table 1 of Cessi (2008) the time scale

t5 (2:5–5)3 106 s was assumed to be constant. Using

relation (4.5) in (4.1) together with (4.2) and (4.3)

yielded a Ks map that was spotty and even farther from

the T/P data than in the Kolmogorov case. However, since

(4.5) was originally intended for use in a limited ocean re-

gion, it is not surprising that, once extended to the whole

ocean, it exhibits spottiness. Since reasonable changes of db
would not eliminate the spottiness, we focused on the time

scale t and reasoned that while the values in Table 1 of

Cessi (2008) exhibit the correct magnitude, they cannot be

assumed to be valid everywhere, independently of location.

Thus, we introduced the following new feature.We use the

definition of t as the ratio of the average kinetic energy to

the average rate of dissipation:

t5
2hKi
«

5 2C
k

r
d

K1/2
s

ð0
2Hb

G(z) dzð0
2Hb

G3/2(z) dz

. (4.6)

The key new feature in (4.6) is that t is no longer a

constant as it now depends on the location dependent

surface eddy kinetic energy. Using rd 5 10 km, Ks 5
1022 m2 s22, we obtain t; 23 106 s, which is similar to

the values in Cessi (2008). Repeating the previous pro-

cedure, we now obtain

a
K
K

s
5 (11BD)21(K

A
1 K

D
),

BD[

"ð0
2Hb

G(z) dz

#21ð2h*

2Hb

g(z)G(z) dz , (4.7)

where BD stands for bottom dissipation. We therefore

suggest (4.7) instead of (4.5). In section 7 we compare

(4.7) with T/P data.

c. Shear contribution

In the presence of strong currents, for example, the

Kuroshio, Gulf Stream, and ACC, relation (4.1) is

bound to underestimate Ks since it only accounts for

baroclinic instabilities while to account for the shear

contribution, the energy balance equation (4.1) must be

modified as follows:

ð0
2Hb

dzF
V
(b) 1

ð0
2Hb

dzP
s
5

ð0
2Hb

dz«(z), P
s
52u0

iu
0
jSij

,

(4.8)

where Ps is the source of kinetic energy due to the in-

teraction of the mesoscale momentum fluxes (Reynolds

stresses) u0
iu

0
j with the mean shear 2Sij 5ui,j 1 uj,i

(ai,j 5 ›ai/›xj). Regrettably, at present, no parameteri-

zation of the Reynolds stresses is available, and the data

point to a rather complex situation. For example, Fig. 13

of von Storch et al. (2012) shows that the mean flow

feeds mesoscales in the upper 2–3 km while below that,

the opposite occurs. Bryden and Brady (1989) showed

that in the equatorial Pacific, use of a downgradient

model such as u0
iu

0
j 522ntSij implies that nt . 0 above

the equatorial undercurrent and nt , 0 below it. To assess

the role of Ps, we used data from Wilkin and Morrow

(1994, their Plate 5) that show that at 408S the surface

value of Ps is

P
s
’ 1027 m2 s23 . (4.9)

In this case the first relation in (4.7) becomes

a
K
K3/2

s 5 (11BD)21(K
A
1K

D
)K1/2

s 1 h*Ps
, (4.10)

where the second integral on the left-hand side of (4.8)

was approximated by h*Ps. Using (4.9), the results of

(4.10) are shown (see the red and blue dots in

Fig. 10 below).

5. Depth of the D regime

In the A regime, diapycnal fluxes are negligible and

the flow is primarily along isopycnal surfaces. By

contrast, in the upper layers’ D regime, diapycnal

fluxes are large and water parcels no longer move

along isopycnal surfaces. In the literature, the mixed

layer depth (MLD) is often used to define the ex-

tent of the D regime. Gregory (2000, their section 2)

presented reasons for the inadequacy of the MLD to

represent the near-isothermal upper layers: MLD

is a variable in both space and time, there is only

limited geographical similarity between the MLD,

and the penetration of, say, temperature change

and no well-defined isothermal layer is apparent in

the global average temperature profile (see Fig. 1 of

Gregory 2000).
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In the KPP vertical mixing scheme that we employ

in this work (Large et al. 1994), the extent of the

vertical mixing translates into a criterion to estimate

the boundary layer depth (HBL) in terms of the bulk

Richardson number Rib. Essentially, HBL is a mea-

sure of how deep into a turbulent boundary layer an

eddy with a near-surface velocity and buoyancy can

penetrate into the interior stratification before be-

coming stable, in a Richardson number sense, rela-

tive to the local velocity and buoyancy. Numerically,

it is the shallowest depth at which the bulk Rich-

ardson number exceeds a critical value estimated to

be between 0.3 and 1. Since reproducing the form

of both HBL and Rib would require lengthy equa-

tions and the definition of several variables, we refer

the reader to the original article by Large et al. (1994,

371–372) and the summary by Large et al. (1997).

Since the Gent–McWilliams (GM) model entails a

relatively low level of stratification, there was no

need for a strong vertical mixing and many studies

chose the lowest value of 0.3. The present mesoscale

model actually produces a stronger stratification

than GM as shown in C18 (their section 9 and Fig. 11)

and thus we had to adopt a stronger vertical mixing,

that is, a value larger than 0.3. We employed the

upper limit Rib(cr)5 1 which generally improves the

results.

However, even the adoption of HBL in lieu of the

MLD is still insufficient since it does not determine the

FIG. 2. Surface value of the function - [(2.6)] and its zonal average.

FIG. 3. Zonal average of the function - [(2.6)] at all depths.

FIG. 4. Depth profiles averaged between 618 and 568S and be-

tween 1108 and 808W of mean velocity (solid line), eddy drift ve-

locity (dotted line), and square root of eddy kinetic energy

(dashed line).
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depth h*. Our suggestion is that h* should be less than

the depth of the thermocline since at that depth the

stratification is too strong for the D regime to exist. Re-

lation (5.1) below is a heuristic expression for h* as the

depth halfway between HBL and the thermocline:

h*5
1

2
[HBL 1maxN2(z)] . (5.1)

We constructed maps of h*/HBL and h*/MLD, where

MLD is computed using the potential density criterion

D(potential density)5 0:03 kgm23. We obtained the

following results:

Maximum values:h*/HBL5 3:7, h*/MLD5 2:9,

Mean values:h*/HBL5 1:5, h*/MLD5 1:2, (5.2)

which confirm the results of the numerical simulations of

Mensa et al. (2013), Veneziani et al. (2014), Ramachandran

et al. (2014), and Luneva et al. (2015) indicating that

below themixed layer the flow is still diabatic. Buckingham

et al. (2017) also suggested use of the second term in

(5.1), but for the first term, they used the MLD instead

of the HBL.

6. The OGCM

We employed the 3D diffusivity tensor for an arbi-

trary tracer given in section 7 of C18, the mesoscale

diffusivity (2.4), and the nonlocal version of the KPP

vertical mixing scheme (Large et al. 1994) in the GISS

ER model, which is the ocean component of the cou-

pled NASA GISS model E (Russell et al. 1995, 2000;

Liu et al. 2003). An early version of the revised E2-R

code was run in a stand-alonemode (Danabasoglu et al.

2014). It employs a mass coordinate approximately

proportional to pressure with 32 vertical layers with

thickness from’12m near the surface to’200m at the

bottom. The horizontal resolution is 1.258 (longitude)
by 18 (latitude). It is a fully dynamic, non-Boussinesq,

mass-conserving, free-surface ocean model using a

quadratic upstream scheme for the horizontal advec-

tion of tracers and a centered difference scheme in

the vertical. An 1800-s time step is used for tracer

evolution. Sea ice dynamics, thermodynamics, and

ocean–sea ice coupling are represented as in phase 5

of the Coupled Model Intercomparison Project

(CMIP5) model-E configuration (Schmidt et al.

2014), save that here ice is on the ocean model grid.

To force the model we used the Coordinated Ocean-

Ice Reference Experiment I (CORE-I) protocol

(Griffies et al. 2009) with fluxes obtained from bulk

formulas, the inputs to which are the ocean model

surface state and atmospheric conditions derived

from a synthesis of observations that repeat the

seasonal cycle of a ‘‘normal year.’’ The results we

FIG. 5. Vertical profiles of the mesoscale diffusivity from (2.5)–

(2.6) (solid line) vs the data at NATRE (dots; Ferrari and Polzin

2005). The dashed line denotes the model result with the sup-

pression factor - 5 1. The data are from Fig. 10a of Bates et al.

(2014).

FIG. 6. Comparison of the 2D diffusivity kM 5 0:13‘2jf jRi21/2

(Visbeck et al. 1997) (blue curves) with the present 3D model

(2.5)–(2.6) (red curves).
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present in the next section correspond to the output

of the final 3 years of a 300-yr run.

7. Results

Figures 2 and 3 exhibit surface values and the zonal

average of the suppression factor - given by (2.6).

Since no measurements or numerical simulations of

this variable are available, the reason to exhibit its

properties is to compare (2.6) with (2.7) of Bates et al.

(2014). The key difference is that all the variables in

(2.6) are predicted by the model while those in (2.7) are

taken from observations with the results presented in

their Figs. 5 and 8. In Fig. 2 near the equator, - shows

the smallest values that become larger in the regions of

the tropics of Cancer and Capricorn, followed by

weaker minima in the temperate regions 408–508 from
the equator, before increasing again at high latitudes.

The present model exhibits less small-scale variability

than Fig. 5 of Bates et al. (2014), which may be due to

the fact that in (2.7) the velocity jcj was determined in

the ACC and then employed globally while in the

present case the drift velocity from (A.2) depends on

location. In Fig. 3 we show the latitude–depth plot of

the zonally averaged - from (2.6). Suppression is

strong at low latitudes whose limits progressively widen

with depth, from about 108 north and south of the

equator at the surface to almost 308 at the greatest

depths. Compared with Fig. 8 of Bates et al. (2014), the

present results are smoother, and the reason may be

similar to the one suggested for Fig. 2. The present

model does not show the sharp decrease of suppression

FIG. 7. Global maps of the diffusivity from (2.5)–(2.6) averaged over the 498th–500th years of

the simulation: (top) 6-m depth and (bottom) 2003-m depth.
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near the equator that is prominent in Bates et al.

(2014).

In Fig. 4 we show the depth profiles averaged between

618 and 568S and between 1108 and 808W of the mean

velocity (solid line), eddy drift velocity (dotted line), and

square root of eddy kinetic energy (dashed line). If one

compares these results with those in the lower panel of

Fig. 10b of Tulloch et al. (2014), one notices several

differences: the present eddy kinetic energy is steeper in

the upper 200m, in Tulloch et al. (2014) the drift ve-

locities ud were computed using altimetry data while in

the present work they are is given by (A.2), and the

steering level in Tulloch et al. (2014) is at 1.6 kmwhile in

the present case it is at 2 km. Finally, in Tulloch et al.

(2014), K was also computed using data while in the

present case it is parameterized and later assessed as

shown in Fig. 1 (as well as later in Fig. 8). One expected

result in Fig. 4 is that the eddy kinetic energy is larger

than that of the mean flow.

In Fig. 5 we show the vertical profile of the meso-

scale diffusivity in (2.5)–(2.6) versus the NATRE data

(Ferrari and Polzin 2005; Bates et al. 2014). The role of

the suppression factor -, 1 is visible. The present

model from (2.5) and (2.6) seems able to reproduce the

data satisfactorily. The diffusivity model of Bates et al.

(2014) is compared with the same data in their Fig. 10a.

In Fig. 6 we show the 2D diffusivity kM 5
0:13‘2jf jRi21/2 (blue lines; Visbeck et al. 1997) and the

3D form [(2.5) and (2.6)]: in all four locations, the

present model yields significantly larger diffusivities in

the upper 1km, and the 2D model has no vertical vari-

ation which may be relevant for the following reason.

FIG. 8. (top) Map of the present model surface eddy kinetic energyKs [(4.7)]. (bottom) Surface

eddy kinetic energy from the T/P data (Scharffenberg and Stammer 2010).
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In a recent analysis, Kuhlbrodt and Gregory (2012, their

Fig. 2a) showed that many of the 20 OGCMs exhibit

weak stratification which they suggest may entail a large

heat absorption in the deep ocean (see Cheng et al.

2017). A larger stratification would likely avoid this

problem. The time evolution of N2 is proportional2 to

the negative second z derivative of the vertical buoyancy

flux which is proportional to the mesoscale diffusivity.

Figure 6 shows that the 2D diffusivity used in many

OGCMs has no z dependence and does not contribute to

stratification. On the other hand, Fig. 9b of Luneva et al.

(2015) shows that the present vertical buoyancy fluxwith

3D mesoscale diffusivity has a negative second z de-

rivative and enhances stratification, hopefully amelio-

rating the heat uptake problem discussed above.

Figure 7 shows global maps of the 3D mesoscale dif-

fusivity from (2.5)–(2.6) averaged over the 298th–300th

years of the simulation: 6-m depth (top panel) and 2-km

FIG. 9. (top) Map of the present model ACC surface eddy ki-

netic energy [(4.7)]. (bottom) The T/P data (Scharffenberg and

Stammer 2010).

FIG. 10. Zonal average of the present model surface eddy kinetic

energy [(4.7)] (solid line) vs T/P data (dashed line). The red and

blue dots include the contributions of shear as described in (4.10).

The dotted line represents the zonal average of the surface eddy

kinetic energy from the numerical simulations of Farneti et al.

(2010) using the CM2.4 version of the GFDL code.

FIG. 11.Map of theACC surface diffusivity from (2.5)–(2.6). The

results compare well with Fig. 3f of Sallée et al. (2008) and Fig. 3 of

Le Sommer et al. (2011).

2 Consider the mean buoyancy equation, Dtb1 ›zFy(b)1

=H � FH(b)5 sources1 sinks, where Fy(b) andFH(b) are the ver-

tical and horizontal buoyancy fluxes, respectively. Taking the z

derivative of the equation and using N2 5 ›zb, one obtains the

desired result.
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depth (bottom panel). The decrease with depth is an

indication of the surface enhanced eddy kinetic energy

shown in Fig. 1. The results can be compared with those

of Fig. 8b of Klocker and Abernathey (2014).

The upper panel of Fig. 8 shows a map ofKs(x, y) from

(4.7) and the lower panel shows theT/P data (Scharffenberg

and Stammer 2010). Considering that (4.7) is an analytic

expression, the fact that it is capable of capturing the

main features of Ks(x, y) is a confirmation that baro-

clinic instabilities are a major contributor to the surface

eddy kinetic energy.

The upper panel of Fig. 9 shows a map of the ACC

surface eddy kinetic energy from (4.7), and the lower

panel shows the corresponding T/P data (Scharffenberg

and Stammer 2010).

Figure 10 shows the zonal average of (4.7), the T/P

data, and the results of a high-resolution numerical

simulation by Farneti et al. (2010; CM2.4 version of the

GFDL code, 1/48 resolution, 27.75 km at the equator,

13.8 km at 608N, and 9km at 708N/S). These results are

the only case in which we can compare model results

with both T/P data and numerical simulations. On av-

erage, the simulation results are smaller than those of

the present model that are close to the data. There is an

instructive message: at 6408 and 6608 relation (4.7)

underpredicts the surface eddy kinetic energy with re-

spect to the T/P data. Though treated heuristically, the

shear contribution in (4.10) represented by the blue and

red dots brings the model results into better agreement

with the T/P data.

Figure 11 shows the ACC surface diffusivity from

(2.5)–(2.6), which compares well with the numerical

simulations shown in Fig. 3f of Sallée et al. (2008) and in

Fig. 3 of Le Sommer et al. (2011).

Figure 12 shows the time series of the globally and

annually averaged temperature and salinity. Of the

seven OGCMs results shown in Fig. 3 of Griffies et al.

(2009), two exhibit a clear cooling tendency and one

reaches stationarity only after 500 years while the other

exhibits no tendency toward stationarity; the other five

cases exhibit warming in time and reach stationarity

after approximately 250 years. The result of the present

model (black dash–dotted curve) exhibits a warming

with a magnitude in the middle of the range of the other

warming models. Of the seven OGCMs shown in Fig. 4

of Griffies et al. (2009), two have large fresh drifts, one

has a moderate salty drift, and the rest have small

drifts. The present model salinity drift is among the

smallest.

In Fig. 13 we show the Atlantic meridional stream-

function (1 Sv 5 106m3 s21) computed with the diffu-

sivity from (2.5)–(2.6). The observational estimates are

166 2Sv (488N; Ganachaud 2003; Lumpkin et al. 2008),

FIG. 12. Time series of globally and annually averaged ocean

(top) potential temperature and (bottom) salinity with (2.5)–(2.6)

(dash–dotted thick black curves) compared with the results of

seven OGCMs shown in Figs. 3–4 of Griffies et al. (2009).

FIG. 13. Atlantic overturning circulation with (2.5)–(2.6). Results

of seven OGCMs are shown in Fig. 23 of Griffies et al. (2009).
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15 6 2 Sv (428N; Ganachaud and Wunsch 2000), and

13 6 2 Sv (428N; Lumpkin and Speer 2003). Since this

is a key oceanic feature, it is important to assess howwell

it is reproduced by different parameterizations. Of

the seven OGCMs shown in Fig. 23 of Griffies et al.

(2009), only three, the NCAR-POP, GFDL-MOM,

and MPI OGCMs, yield results comparable to the

data. The present model yields about 20 Sv within the

observed values.

In Fig. 14 we show the meridional heat transport

(PW 5 1015W) in the global ocean averaged over the

298th–300th years of the simulation with (2.4) together

with results of seven OGCMs from Fig. 22 of Griffies

et al. (2009). Among the latter results there are dis-

cernable outliers while the present model result is well

within the group of OGCMs that yield values of the

order of 1 PW.

In Fig. 15 we present the vertically integrated mass

transport through the Drake Passage with the diffusivity

from (2.5)–(2.6) (dash–dotted thick black curve) com-

pared with the results of seven OGCMs presented in

Fig. 18 of Griffies et al. (2009) together with the obser-

vational data of 137 6 7.8 Sv (Cunningham et al. 2003).

The spread of the results is rather large, and only two

OGCMs seem capable of reproducing the observed data.

The present model with the diffusivity from (2.5)–(2.6)

reaches stationarity in less than 100 years.

Figure 16 (top panels) shows the 3-yr average meso-

scale vertical buoyancy flux from C18 [their (2.3), (3.4a),

and (3.6)] (blue lines), while the vertical buoyancy fluxes

due to small-scale turbulence from the KPP scheme are

in red. The positive mesoscale vertical buoyancy flux

corresponds to upward heat transport, and the corre-

sponding positive portion of the red curves is due to the

nonlocality in the KPP buoyancy flux. The lower panels

show the globally averaged temperature difference from

the surface value, corresponding to the 3D versus the 2D

mesoscale diffusivity kM 5 0:13‘2jf jRi21/2 (Visbeck et al.

1997) that has no vertical structure. In the 3D case the

results are close to the World Ocean Atlas 2005 data

(Locarnini et al. 2006).

Figure 17 shows the temperature drift, a variable rel-

evant to climate studies. Griffies et al. (2009) presented

the temperature drifts corresponding to 14 OGCMs

FIG. 14.Meridional heat transport in the global ocean averaged over the 491st–500th years of the simulation with (2.5)–(2.6) (dash–dotted

thick black curve in each figure) compared with the results of seven OGCMs presented in Fig. 22 of Griffies et al. (2009).

FIG. 15. Vertically integrated mass transport through the Drake

Passage with (2.5)–(2.6) (dash–dotted thick black curve) compared

with the results of sevenOGCMspresented in Fig. 18 ofGriffies et al.

(2009) with the observational data of 137 6 7.8 Sv (Cunningham

et al. 2003).
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(their Figs. 5 and 6) and concluded that ‘‘it is not trivial

to uncover a mechanistic understanding of the drift

patterns exhibited by the various models.’’ In the

present case, with the exception of the uppermost

layers, in the bulk of the ocean the size of the drift is

quite small, less than 18C.
Figure 18 shows that summer and winter ACC mixed

layer depths MLD from the present model reproduce

satisfactorily the data of Dong et al. (2008). It must be

recalled that obtaining the correct MLD has not been

easy, that is, of the seven OGCMs results in Fig. 15 of

Griffies et al. (2009), only two reproduce the data. Boé
et al. (2009) have emphasized the relation of MLD with

the ocean heat uptake since models predicting deep

mixed layers are transferring more of the radiative

perturbation to the deep ocean, reducing surface

warming. We recall that the MLD is the result of two

competing processes, small scale turbulence that des-

tratifies the flow yielding deep MLD and mesoscales

that do the opposite, restratify the flow leading to a

shallow MLD. We employed the KPP mixing scheme

used by previous authors and changed the mesoscale

model. Since the KKP mixing scheme contains the

critical bulk Richardson number Rib(cr), which can vary

between 0.3 and 1, a mesoscale parameterization such as

GM that induces lower stratification than the present

model, may achieve satisfactory MLDs with a lower

Rib(cr) while the present model that induces stronger

stratification requires a larger Rib(cr). Specifically, with

the GM model a value of Rib(cr)5 0:3 yields MLD

similar to the ones we have obtained with Rib(cr)5 1.

8. Conclusions and future work

The primary goal of this work was to parameterize the

3Dmesoscale diffusivity kM. While this was also the goal

of Bates et al. (2014), Klocker and Abernathey (2014),

and BA, there is an important difference with the

present model. In those studies, the ingredients of kM,

which are the mesoscale drift velocity and the kinetic

energy, were not parameterized but determined using

altimetry data, a procedure that deprives the models

of the predictive power needed to study future cli-

mate unless one assumes that winds, stratification,

etc., do not change in time, which is unlikely. In

the present case, both ingredients are parameterized

in terms of resolved variables and then assessed

against available data, thus making the model pre-

dictive. The most difficult variable to parameterize

was the surface Ks(x, y), whose determination re-

quires the vertical buoyancy flux that was presented

in C18 and the Reynolds stresses for which we have

FIG. 16. (top) Annually averaged mesoscale vertical buoyancy

flux from C18 [their (2.3), (3.4a), and (3.6)] (blue). The vertical

buoyancy fluxes from small-scale turbulence from the KPP scheme

are in red. The positive portion of the red curves is due to the

presence of nonlocality in the buoyancy flux. (bottom) Globally

averaged temperature difference from the surface value. The blue

line corresponds to the 2D model results with the mesoscale dif-

fusivity kM 5 0:13‘2jf jRi21/2 (Visbeck et al. 1997). The red line

represents the present 3D case, and the black line represents the

WOA05 data (Locarnini et al. 2006).

FIG. 17. Zonally averaged temperature minus observations (8C)
with (2.5)–(2.6).
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no parameterization. In the future, we plan to address

the following issues.

a. Mesoscale Reynolds stresses

The mesoscale Reynolds stresses enter the shear

production term in (4.8) and represent the mesoscale–

mean flow interaction, which can be negative, repre-

senting eddies feeding the mean flow (e.g., in the Gulf

Stream) and positive, representing the mean flow

feeding eddies.

b. Eddy compensation

The eddy compensation process represents the re-

sponse of the eddy field to an increase in the wind stress.

It is relevant to climate studies (Bishop et al. 2016), since

in its absence, deep ocean natural carbon can be brought

to the surface hindering the absorption of atmospheric

CO2. Eddy-resolving OGCMs have shown that meso-

scales provide a partial compensating mechanism but

coarse-resolution OGCMs have been less successful in

reproducing it (Gent and Danabasoglu 2011; Farneti

et al. 2015; Gent 2016; Poulsen et al. 2018). The hope is

that the new 3D diffusivity will improve the skill of

coarse-resolution OGCMs in reproducing the compen-

sation process,

c. Ocean heat uptake

Gregory (2000) has pointed out that heat downward

advection–upward diffusion, which is the reverse of a

widely used model, may be a more appropriate model of

FIG. 18. ACC (top) summer and (bottom)wintermixed layer depths (m). The results reproduce

satisfactorily the data by Dong et al. (2008).
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oceanic heat transfer leading to the conclusion that the

correct description of oceanic vertical heat transport

processes is of ‘‘comparable importance’’ to the ‘‘climate

sensitivity’’ in predicting climate change. Kuhlbrodt and

Gregory (2012) showed that many ocean codes are too

diffusive with a large capacity for downward heat

transport [for a recent discussion of the 0–700-m and

700–2000-m heat content, see Cheng et al. (2017, e.g.,

their Fig. 6)]. The results shown in Fig. 16 indicate that a

3D mesoscale diffusivity entails a more stratified deep

ocean thus hopefully avoiding excessive heat uptake.

Prediction of the correct MLD is important to climate

studies since models predicting deep mixed layers are

transferring more of the radiative perturbation to the

deep ocean, reducing surface warming (and vice versa).
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APPENDIX A

Adiabatic–Diabatic Regimes

a. A regime

In the A regime, water parcels move predominantly

along surfaces of constant density (isopycnals) with

negligible across-isopycnal excursions, that is, negligible

diapycnal fluxes. The regime is commonly parameterized

using the GM model (Gent and McWilliams 1990). The

C18 parameterization accounts for features not present

in theGMmodel that were highlighted by themesoscale

census of C11. These authors concluded that the west-

ward propagating sea surface heights are dominated by

‘‘blobby structures’’ that are ‘‘coherent structures’’ that

move with a translational or drift velocity ud that does

not coincide with themean velocity u. C11 considered ud

the ‘‘most germane’’ of all the nonlinear metrics since

‘‘trapping of a fluid is the fundamental distinction be-

tween linear waves and non-linear eddies.’’ By contrast,

linear Rossby waves that initially are spatially compact

lose their coherent structure because of dispersion,

while mesoscale eddies conserve their identity for long

distances and long periods of time making them rele-

vant to climate. The form of ud given in (A.2) below

was compared with altimetry data in Fig. 1 of C18.

The presence of ud alters the GM form of the eddy-

induced velocity u1 that we write in the form:

u1 5 u1
GM 2

k
M

fr2d
e
z
3 c

R
2

k
M

sfr2d
e
z
3 (u2 u

d
)52

›k
M
j

›z
.

(A.1)

Here, u1
GM 52›(kMs)/›z, s52N22=Hb is the slope of

the isopycnals, b 5 2gr/r0 is the buoyancy, s[
st(11st)

21, st is the turbulent Prandtl number ofO(1),

ez 5 (0, 0, 1), cR 5 r2dez 3b is the Rossby phase velocity,

b5=f , f is the Coriolis parameter, and rd is the first

Rossby deformation radius. The last form in (A.1) is a

compact representation in which the vector j plays the

role of a ‘‘dynamical slope’’ since it depends explicitly

on the relative velocity u2 ud, which requires a few

comments. Killworth (1997) solved the linear mesoscale

equations andobtained the first and second terms in (A.1);

since he employed a linear model, the amplitude of the

GM term could not be determined, only its structure. The

novelty was the appearance of the second term repre-

senting the Rossby phase velocity cR and playing the role

of a drift velocity. However, since C11 showed that the

drift velocity is the ‘‘most germane of all the non-linear

metrics,’’ it cannot be represented by the linear cR.

Klocker andMarshall (2014) further showed that cR does

not reproduce the T/P data and suggested the addition

of a vertically integrated 2D mean velocity u. The non-

linear model developed in CD5 yields (A.1) that includes

cR, the mean velocity u, and the drift velocity ud. Because

of Galilei translational invariance, u and ud appear as the

relative velocity u2 ud, which vanishes at the steering

levelwhere one recovers the GM–Killworthmodel. Since

(A.2) shows that the first term in ud is the Rossby phase

velocity, in the final expression for u1, the linear term cR
cancels out and the main new term in (A.1) is u2 hui,
which reproduces the heuristic relation suggested by

Klocker andMarshall (2014). The difference is that in the

latter the average h. . .i was a straight vertical average

while in the nonlinear model, the average has a weight

given by the mesoscale diffusivity [see (2.6) of C18]. As

for the implications of this new term, in CD5 and in C18

(their sections 2f and 2g), it was shown that the first GM

term in (A.1) yields a positive contribution to the energy

transfer from large scales to mesoscales. Indeed, the

GM term was suggested with the specific intent of

representing a sink of mean potential energy. The u2 ud

term yields instead a negative contribution to the energy

exchange from large scales tomesoscales; this reduces the

efficiency of the energy drawn bymesoscales, as shown in

relation (2.15) of C18. This lower energy drawdown then

means that the slope of the isopycnals is not as flat as

in the GM case, as shown in Fig. 4a of C18. This feature
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may become relevant when studying the implications of

the observed and predicted increase in the wind stress

that tends to steepen the isopycnal slopes (Gent 2016).

b. Drift velocity ud

The drift velocity derived in C18 [their (2.5)] has the

following form:

u
d
(x, y)5sc

R
1 hui2sfr2dez 3

��
›s

›z

�
2

s*
H*

�
. (A.2)

Here, the average h. . .i defined in (2.6) of C18 is not a

straight vertical average since it is weighted with kM,

which is surface enhanced. The last term in (A.2) rep-

resents the contribution of the diabatic D regime, which

was not accounted for in (5a) and (5b) of CD5 that was

valid in an A regime only. The variable s* represents the

slope of the isopycnals at the A–D interface denoted by

h* determined in section 5; the variable H* defined in

(2.6) of C18 coincides with the ocean depthHb only in a

linear model but not in a nonlinear case because of the

presence of the mesoscale diffusivity in the vertical

average. Using rd 5 10 km, jbj5 10211(m21 s21), the first

(linear) term in (A.2) is on the order of 0.1 cms21; the

second term is the largest of the three andO(1–2) cms21,

which is an order of magnitude larger than the first

linear term. With f 5 1024 s21, rd 5 10km, s5 1023,

›z 5 1023 m21, the third term isO(1) cms21 s ,which for

st 5 0:72 makes it somewhat smaller than the second

term; the whole last term is negative and tends to lower

the drift velocity. Figure 1 of C18 shows the comparison

of (A.2) with T/P altimetry data.

c. D regime

As discussed in C18, the parameterization of the D

regime was not easy as attested by the several heuristic

expressions that were proposed in the period 1999–2010.

Since no model turned out to be superior to the others,

many OGCMs adopted the simpler approach of pro-

longing the A-regime parameterization into the D re-

gime using heuristic tapering functions. The latter is a

numerical expedient rather than a physical model since

in the D-regime water parcels no longer move along

isopycnal surfaces as they do in the A regime and the

diapycnal fluxes are large; furthermore, such an ap-

proach lacks predictive power and is therefore unsuit-

able to study future climate scenarios. In 2011, two of the

authors (Canuto and Dubovikov 2011) used invariance

principles and physical arguments to derive a D-regime

parameterization that was assessed with a mesoscale

resolving numerical simulation (Luneva et al. 2015).

Two major projects, CMIP5 (Downes and Hogg 2013)

and the CORE-I and -II simulations (Griffies et al. 2009;

Farneti et al. 2015), employed a variety of mesoscale

parameterizations but none of them included the drift

velocity ud.

d. D-regime buoyancy flux

For convenience of notation, we write the formula as

follows:

F
y
(b)52k̂ � =

H
b, k̂5 k

M
V , (A.3)

where the expression ofV(z) derived in C18 [their (3.2)

and (3.4b)] has the form

V(z)5 [v(z)3 e
z
2F(z)v*3 e

z
]1F(z)

N(z)2

N2

*
s(z) ,

(A.4)

where an asterisk means a variable at z52h*. Fur-

thermore, the function F(z) must satisfy the boundary

conditions F(0)5 0, F(2h*)5 1 and has the form

F(z)5
z2

h2

*

N2

N2

*
. (A.5)

APPENDIX B

Derivation of (2.6)

We begin with the equation for the mesoscale buoy-

ancy in z coordinates (without source/sink):

›
t
b0 1U � =b0 1U0 � =b5Q, Q5U

0 � =b0 2U0 � =b0 ,

(B.1)

whereU(u, w) is the 3D mean velocity field, = is the 3D

gradient operator, and Q is the nonlinear term. In the

vicinity of the surface we can neglect the vertical ve-

locity component. Under this condition, we Fourier

transform (B.1), which implies that the length and time

scales of mean fields are much larger than of mesoscale

eddies. In other words, in a Fourier transform, the flow is

considered quasi stationary and quasi homogeneous,

that is, themean fields are assumed to be constant. Then,

in Fourier space, we have [CD5, their (15a)]

=
H
b0 5 ikb0, ›

t
b0 52ivb0, v5k � u

d
, (B.2)

where =H is the horizontal component of =. As for the

nonlinear term Q, the model presented in CD5 yields

the following result in the vicinity of themaximumof the

energy spectrum jkj5 rd
21:

Q52xb0, x5 r21
d K1/2 . (B.3)
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Substituting (B.2) and (B.3) into (B.1), one obtains

b0(k)52(ik � u
D
1x)21u0(k) � =

H
b, u

D
5 u2 u

d
.

(B.4)

To find the horizontal buoyancy flux, we multiply (B.4)

by u0*(k0) and average the result over the ensemble of

mesoscale fields realizations. From the homogeneous

nature of mesoscale turbulence, it follows the definition

for the horizontal buoyancy flux in wave-vector space

FH(k)5u0b0(k):

F
H
[ u0b0 5

ð
d2ku0b0(k), u0b0(k)d(k2 k0)

5Reu0*(k)b0(k0) . (B.5)

Assuming that the mesoscale energy spectrum is con-

centrated in the vicinity of its maximum at jkj5 rd
21 and

that the mesoscale velocity field is isotropic, that is,

u0
au

0
b 5Kdab, after ensemble averaging using the second

relation in (B.3), one obtains

F
H
52k

M
=

H
b, k

M
5 r

d
K1/2-,

-5

ð
dn[11K21(n � u

D
)2]21 . (B.6)

After integration in (B.6), one obtains

-5

�
11

1

K
ju

D
j2
�21/2

, (B.7)

which, to the main order in K21juDj2, becomes relation

(2.6):

-5

�
11

1

2K
ju

D
j2
�21

. (B.8)
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