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ABSTRACT

The accurate prediction of turbulent mixing in high-pressure turbines that incorporate various airfoil surface-cooling strategies is becoming increasingly critical to the design of modern gas turbine engines where the quest for improved efficiency is driving compressor overall pressure ratios and turbine inlet temperatures to much higher levels than ever before. In the present paper, a recently developed computational capability for accurate and efficient scale–resolving simulations of turbomachinery is extended to study the turbulent mixing mechanism of a simplified abstraction of an airfoil trailing-edge cooling slot—a plane wall jet with finite lip thickness discharging into an ambient flow. The computational capability is based on an entropy–stable, discontinuous–Galerkin approach that extends to arbitrarily high orders of spatial and temporal accuracy. The numerical results show that the present simulations capture the trends observed in the experiments. Discrepancies between the simulations and experiments are believed to be due to differences in the inflow profiles and tunnel side-wall effects. The thick lip configuration leads to a thicker wake and higher unsteadiness in the wall jet compared to the thin lip. A detailed comparison of the turbulent flowfields is presented to highlight differences arising due to lip thickness variations.

NOMENCLATURE

$C_p$ Specific heat capacity
$D$ Dissipation

DoF Degrees of freedom
$E$ Specific energy
$H$ Specific enthalpy
$M$ Mass flux variation term
$Ma$ Mach number
$MC$ Mean convection term
$P$ Production term
$Pr$ Prandtl number
$Ps$ Pressure–strain term
$Pt$ Pressure transport term
$Re$ Reynolds number
$Re_{\tau}$ Friction Reynolds number
$Re_\theta$ Momentum thickness Reynolds number
$S$ Source terms
$T$ Temperature
$T_t$ Turbulent transport
$U$ Favre averaged streamwise velocity
$U_{\infty}$ Freestream velocity
$U_c$ Bulk velocity at slot exit
$V_t$ Viscous transport
$c_f$ Skin friction coefficient
$c_p$ Static pressure coefficient
$p$ Pressure
$pt$ Total pressure
$t$ Time
$u$ Streamwise component of fluctuation velocity
$v$ Wall–normal component of fluctuation velocity
$w$ Spanwise component of fluctuation velocity
Galerkin (DG) discretization schemes are being used to perform LES results as a training dataset for wall–jet flow configurations. Potential of machine learning techniques to tune RANS models using slot cooling [13–16]. Sandberg et al. [17] have shown the potential techniques have been successfully employed to study trailing–edge references cited therein), while LES and hybrid LES/RANS techniques have been applied to study trailing–edge cooling slot – a plane wall jet with finite lip thickness discharging into an ambient flow. Experiments performed by Kacker and Whitelaw [5], and others, who studied a two–dimensional wall jet by varying the lip thickness and blowing ratio. One of the challenges in accurately predicting the mixing process in such flows is the proper enforcement of inflow boundary conditions for the computational domain. Previous studies by Ivanova & Laskowski [15], and Naqavi et al. [16] imposed the experimentally–observed mean profiles with or without any turbulent perturbations. Other approaches, such as incorporating mean profiles from Reynolds–averaged Navier–Stokes simulations with some disturbances, or establishing conditions based on precursor scale–resolving simulations of the upstream flow, etc., have also been used in the literature. In the current work, we have assumed fully developed turbulent flow profiles that match the experimental Reynolds number and boundary–layer thickness, and have prescribed inflow conditions based on fully-developed turbulent channel flow for the wall jet and a fully-developed turbulent boundary layer for the ambient flow.

The paper is organized as follows. The numerical method is described briefly, followed by details of the flow configurations and assumptions. The turbulent inflow generation techniques are then described. Numerical results from the present simulations are presented and compared with experimental data and prior simulations, and the instantaneous behavior of the wall–jet flow is analyzed. Various aspects of the turbulent mixing mechanism are also examined by studying the Reynolds stresses and Reynolds stress budget as a function of the lip thickness and blowing ratio.

**NUMERICAL METHOD**

A space–time DG spectral–element method is used to solve the compressible Navier–Stokes equations. Diosady & Murman [29] have shown that the entropy–variable formulation offers better numerical stability since it discretely satisfy the second law of thermodynamics (under exact integration). Piecewise polynomials of arbitrary order (up to 16th order accuracy) in both spatial...
and temporal dimensions are used to take advantage of tensor-product bases. The inviscid and viscous fluxes are computed using the entropy-stable approach of Ismail and Roe [30] and an interior penalty method where the penalty parameter is consistent with the second method of Bassi and Rebay [31], respectively. Twice as many quadrature points as solution points in the temporal and spatial directions are used to minimize quadrature rules. A preconditioned Jacobian-free approximate Newton-Krylov solver is used to solve the nonlinear system [32]. Further details regarding the space–time DG method can be found elsewhere (see [33], and the references cited therein). Note also that no subgrid-scale or wall models are used in the present simulations.

In order to minimize spurious reflections from the farfield and outflow computational boundaries we have implemented the perfectly matched layer (PML) technique [34] in the numerical method. We have demonstrated in prior work [26, 35] that the PML technique for boundary specification leads to superior results for a variety of flow configurations including low-pressure and high-pressure turbine cascades.

**PROBLEM SETUP**

The flow configuration is based on the experiments performed by Kacker & Whitelaw [5] who studied the flow characteristics for a two-dimensional wall jet for different lip thicknesses and blowing ratios. In the present study, we consider a blowing ratio of 0.75 for two lip thickness values – one representing a “thick” lip (1.14yc, referred to as Cases Ac and A) and another representing a “thin” lip (0.126yc, referred to as Case B). The jet Reynolds number is chosen as Uc/ν = 6.65 × 10³, as reported in Ref. [1]. The boundary layer thickness for the external flow is obtained from the experimental observation at the slot exit. Note that the Case B configuration has also been studied by Naqavi et al. [16].

In the experiments [1], a two-dimensional, low-turbulence intensity wind tunnel with secondary air blown parallel to the base-plate of the tunnel was used. In our simulations, we have avoided the geometrical complexities upstream of the slot exit and have also chosen to ignore tunnel side-wall effects. Since the upstream flow profiles were not documented in the experiments, we have assumed a fully-developed turbulent zero-pressure-gradient boundary layer for the external flow, and fully-developed turbulent channel flow for the jet.

Figure 1 represents the computational domain used in the simulations. We have utilized the multi-physics capability of the DG solver [33] to set up the problem. The computational domain consists of a turbulent boundary-layer inflow generation region, a turbulent channel inflow generation region, and PML regions at the outflow and farfield boundaries of the main computational region. The inflow generating regions are one-way coupled, while the PML regions are fully coupled with the main computational region through the boundaries. The origin of the coordinate system is established at the base plate in line with the lip of the wall jet, as shown in Fig. 1a. Adiabatic viscous wall boundary conditions are used at the base plate and the lip. The spanwise extent of the computational domain is 6yc, similar to the values used by Naqavi et al. [16], and periodic boundary conditions are enforced in the spanwise direction. The spanwise extent is discretized using 10 elements. In the main computational domain, a refined mesh with smaller and higher-order solution elements is used in the regions x < 20yc and y < 5yc, compared to the rest of the domain (Fig. 1b). Uniform 8th order elements in the spatial directions are used for Cases Ac and B, while hybrid 16th order elements in x < 20yc and y < 5yc, and 8th order elements in the rest of the region are used for Case A. Table 1 summarizes the number of elements in the streamwise and wall-normal directions, and the resulting number of degrees of freedom for the different flow configurations.

**FIGURE 1:** Schematic of the (a) computational domain, and (b) the representative elements used in the main computational domain. Black and red colors represent 16th and 8th order solution regions used in the Case A simulations, respectively.

**INFLOW GENERATION**

As mentioned earlier, we have assumed a fully developed, turbulent, zero-pressure-gradient boundary layer for the external flow, and a turbulent channel profile for the jet. These fully developed turbulent profiles are generated in a streamwise and span-
Turbulent Boundary Layer Profiles

To generate a turbulent zero–pressure–gradient boundary layer profile in a streamwise and spanwise periodic box, appropriate source terms are added in the mass, momentum and energy equations. The compressible Navier–Stokes equations with the appropriate source terms are added in the mass, momentum and energy layer profile in a streamwise and spanwise periodic box, as shown in Table 2 and 3.

Table 2 summarizes the streamwise and spanwise resolutions used to generate the turbulent boundary layer profiles for the different flow configurations. The compressible Navier–Stokes equations with the appropriate source terms are added in the mass, momentum and energy layer profile in a streamwise and spanwise periodic box, as shown in Table 2 and 3.

The wall–normal and spanwise mesh resolutions in the boundary layer and channel regions match the resolutions in the main computational region immediately downstream shown in Fig. 1a. In order to keep the computations from becoming prohibitively expensive, coarser mesh resolutions than typically recommended for DNS computations are used in these regions, as shown in Table 2 and 3.

Turbulent Channel Profiles

The turbulent channel profiles are generated in a streamwise and spanwise periodic box by adding a source term, \( \frac{2m}{5

\begin{table}[h]
\centering
\caption{Summary of the grids used in the main computational domain for the different flow configurations.}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
Case & lip thickness (\(y_c\)) & blowing ratio (\(\frac{P}{P_{in}}\)) & streamwise elements & wall–normal elements & DoF \\
\hline
Ac & 1.140 & 0.75 & 21 & 20 & 5 & 5 & 8 & 3.75 \\
A & 1.140 & 0.75 & 32 & 20 & 5 & 5 & 8 & 21.59 \\
B & 0.126 & 0.75 & 32 & 20 & 8 & 1 & 8 & 4.52 \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Summary of the grid characteristics in the turbulent boundary layer for the different flow configurations.}
\begin{tabular}{|c|c|c|c|}
\hline
Case & DoF \((x \times y \times z)\) & \(x^+\) & \(z^+\) \\\n\hline
Ac & 240 \times 64 \times 80 & 45 & 30 \\
A & 480 \times 104 \times 160 & 22.5 & 15 \\
B & 360 \times 64 \times 80 & 25 & 30 \\
\hline
\end{tabular}
\end{table}

For a zero–pressure–gradient boundary layer, \( \frac{\partial p}{\partial t} = 0 \). To account for the streamwise growth of the boundary layer in a streamwise periodic box, the terms corresponding to the streamwise mean gradients are added as source terms to Eqn. 1. The streamwise mean gradient terms are estimated using the turbulent boundary layer log–law profile with Cole’s wake profile [36]. The streamwise mean gradients of the turbulent fluctuation quantities are assumed to be negligibly small. To generate turbulence, the flow in the streamwise and spanwise periodic box is initialized with some perturbations that are then evolved in time to reach a stationary state. Flow stationarity is monitored using the temporal evolution of the wall friction and is achieved after about 50–60 flow–through times (based on streamwise boundary–layer domain length and \(U_in\)). The turbulent boundary layer momentum thickness in the streamwise and spanwise periodic box is calibrated by using zero–pressure–gradient turbulent boundary layer evolution theory [37] to match the experimentally observed boundary layer thickness at the slot exit.
to the $x$-momentum equation (Eqn. 1) only. The wall friction, $\tau_w$, is estimated using the bulk Reynolds number [36] from the experimental observations. In a manner similar to the process described above for generating the turbulent boundary layer profiles, the flow in the streamwise and spanwise periodic box is initiated with some perturbations to generate turbulence, and the simulations are then evolved to reach a stationary state. Flow stationarity is monitored using the temporal evolution of the wall friction and is typically achieved after about 100 flow–through times (based on streamwise channel domain length and $U_{\infty}$).

Table 3 summarizes the streamwise and spanwise resolutions used to generate turbulent channel flow for the different flow configurations. At both walls, the effective $y^+$ is about 2 for Cases Ac and B, and about 1 for Case A.

Table 3 shows that the grid effects on the mean and turbulent velocity profiles are well captured. Since we are primarily interested in the flowfield characteristics for $x < 20y_c$ and $y < 5y_c$, the mesh is refined using smaller element sizes and higher solution order only in this region (see Table 1 and Fig. 1b).

**NUMERICAL RESULTS**

Flow stationarity is monitored using the temporal evolution of the wall surface pressure and skin friction and is assumed to be achieved when the temporal variation of these quantities is less than 5%. Mean flow statistics are then computed by averaging both in the span and time over an additional $2-3\tau$ ($\tau = 80y_c/U_{\infty}$). A time step of $5 \times 10^{-4}\tau$ is used in the present simulations.

**Mesh Convergence Studies**

We have performed mesh convergence studies (Fig. 4) for the configuration with lip thickness of 1.14$y_c$ and a blowing ratio of 0.75 by studying the mean and turbulent velocity profiles at different streamwise locations using two different meshes, Case A and Case Ac, as described in Table 1. Similar inflow turbulent profiles are used for both cases (Figs. 2, 3). Since we are primarily interested in the flowfield characteristics for $x < 20y_c$ and $y < 5y_c$, the mesh is refined using smaller element sizes and higher solution order only in this region (see Table 1 and Fig. 1b). Figure 4 shows that the grid effects on the mean and turbulent
FIGURE 3: Profiles of (a) mean velocity and (b) turbulence intensities of the turbulent channel for different $Re_\tau$. Symbols in the figures represent the DNS results of Moser et al. [39] for $Re_\tau = 180$ (black symbols). In Fig. b, the solid lines (circle symbols), dotted lines (plus symbols), and dashed lines (cross symbols) represent the streamwise, spanwise, and wall normal components of the turbulence intensity, respectively.

FIGURE 4: Comparison of mean and turbulent velocity profiles for Case A (solid line) and Case Ac (dashed line).
velocity profiles are minimal. Figure 4 also shows that the discontinuities at the element boundaries decreases with the mesh refinement. The base–plate surface pressure and wall shear stress remain marginally sensitive to the mesh resolution. For the remainder of the paper, we will only present results from the Case A mesh for the configuration with lip thickness of 1.14\(y_c\) and blowing ratio of 0.75.

**Instantaneous Flow Visualization**

The instantaneous flowfields for the different configurations are studied by visualizations of the spanwise vorticity (Fig. 5) and temperature (Fig. 6) in a \(x–y\) plane. Shear layers from the external boundary layer and the upper wall of the jet form two unsteady recirculation bubbles behind the lip for both Case A (Fig. 5a) and Case B (Fig. 5b). These two shear layers roll up to form a Karman vortex street. For the thicker lip (Case A), these vortices grow in size rapidly as they merge with each other, and the growth is hindered by the presence of the wall downstream. This rapid growth results in strong unsteadiness in the core of the wall jet, and causes rapid mixing between the boundary–layer and wall–jet flows (Figs. 5a, 6a). For Case B, the growth of the vortices is smaller compared to Case A due to the smaller lip thickness and the wall–jet core persists further downstream. This results in less mixing between the jet and the external boundary layer close to the lip (Figs. 5b, 6b). Similar turbulent coherent structures have also been reported in the literature [15, 16].

Note that 16\(^{th}\) order solution elements are used for Case A compared to 8\(^{th}\) order for Case B. As a result, Figs. 5a and 6a show considerably more small–scale structures compared to Figs. 5b and 6b. Note also that the DG discretization inherently leads to discontinuities at the element boundaries, and the extent of these discontinuities depends on the resolution used. The 16\(^{th}\) order solution used for Case A has considerably less discontinuities compared to the 8\(^{th}\) order for Case B. In order to eliminate the discontinuities completely, one would have to perform simulations using “DNS quality” meshes that are much finer than those used here. This obviously can be done, but would be prohibitively expensive. We are currently developing a subgrid scale model [40] to address the discontinuities in the LES simulations, and are also incorporating mesh refinement approaches based on adjoint error estimation and metric–aligned meshing [41] that make more optimal use of computational resources than the uniform mesh refinement used here.

**Mean Velocity Profiles**

We next compare the mean streamwise velocity profiles with the experimental observations (Fig. 7). Good qualitative agreement with the experimental observations is noted for both Case A and Case B. Note that we have not included any upstream or wind–tunnel side–wall geometries in the present simulations in order to keep computational costs reasonable. Also, the upstream velocity and turbulent intensity profiles were not reported in the experiment and we have assumed fully–developed boundary layer and channel profiles in our simulations.

For Case A, the mean velocity profile at the slot exit becomes asymmetric although the inflow profiles are symmetric about the slot mid–height and match the experiment (Fig 7a). A slight underprediction in the peak jet velocity and overprediction in the outer boundary layer profile are noted at the slot exit. These are most likely due to the differences in the upstream velocity profiles. Comparisons of the mean flow suggest that these fully–developed velocity profiles are a reasonable assumption. For Case A (Fig. 7a), the mean velocity remains almost constant over the jet, and then increases to the external flow velocity at the \(x/y_c = 10\) location due to mixing of the wall jet and external flow, as seen in Figs. 5a, 6a.

For Case B, although the jet inflow profile is symmetric about the slot mid–height, the velocity profile becomes asymmetric at the slot exit, similar to the experimental observations (Fig 7b). The mean streamwise velocity profile appears to be more flat in the experiment compared to the present simulation at the slot mid–height. The external boundary layer profile agrees well with the experimental observation. As for Case A, at \(x/y_c = 10\) the mean streamwise velocity remains almost constant over the jet and then increases to the external flow velocity due to mixing of the wall jet and external flow, as seen in Figs. 5b, 6b. Similar observations have also been made by others [16].

**Static Pressure Distribution**

The mean static pressure distributions \((c_p = p_{base}−p_{ambient})\) at the base–plate for the different flow configurations are then compared with the experimental observations in Fig. 8. The numerical simulations capture the experimentally observed trends reasonably well, although the static pressure estimates from the present simulations are slightly lower. The static pressure increases rapidly from the \(x = 0\) location to a peak value and then decreases downstream for both Case A and Case B. The increase in the static pressure at \(x < 5y_c\) is greater with the thicker lip.

**Wall Shear Stress**

The predicted base–plate wall shear stress profiles are compared with the experimental observations in Fig. 9. Although the experimentally observed trends are captured well, the present simulations underpredict the shear stress at most locations, which is consistent with the differences noted in the mean velocity profiles (Figs. 7). For Case A, the wall shear stress drops sharply from \(x = 0\), increases until \(x ≈ 6y_c\), then decreases again, and gradually increases beyond \(x > 20y_c\). This is due to the large vortex shedding from the thick lip (Fig. 5a). However, for Case B, the wall shear stress increases from the slot exit till \(x ≈ 5y_c\), and then gradually decreases to a constant value downstream. The observed drop in the wall shear stress at \(20y_c < x < 30y_c\) for
FIGURE 5: Instantaneous spanwise vorticity contours in the $x - y$ plane for (a) Case A and (b) Case B.

FIGURE 6: Instantaneous temperature contours in the $x - y$ plane for (a) Case A and (b) Case B.

Case A and B is interesting and warrants further investigation. Note that the numerical solutions are discontinuous at the element boundaries for DG schemes and show discontinuities in the mean pressure (Fig. 8) and wall shear stress (Fig. 9) distributions for $x > 20y_c$ due to lack of mesh resolution as discussed earlier.
Turbulence Intensity

The wall–normal profiles of the three components of the turbulence intensity are shown in Figs. 10. The present numerical predictions agree well with the experimental observations qualitatively and quantitative differences are most likely due to the inflow turbulence assumptions.

For Case A, the streamwise (Fig. 10a) and wall–normal (Fig. 10b) components are predicted to be larger than the experimental observation for $x = 4y_c$ and $10y_c$. The signatures of the jet and boundary–layer shear layer manifest themselves as two
peaks in the streamwise component at $x = 4y_c$. As the two shear layers merge with each other downstream, a single peak first appears ($x = 10y_c$) at the outer part of the wall jet and then becomes almost constant with the wall–normal distance ($x = 50y_c$). Another peak in the streamwise component also begins to appear near the wall at further downstream locations (Fig. 10a). The wall–normal component peaks in the middle of the wall–jet at $x = 4y_c$, and the magnitude of the peak decreases downstream while the peak location moves towards the outer part of the wall jet (Fig. 10b). The spanwise component is in better agreement with the experiment than the streamwise and wall–normal components. The spanwise component peaks near the wall and also at the middle of the jet for $x = 4y_c$, and at the outer part of the jet downstream (Fig. 10c).

For Case B, the streamwise turbulent intensity peaks near the wall (Fig. 10d) for all three locations. At $x = 4y_c$, the streamwise turbulent intensity decreases from the wall, and then increases at the jet and boundary–layer shear layers, and then decreases with the wall–normal distance. The two shear layers are less evident at the downstream locations, $x = 10y_c$ and $50y_c$. At $x = 10y_c$, the streamwise components first decrease from the wall, then increase to the outer part of the wall jet, and decrease again. At $x = 50y_c$, the streamwise component decreases with the wall–normal distance. The wall–normal component peaks near the wall and outer part of the wall jet (Fig. 10e). Similar to Case A, the outer peak of the wall–normal component decreases with streamwise distance. The spanwise component also shows two peaks, one near the wall and other at the outer part of the wall jet (Fig. 10f). The present simulations for Case B overpredict the turbulence intensities in the outer part of the wall jet compared to the experiment. This behavior is consistent with the observations of Naqavi et al. [16].

Note that the turbulence intensities are much smaller for Case B than Case A. The thick lip (Case A) results in higher turbulence due to the thicker lip wake. This also leads to better comparison with the experiment for Case A compared to Case B.
Reynolds Shear–Stress

Wall–normal profiles of the Reynolds shear–stress \( \overline{u'v'} \) are compared with the experimental observations in Fig. 11. For Case A, the shear–stress profile changes sign with the wall–normal distance at \( x = 4y_c \) and \( 10y_c \) due to the recirculation regions behind the lip (Fig. 5a). It is negative close to the wall, then increases to a positive value, drops again to a negative value, and then increases to zero at the outer part of the jet. The experimentally observed \( \overline{u'v'} \) remains negative over the jet at \( x = 10y_c \) for Case A; the present simulation also underestimates the peak negative value. For Case B, similar observations can be made, although the magnitude is much smaller compared to Case A. Similar to Ref. [16], the present simulation overpredicts the shear–stress profile at the outer edge of the wall jet compared to the experimental observations for Case B.

Mean Flowfield

The two recirculating regions behind the lip that originate from the jet and boundary–layer shear layers as noted in the instantaneous flowfield visualizations for Case A (Fig. 5a) and Case B (Fig. 5b) can also be observed in the plots of the mean spanwise vorticity (Figs. 12a, 12b). The boundary–layer (or jet) shear layer results in a vortex that rotates in the clockwise (or anti–clockwise) direction. As the lip thickness is smaller for Case B compared to Case A, the size of the recirculating regions are also smaller in the former case. These two recirculating vortices result in two peaks in the streamwise turbulence intensity component (Figs. 10a, 10d), and the oscillatory Reynolds shear stress (Figs. 11a, 11b) profiles. The anti–clockwise rotating vortex lifts up the jet core for Case A, resulting in a drop in the base–plate wall shear stress close to the wall–jet slot exit (Fig. 9). For Case B, no such lifting up of the jet core is observed. Most of the turbulence production is in the recirculating flow regions and production decreases downstream.

Reynolds Stress Budget

We next study the resolved Reynolds stress budgets for the two different configurations close to the jet slot to glean insights that can potentially inform RANS and/or LES models. The Reynolds stress \((\overline{p'\overline{u'u}})\) budget for compressible flow that has attained stationarity can be written as:

\[
0 = MC_{ij} + P_{ij} + D_{ij} + Ps_{ij} + Pt_{ij} + Tt_{ij} + Vt_{ij} + M_{ij}
\]

where the right–hand–side terms in order are the mean convection, production, dissipation, pressure–strain, pressure transport, turbulent transport, viscous transport, and mass flux variation, respectively [42]. These terms are defined as:

\[
MC_{ij} = -\frac{\partial}{\partial x_k}(\overline{u_i\rho u'_j u'_j}),
\]

\[
P_{ij} = -\frac{\rho^{-1}}{\overline{\rho}}\frac{\partial u_i}{\partial x_k}\frac{\partial u'_j}{\partial x_k} - \frac{\rho^{-1}}{\overline{\rho}}\frac{\partial u'_i}{\partial x_k}\frac{\partial u'_j}{\partial x_k},
\]

\[
D_{ij} = -\sigma'_{ik}\sigma'_{jk}D_{x_k} - \sigma'_{jk}\sigma'_{ik}D_{x_k},
\]

\[
Ps_{ij} = \rho^{'}(\partial u'_i + \partial u'_j)\frac{\partial u'_i}{\partial x_j},
\]

\[
Pt_{ij} = \frac{\partial \rho^{'} u'_i}{\partial x_j} - \frac{\partial \rho^{'} u'_j}{\partial x_i},
\]

\[
Tt_{ij} = \frac{\partial}{\partial x_k}(\sigma'_{ik} u'_j + \sigma'_{jk} u'_i),
\]

\[
Vt_{ij} = \frac{\partial}{\partial x_k}(\sigma'_{ik} u'_j + \sigma'_{jk} u'_i),
\]

\[
M_{ij} = \overline{u'_i} \left( \frac{\partial \overline{\rho u'}_{x_k}}{\partial x_k} - \frac{\partial \overline{\rho}}{\partial x_j} \right) + \overline{u'_j} \left( \frac{\partial \overline{\rho u'}_{x_k}}{\partial x_k} - \frac{\partial \overline{\rho}}{\partial x_i} \right),
\]

\[
\sigma_{ij} = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \frac{\partial u_k}{\partial x_k} \delta_{ij} \right),
\]

where the overbar and tilde represent the Reynolds–averaged and Favre–averaged values, respectively, and \( i \) and \( j \) represent the deviations from the Reynolds and Favre averages, respectively. For the present simulations, the mass flux variation term, \( M_{ij} \), is omitted from the figures since the compressibility effect \( (\overline{u'_i} \approx 0) \) is negligible.

Turbulent Kinetic Energy Budget

First, we study behavior of the budget terms for turbulent kinetic energy \( (\rho^{'}u'_i u'_i) \). Also, since \( Ps_{ij} \) is zero due to the flow being almost incompressible, and \( Vt_{ij} \) is zero except very close to the base plate, these terms are not shown in the plots (Figs. 13).

For Case A (Fig. 13a), \( P_i \) peaks at the two recirculating vortex regions from the jet and boundary–layer shear layers at \( x = 2y_c \). For 1.0y_c < x < 2.2y_c, representing the lip wake region, the \( P_i \) and \( MC_{ii} \) terms are mostly balanced by \( Tt_{ii} \). In the outer part of the lip wake regions, \( Tt_{ii} \) is balanced by \( MC_{ii} \). At a downstream location, \( x = 10y_c \), \( P_i \) peaks close to the base plate and becomes non–zero close to the wall–jet edge. The \( P_i, Pt_{ii}, \) and \( MC_{ii} \) terms are balanced by the \( Tt_{ii} \) and \( D_{ii} \) terms close to the wall–jet edge, similar to the turbulent mixing layer budget [43]. The typical budget profile for wall–bounded flow [36] is recovered close to the base plate. In between these two regions, \( Tt_{ii} \) and \( MC_{ii} \) are balanced by \( D_{ii} \) and \( P_t_{ii} \).

For Case B (Fig 13b), there are both similarities as well as significant differences in the turbulent kinetic energy budget profiles when compared to Case A. At \( x = 2y_c \), \( P_i \) also peaks close to the wall beside the two shear layers. At the lip wake region,
boundary–layer shear layers at $x$ is greatly influenced by the recirculating vortices from the jet and Case B (Fig. 14b), the shear stress budget profile mixing mechanism in the wall–jet flows. For both Case A downstream, $P_{ii}$ is negative and is balanced by the rest of the budget terms. At the outer part of the lip–wake region, $T_{ii}$ is balanced by $MC_{ii}$, $Pt_{ii}$ and $D_{ii}$. At $x = 10y_c$, the turbulent energy budget becomes similar to the wall–bounded flow. At the outer edge of the wall–jet, the turbulent energy budget terms are almost zero, unlike for Case A.

Reynolds Shear Stress Budget We next examine Reynolds shear–stress ($\overline{\rho u'v'}$) budget profiles to understand the mixing mechanism in the wall–jet flows. For both Case A (Fig. 14a) and Case B (Fig. 14b), the shear stress budget profile is greatly influenced by the recirculating vortices from the jet and boundary–layer shear layers at $x = 2y_c$ location. At this location, $P_{12}$ is balanced by the rest of the budget terms. Shear–stress $P_{12}$ is positive in the jet shear layer location due to the anti–clockwise recirculating vortex, and negative in the boundary–layer shear layer location due to the clockwise recirculating vortex. Further downstream, $x = 10y_c$, the shear stress budget profile recovers the turbulent mixing layer budget profile [43]. At the outer edge of the wall jet, $P_{12}$ is negative and is balanced by the rest of the budget terms for Case A (Fig. 14a), although the shear–stress profile (Fig. 11a) is quite different that that in the turbulent mixing layer. For Case B, however, the budget terms are almost zero at the outer edge of the wall jet at $x = 10y_c$ (Fig. 14b). Near the wall, the $P_{12}$ is balanced by the $f_{12}$ and $Pt_{12}$ for both Case A and Case B, as is typical for wall–bounded flows [36].

Note that the coarser mesh resolution used close to the outer edge of the wall jet compared to the wall results in discontinuities in the higher–order terms of the turbulent kinetic energy (Figs. 13) and Reynolds shear–stress budget (Figs. 14) profiles.

CONCLUDING REMARKS We have performed wall–resolved LES using an entropy–stable DG formulation for two trailing-edge cooling slot configurations based on the experiments of Kacker & Whitelaw [5] and have studied the effect of the lip geometry on the turbulent flow characteristics by varying the lip thickness from $0.126y_c$ to $1.14y_c$. A comparison of our results with the experimental observations demonstrate that the DG formulation can capture the turbulent mixing mechanism for such configurations.

Geometrical details upstream of the slot and the wind tunnel walls are not included in our simulations, and we have assumed fully–developed turbulent boundary layer and channel profiles at the inlet to the computational domain. Flow parameters for these inflow profiles are extrapolated by assuming zero–pressure gradient flow from the experimental observations at the slot exit. Our results qualitatively agree well with the experimental observations, and discrepancies between the experiments and our simulations may be attributed to the uncertainty in the turbulent inflow profiles, and the side–wall effects from the experimental tunnel. The present simulations reveal the importance of adequately documenting upstream turbulent inflow profiles and other boundary conditions in the experiments. Most turbulent–inflow generation methods in the literature rely on the assumptions of fully–developed turbulent profiles that may not properly reflect experimental conditions. Our method for generating tur-
The mixing characteristics of the wall–jet flow strongly depend on the lip thickness. Shear layers from the jet and the boundary layer result in two recirculating regions behind the lip. A thick lip results in larger recirculating regions compared to the thin lip. The shear layers form a vortex street, and the resulting vortex shedding portrays the turbulent mixing characteristics. The vortices grow more rapidly in the thick lip case compared to the thin lip case, and results in the jet core being lifted up close to the slot exit and higher unsteadiness in the jet. The different lip thicknesses lead to different mixing mechanisms that are manifested as differences in the energy budget terms.
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