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Abstract 
 

This paper presents numerical models of boiling in a heated tube using the Generalized 
Fluid System Simulation Program (GFSSP), a finite-volume-based general-purpose flow 
network code developed at NASA/Marshall Space Flight Center. The heated tube is 
discretized into a one-dimensional array of nodes and branches to represent the flow of 
liquid and vapor in a tube with a prescribed pressure differential. The solid wall is also 
discretized into solid nodes and conductors to allow for heat transfer between the wall and 
the fluid. The conservation equations of mass, momentum, and energy of the fluid are 
solved simultaneously with the energy conservation equation for the solid wall. Two 
experimental configurations of fluid flowing in a vertical tube have been simulated, one 
with water and the other with liquid hydrogen. This paper compares experimental data with 
numerical predictions based on four different published correlations for boiling heat 
transfer coefficients. Three of these correlations are applicable to the saturated vertical flow 
conditions of the experiments. One of them is applicable to film boiling and has been used 
for the liquid hydrogen experiment, which was in film boiling regime. For the case of 
boiling water, the predictions of wall temperatures using the boiling heat transfer 
correlations agreed well with the experimental results. However, in the case of boiling 
hydrogen larger discrepancies were observed between the experimental data and numerical 
predictions.  
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1. Introduction 
 

The combination of flowing cryogenic fluid and large temperature differences between the 
surroundings and fluids implies that there will be complex flow boiling, heat transfer, and 
two-phase flow patterns. Accurate prediction tools of cryogenic two-phase flow boiling 
and heat transfer are required to design, analyze, and size efficient cryogenic transfer 
systems both on the ground and in microgravity. Penalties for poor models include 
increased safety factors, higher margins, and overall increases in cost. The importance of 
flow boiling to a wide range of applications has driven a push to develop so-called universal 
correlations [1-4] that would aid in the design and analysis of all fluid transfer systems. 
While these correlations cover a broad range of conditions for predicting heat flux and 
pressure drop, they do not cover cryogenic fluids [5, 6]. 
 
There are two types of flow boiling encountered in cryogenic propellant transfer, 
quenching (or chill down) and heating. In the quenching configuration, the initial wall 
temperature is much higher than the initial bulk fluid temperature, and the fluid is used to 
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cool the hot tube. The quench test is a transient process where the heat flux and wall 
temperature are both changing with time. In contrast, the heating configuration is a steady 
state case where the initial temperature of the fluid and wall are equal and then heat is input 
into the liquid. In the former case, the fluid traverses the boiling curve from right to left 
(film to transition to nucleate boiling to single phase liquid convection) while in the latter 
case, the fluid traverses the boiling curve from left to right (single phase liquid convection 
to nucleate boiling and so on). 
 
Recently, correlations were developed for cryogenic flow boiling, but in the quenching 
configuration [7]. The correlations were tested in GFSSP and SINDA FLUINT and results 
showed significant improvement in liquid nitrogen chilldown, and modest improvement in 
liquid hydrogen chilldown [8, 9]. Meanwhile for the heating configuration, as in the case 
of the quenching configuration, comparison of heated tube cryogenic data with available 
correlations show that existing correlations do not accurately predict cryogenic heated tube 
data, but the disparity between heated tube data and models is not nearly as high as in the 
quenching configuration [6]. Therefore, there should be less error in lumped node modeling 
of heated tube cases over quenching cases. 
 
Accurate lumped node modeling of heated tube or steady state cryogenic flow is required 
for many space cryogenic transfer system applications. For example, after initial chilldown 
of the transfer line that connects a refueling element or depot storage tank to a customer 
receiver tank, modeling of the steady state transfer is required to determine the amount of 
subcooled margin needed in the tank upstream. Another example is the transfer of liquid 
hydrogen from the nuclear thermal propulsion storage tank to the reactor downstream (after 
the initial chilldown transients); subcooled liquid hydrogen flows from the tank to the 
reactor inlet and the hydrogen must be a gas when it reaches the reactor. Modeling of the 
steady state transfer is thus required to model vaporization of the fluid, design the entire 
feed system, to know where to place the pumps, etc. 
 
Numerical modeling of the boiling in a heated tube is challenging due to the two-phase 
nature of flow with phase changes. Two phase flows can be modelled assuming the flow 
of liquid and vapor is homogeneous and move with the same speed.  With the 
homogeneous assumptions [10,20], it is no longer necessary to solve for the separate 
conservation equations for mass, momentum and energy for the liquid and vapor phases to 
develop a numerical model for two phase flows. A single set of conservation equations for 
mass, momentum and energy can be solved using the properties of the liquid-vapor 
mixture. The accuracy of the numerical predictions, however, largely depend on the 
accuracy of boiling heat transfer correlations. 
 
In the past there were several investigations [8,11,12] where chill down of cryogenic 
transfer lines has been numerically simulated by analyzing one-dimensional two phase 
flow using a homogeneous model. In those investigations, a general purpose flow network 
code, GFSSP (Generalized Fluid System Simulation Program) [13] has been used for 
numerical simulation. GFSSP is a finite volume based network flow analysis code 
developed at NASA/Marshall Space Flight Center. A reasonable comparison of numerical 
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predictions with analytical solution [11] and experimental data for long [12] and short [8] 
transfer lines has been demonstrated. 
 
In this paper GFSSP has been used to develop a numerical model of flow in a heated tube. 
Two experimental situations are considered to compare the numerical predictions with the 
experimental data. In 1960, Sani [14] conducted an experiment investigating the boiling of 
water flowing up a vertical tube. Hendricks et al. [15] carried out an experiment studying 
the boiling heat transfer of hydrogen flowing down a vertical tube in 1961. The 
computational models of both experiments were developed and run using the correlations 
of Chen [16], Kandilkar [17], and Kim and Mudawar [18]. For the liquid hydrogen 
experiment, the film boiling correlation of Miropolski [19] was used.  In order to calculate 
pressure drop in two-phase flow through pipe, Friedel’s [20] correlation was used. 

 
 

2. Experimental Configurations 
 
Sani [14] conducted an experiment investigating the boiling of water flowing down a 
vertical tube. Pressure and temperature measurements were taken along the 68 in long 
heated 304 stainless steel tube. The tube had an inner diameter of 0.7194 in and a wall 
thickness of 0.015 in. The mass flow rate was measured via weight data and a Fisher-Porter 
rotameter. The rotameter was located upstream of the test section whereas the weight 
measurement was conducted downstream of the test section. Between these two methods 
the flow rates agreed within 1% of each other. Throughout the course of the experiment 
the mass flow rate, heat flux, inlet quality, and inlet pressure were varied.  
 
Hendricks et al. [15] experimentally studied the boiling heat transfer of hydrogen flowing 
up a vertical tube. During their experiment, the mass flow rate of hydrogen, inlet pressure, 
and heat flux were varied between runs. The test section was made from a 12 in Inconel 
tube with an inner diameter of 0.313 in and a wall thickness equal to 0.031 in. Outer wall 
temperature and fluid pressure data were gathered along the length of the test section. The 
mass flow rate was measured upstream and downstream of the test section using a venturi 
tube and orifice, respectively.  
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3. Computational Models 
 

Figure 1 shows the model used to simulate Sani’s experiment in GFSSP. The nodes are 
evenly spaced along the tube length. Each fluid node is connected to a solid node through 
a solid to fluid conductor. The tube wall thickness has been represented by one solid node 
in the radial direction along the tube length. The input characteristics for each solid node 
are its mass, material, and heat source. Stainless steel 304’s thermal conductivity is prebuilt 
into GFSSP. Each solid node’s heat source calculated from the change in enthalpy across 
the first and last location for which data is given divided by the number of solid nodes. 
This heat source value was applied to each of the solid nodes. The model also accounted 
for heat conduction along the axial direction.  
 
To determine the heat transfer coefficient, the heat 
transfer coefficient correlations of Chen [16], Kandlikar 
[17], and Kim and Mudawar [18] were coded into 
separate Fortran user subroutines. The outputs were fed 
back into GFSSP so that GFSSP’s calculations were 
done using these correlations’ heat transfer coefficients. 
The film boiling correlation of Miropolski [19] is 
available in GFSSP’s library. 
 
The fluid nodes were connected using pipes with the 
appropriate dimensions from Sani’s experiment. To 
model water flowing down the pipe, the pipe’s angle 
with the gravity vector was set to zero in the simulation. 
No information was provided in either experiment about 
the roughness of the pipes used in the test section, so all 
pipes were assumed to be smooth. A user subroutine 
calculated the pipe resistance using the Friedel [12] 
correlation for two-phase flow.  
 
The remaining inputs to the GFSSP models were the 
boundary conditions. Pressures were set at both 
boundary nodes. Since GFSSP uses an upwind scheme, 
the temperatures at the downstream boundary nodes had 
no effect on the model. As it was observed that setting 
the experimental inlet and outlet pressures to match the 
test data led to mass flow rates that did not match the test 
measurements, priority was given to matching the 
experimental inlet pressure and mass flow rate. 
Therefore, the outlet pressure was adjusted until the 
desired flow rates were met. Finally, the inlet quality was 
set in accordance with the experimental runs. 
  

Figure 1. Single solid node 
model to represent wall 
constructed in GFSSP. 
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Two cases were selected from Sani’s experiment: Run 5 and 32. The input conditions for 
these two cases are given in Table 1. 
 

Table 1. Input Conditions for Two cases of Sani’s Experiment 
 

Run No. Flowrate 
(lb/sec) 

Inlet Pressure 
(psia) 

Inlet Quality 
(%) 

Heat Flux 
(Btu/hr-ft2) 

5 0.4641 18.73 1.57 10212 
32 0.595 27.09 2.76 22776 

 
 
Both cases were run with all three nucleate boiling heat transfer coefficient correlations. 
To verify the effect of discretization in the radial direction, solid wall was discretized into 
four nodes and results were compared with single wall node model. The difference between 
the predicted wall temperatures of two models was insignificant. Therefore, all 
computations were performed with single node representing the wall as shown in Figure 3. 
 
 
The model created for Hendricks et al.’s experiment was very similar to Sani’s. Unless 
explicitly noted, all model components were the same between these two experiments. 
After setting the appropriate dimensions and material/fluid properties, the inlet and outlet 
pressure and quality were set. Hendricks et al. provide data at 0.055” and 12” from the inlet 
of the 12” long test section. In this experiment, the flow was going in the opposite direction 
of gravity, so the pipe angle with respect to the gravity vector was set to 180°. This model 
was run with Kandlikar’s and Kim and Mudawar’s heat transfer coefficient correlations. It 
was found that Chen’s correlation did not work for this model due to the large temperature 
differences between the fluid and wall temperatures for the boiling of hydrogen.  But 
because of these high wall temperatures, the Hendricks case was also run with the 
Miropolski film boiling correlation. Two cases were selected from Hendricks et al.’s 
experiment Run 18-2 and 20-5. The input conditions for these two cases are given in Table 
2. 
 
 

Table 2. Input Conditions for Two cases of Hendricks et al’s Experiment 
 

Run No. Flowrate 
(lb/sec) 

Inlet Pressure 
(psia) 

Inlet Quality 
(%) 

Heat Flux 
(Btu/hr-ft2) 

18-2 0.177 45 0.4 77937 
20-5 0.178 66.4 0 221519 
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4. Boiling Heat Transfer Correlations 

 
4.1 Chen’s Correlation 
 
Chen [16] developed a boiling heat transfer correlation for use with water and organic 
fluids. The correlation was fit to saturated state data in the vertical flow direction. Chen’s 
correlation is based on the principle of adding the macro-convective and micro-convective 
boiling components to calculate the two-phase heat transfer coefficient. The macro-
convective portion is calculated using the fluid’s properties at liquid conditions. The 
macro-convective component is the main heat transfer contributor for mostly liquid and 
low flow rate cases. It is described by an equation derived from the Dittus-Boelter equation: 
 

ℎ𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 0.023 𝑅𝑅𝑅𝑅𝑙𝑙0.8 𝑃𝑃𝑃𝑃𝑙𝑙0.4 𝐹𝐹 𝑘𝑘𝑙𝑙
𝐷𝐷

(1) 

 

𝑅𝑅𝑒𝑒𝑙𝑙 =
𝐺𝐺(1 − 𝑥𝑥)𝐷𝐷

𝜇𝜇𝑙𝑙
 (2) 

 

𝑃𝑃𝑃𝑃𝑙𝑙 = 𝜇𝜇𝑙𝑙
𝑐𝑐𝑝𝑝𝑙𝑙
𝑘𝑘𝑙𝑙

(3) 

 
 
The Reynolds number factor, 𝐹𝐹 can be determined graphically, or via the following 
graphical correlation by Collier [21]: 
 

𝐹𝐹 =  

⎩
⎪
⎨

⎪
⎧ 1                                              for

1
𝑋𝑋𝑡𝑡𝑡𝑡

< 0.1

2.35 �0.213 +
1
𝑋𝑋𝑡𝑡𝑡𝑡

�
0.736

        for
1
𝑋𝑋𝑡𝑡𝑡𝑡

> 0.1     
      

 

(4) 

 
 
𝑋𝑋𝑡𝑡𝑡𝑡 is the Martinelli parameter. 
 

𝑋𝑋𝑡𝑡𝑡𝑡 = �
𝜌𝜌𝑣𝑣
𝜌𝜌𝑙𝑙
�
0.5
�
𝜇𝜇𝑙𝑙
𝜇𝜇𝑣𝑣
�
0.1
�

1 − 𝑥𝑥
𝑥𝑥

�
0.9

 (5) 

 
The micro-convective boiling component drives heat transfer in high vapor and high flow 
rate situations. The micro-convective heat transfer coefficient is derived from the 
assumption that the Rayleigh equation for bubble growth rate determines the Reynolds 
number. The resulting equation is as follows: 
 

ℎ𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 0.00122 (Δ𝑇𝑇)0.24 (Δ𝑃𝑃)0.75 𝑆𝑆
𝑘𝑘𝑙𝑙0.79 𝑐𝑐𝑝𝑝𝑙𝑙

0.45 𝜌𝜌𝑙𝑙0.49 𝑔𝑔𝑐𝑐0.25

𝜎𝜎0.5𝜇𝜇𝑙𝑙0.29 ℎ𝑓𝑓𝑓𝑓0.24 𝜌𝜌𝑣𝑣0.24  (6) 
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where  
 

Δ𝑇𝑇 = 𝑇𝑇𝑤𝑤 − 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 (7) 
 

Δ𝑃𝑃 = 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠(𝑇𝑇𝑤𝑤) − 𝑃𝑃 (8) 
 
The suppression factor, 𝑆𝑆, can be found from the following curve fit equation by Collier 
[21]. 
 

𝑆𝑆 = [1 + (2.56 × 10−6)(𝑅𝑅𝑒𝑒𝑙𝑙𝐹𝐹1.25)1.17]−1 (9) 
 
Finally, the two-phase heat transfer coefficient can be determined by adding the 
microconvective and macroconvective heat transfer coefficients. 
 

ℎ𝑡𝑡𝑡𝑡 = ℎ𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 + ℎ𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 (10) 
 
4.2 Kandlikar’s Correlation 
 
Kandlikar [17] developed a boiling heat transfer coefficient correlation that was intended 
to be general. It is applicable for both horizontal and vertical saturated tube flow. Kandlikar 
bases his correlation off a fluid database containing experimental data for water, 
refrigerants, and cryogens.  
 
To determine the two-phase heat transfer coefficient using Kandlikar’s correlation, the 
following is evaluated using the values provided in Table 2 for the constants: 

 
ℎ𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

= ℎ𝑙𝑙�𝐶𝐶1𝐶𝐶𝑜𝑜𝐶𝐶2(25𝐹𝐹𝑟𝑟 𝑙𝑙)𝐶𝐶5 + 𝐶𝐶3𝐵𝐵𝑜𝑜𝐶𝐶4𝐹𝐹𝑓𝑓𝑓𝑓� (11) 
 

where 

ℎ𝑙𝑙 = 0.023𝑅𝑅𝑒𝑒𝑙𝑙0.8𝑃𝑃𝑃𝑃 𝑙𝑙
0.4 �

𝑘𝑘𝑙𝑙
𝐷𝐷
� (12) 

 
Table 3. Values for constants used in Kandlikar’s correlation 

 
 Convective Nucleate  

C
1
 1.136 0.6683  

C
2
 -0.9 -0.2  

C
3
 667.2 1058.0  

C
4
 0.7 0.7  

C
5
 0.3  0.3 0 for vertical tubes, 

horizontal tube w/ 
Fr

l
 > 0.04 
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The Reynolds number and Prandtl number are evaluated at liquid-only conditions, as 
previously described in Eqs. (2) and (3). The convection number and boiling number are 
found via the following: 
 

𝐶𝐶𝐶𝐶 = �
1 − 𝑥𝑥
𝑥𝑥

�
0.8

�
𝜌𝜌𝑣𝑣
𝜌𝜌𝑙𝑙
�
0.5

(13) 

 
𝐵𝐵𝐵𝐵 =

𝑞𝑞
𝐺𝐺ℎ𝑓𝑓𝑓𝑓

(14) 

 
The Froude number is defined as: 
 

𝐹𝐹𝑟𝑟 𝑙𝑙 =
𝐺𝐺2

𝜌𝜌𝑙𝑙2𝑔𝑔𝑔𝑔
(15) 

 
It is only used in Eq. (13) when 𝐹𝐹𝑟𝑟 𝑙𝑙 ≤ 0.04. 
 
The heat transfer coefficient is calculated two separate times, once using the Table 3 
constants corresponding to the convective component, and once using the values 
corresponding to the nucleate portion. The final two-phase heat transfer coefficient is equal 
to the maximum of the two-phase coefficients evaluated at solely convective or nucleate 
boiling conditions. 
 

ℎ𝑡𝑡𝑡𝑡 = max �ℎ𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,ℎ𝑡𝑡𝑝𝑝𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛� (16) 
 
4.3 Kim and Mudawar’s Correlation 
 
Another correlation used in this study is the Kim and Mudawar [18] correlation for boiling 
heat transfer coefficients. The correlation was designed for use with flows in mini/micro 
channels. The fluids in this database are FC72, refrigerants, carbon dioxide, and water. The 
fluids have a reduced pressure between 0.005 < 𝑃𝑃𝑅𝑅 < 0.69. No information is given about 
the range of heat fluxes contained within the fluid database. The two-phase heat transfer 
coefficient is found via the following: 
 

ℎ𝑡𝑡𝑡𝑡 = �ℎ𝑡𝑡𝑝𝑝𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
2 + ℎ𝑡𝑡𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

2 �
0.5

 (17) 
 
The nucleate boiling portion is calculated as follows: 
 

ℎ𝑡𝑡𝑝𝑝𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = �2345 �𝐵𝐵𝐵𝐵
𝑃𝑃𝐻𝐻
𝑃𝑃𝐹𝐹
�
0.7

𝑃𝑃𝑅𝑅0.38(1 − 𝑥𝑥)−0.51� �0.023𝑅𝑅𝑒𝑒𝑙𝑙0.8𝑃𝑃𝑃𝑃𝑙𝑙0.4 𝑘𝑘𝑙𝑙
𝐷𝐷ℎ
� (18) 

 
where  
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𝐵𝐵𝐵𝐵 = 𝑞𝑞𝐻𝐻 𝐺𝐺ℎ𝑓𝑓𝑓𝑓⁄  (19) 
 

𝑃𝑃𝑅𝑅 = 𝑃𝑃 𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐⁄  (20) 
 
𝑃𝑃𝐻𝐻 and 𝑃𝑃𝐹𝐹 are the heated channel perimeter and wetted channel perimeter, respectively. 
For a circular tube, 𝑃𝑃𝐻𝐻 and 𝑃𝑃𝐹𝐹 are simply equal to the tube’s perimeter. The convective 
boiling component is: 
 

ℎ𝑡𝑡𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = �5.2 �𝐵𝐵𝐵𝐵
𝑃𝑃𝐻𝐻
𝑃𝑃𝐹𝐹
�
0.08

𝑊𝑊𝑒𝑒𝑙𝑙−0.54 + 3.5 �
1
𝑋𝑋𝑡𝑡𝑡𝑡

�
0.94

�
𝜌𝜌𝑣𝑣
𝜌𝜌𝑙𝑙
�
0.25

� �0.023𝑅𝑅𝑒𝑒𝑙𝑙0.8𝑃𝑃𝑃𝑃𝑙𝑙0.4 𝑘𝑘𝑙𝑙
𝐷𝐷ℎ
� (21) 

 
The liquid Reynolds number, liquid Prandtl number, and Martinelli parameter are 
calculated via Eqs. (2), (3), and (6), respectively. The Weber number, 𝑊𝑊𝑒𝑒𝑙𝑙, was introduced 
to take into consideration the effects of surface tension interacting with inertia. 
 

𝑊𝑊𝑒𝑒𝑙𝑙 =
𝐺𝐺2𝐷𝐷ℎ
𝜌𝜌𝑙𝑙𝜎𝜎

(22) 

4.4 Miropolski Correlation 
 
The last correlation used in this study is the correlation of Miropolski [19], based on film 
boiling of water. A modified version of the Miropolski correlation is a standard option in 
GFSSP [13].  The film boiling heat transfer coefficient is found via the following: 
 

ℎ = 0.023
𝑘𝑘𝑣𝑣
𝐷𝐷
𝑅𝑅𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚0.8 𝑃𝑃𝑃𝑃𝑣𝑣0.4𝑌𝑌 (23) 

 
where  
 

𝑅𝑅𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 = �
𝜌𝜌𝜌𝜌𝜌𝜌
𝜇𝜇𝑣𝑣

� �𝑥𝑥 +
𝜌𝜌𝑣𝑣
𝜌𝜌𝑙𝑙

(1 − 𝑥𝑥)� (24) 

 

𝑃𝑃𝑃𝑃𝑣𝑣 =
𝐶𝐶𝑝𝑝𝑝𝑝𝜇𝜇𝑣𝑣
𝑘𝑘𝑣𝑣

(25) 

 

𝑌𝑌 = 1 − 0.1 �
𝜌𝜌𝑙𝑙
𝜌𝜌𝑣𝑣
�
0.4

(1 − 𝑥𝑥)0.4 (26) 

 
The modified Miropolski correlation has been used previously to model the chilldown of 
transfer lines by liquid nitrogen and liquid hydrogen [8,11,12]. 
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5. Results & Discussion 

 
 
5.1 Sani’s Experiment Model 
 
The first run selected from Sani’s experiment was Run 5 described in Table 1. To match 
the inlet pressure and mass flow rate, the outlet pressure had to be reduced by 1.33%. The 
pressure and fluid temperature throughout the test section are shown in Fig. 2 and 3, 
respectively. These computations were made using Sani’s measured heat transfer 
coefficients and Friedel’s [20] correlation for pressure drop. The predicted quality is 
compared with measured data in Figure 4.  
 
Figure 5 shows the comparison of predicted heat transfer coefficient with the measured 
data. The correlations of Chen, Kandilkar, Kim and Mudawar were used in this analysis. 
Chen’s correlation is closest to the measured value. Kim and Mudawar’s correlation under 
predicts heat transfer coefficient.  The predicted wall temperatures are shown in Figure 6 
and compared with the measured wall temperatures. While Chen and Kandilkar’s 
correlations match well with the measured data, Kim and Mudawar over predicts wall 
temperatures which is a consequence of under predicting heat transfer coefficient. Perhaps, 
Kim and Mudawar’s correlation is more appropriate for mini or micro channels.  

 
 
Figure 2. Comparison of Sani’s experimentally measured pressures and GFSSP 
model for Run 5. 
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Figure 3. Comparison of Fluid Temperatures between Sani’s experiment and 
GFSSP model for Run 5. 
 

 
Figure 4. Comparison of Sani’s reported qualities and GFSSP’s values for Run 5. 
 

 
Figure 5. Predicted heat transfer coefficients from each correlation versus the 
experimental value for Sani’s Run 5. 
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The next run discussed in this paper is Sani’s Run 32 which has a higher mass flow rate, 
higher heat flux and operated at a higher pressure than previously discussed Run 5 (Table 
1). With this higher pressure run, the exit pressure had to be increased in GFSSP by 6.70% 
in order for the inlet pressure and mass flow rate to be identical to that of the experiment. 
The predicted heat transfer coefficients and wall temperatures for Run 32 are compared 
with the measured data in Figures 6 and 7 respectively. The observations are similar to the 
results of previously discussed Run 5. 
 
 

 
Figure 6. Predicted wall temperatures from correlations compared to experimental 
wall temperature for Run 5. 

 
Figure 7. Predicted heat transfer coefficients for Run 32. 
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Figure 8. Comparison of predicted wall temperatures versus experimental data for 
Run 32 
 
5.2 Hendricks et al. Experiment Model 
 
The first Hendricks et al. case tested was Run 18-2. The specification of this test run is 
given in Table 2. For all of the hydrogen models created, it was observed that to get the 
inlet pressure and mass flow rates to match the experiment, the outlet pressure had to be 
set noticeably higher. In this run, the outlet pressure was set 19.1% higher than the 
experimental value. Figure 9 shows how the model has a much smaller pressure drop 
throughout the test section compared to the experiment. Nevertheless, the model still 
provides a close approximation to the experimental fluid temperature data, with a 
maximum deviation of approximately 0.3% (Figure 10). 
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Figure 9. Comparison of experimental and model pressures throughout test section for 
Hendricks et al. Run 18-2. 

36

37

38

39

40

41

42

43

44

45

46

0 2 4 6 8 10 12

Fl
ui

d 
Pr

es
su

re
, p

sia

Location, in
Experimental Data GFSSP Model

 
Figure 10. Measured fluid temperatures compared to predicted fluid temperatures for 
Hendricks et al. Run 18-2. 
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Figure 11. Comparison between correlations’ predicted heat transfer coefficients 
and experimental data for Run 18-2.  Note the logarithmic scale. 
 
The computed and measured heat transfer coefficients are shown in Fig. 11. Miropolski’s 
film boiling correlations compare well with the measured data. The large discrepancies 
between the experimental data and the correlations of Kandlikar and Kim and Mudawar 
suggest that those correlations are appropriate for nuclear boiling regime whereas 
Hendrick’s experiments were conducted in the film boiling regime. 

 
Figure 12. Comparison of experimental and predicted wall temperatures for Run 
18-2. 
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The comparison of experimental and predicted wall temperature with different correlations 
for Run 18-2 is shown in Fig. 12. As for the heat transfer coefficient, the predicted wall 
temperatures by Miropolski’s film boiling correlation are much closure to the measured 
wall temperatures, although there are significant discrepancies between the measured and 
predicted temperatures near the inlet and outlet.  The correlations of Kandlikar and Kim 
and Mudawar predict much lower wall temperatures because of their predicted high heat 
transfer coefficients of the nuclear boiling regime. 
 

 
Figure 13. Comparison between correlations’ predicted heat transfer coefficients 
and experimental data for Run 20-5.  Note logarithmic scale. 
 
Run 20-5 operated with a higher heat flux, and higher pressure (Table 2). To match the 
necessary operating conditions, the outlet pressure had to be increased to 36.8% of the 
experimental value. Fig. 13 shows the comparison of predicted and measured heat 
transfer coefficients and Fig. 14 shows the comparison of predicted and measured wall 
temperatures for Run 20-5. The observations are very similar to that of Run 18-2. 
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Figure 14. Comparison of experimental and predicted wall temperatures for Run 
20-5. 
 

 
6. Conclusions 

 
A numerical model of boiling in a heated tube has been developed using GFSSP, a general 
purpose flow network code. Two-phase flow was modeled assuming the flow to be 
homogeneous. The energy conservation equation for solid wall was solved with the 
prescribed heat flux, in conjunction with the mass, momentum and energy equations for 
the fluid. The numerical models were developed for both water and hydrogen and 
numerical results were compared with test data. Four boiling correlations were used in the 
model. Three boiling correlations (Chen, Kandlikar, Kim and Mudawar) are appropriate 
for the nucleate boiling regime. The other boiling correlation (Miropolski) is applicable in 
the film boiling regime. The results for the modeling of the inner wall temperature and heat 
transfer coefficient for the boiling of water in a vertical tube demonstrate that the nucleate 
boiling correlations used in this paper are reasonably accurate. The maximum discrepancy 
in wall temperatures are within 15%. On the other hand, the experiments with hydrogen 
were conducted in the film boiling regime; therefore the numerical model with 
Miropolski’s film correlation predicted heat transfer coefficient and wall temperatures 
more accurately than the nucleate boiling correlations. However, the discrepancies between 
the measurements and predictions for liquid hydrogen are significantly larger than the 
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observed discrepancies in experiments with water. It is also observed that the solid wall 
can be represented by a single node. Discretization of the wall with multiple nodes did not 
increase the accuracy of predicted wall temperature and heat transfer coefficient. 
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