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Numerical investigations of the flowfield inside NASA Ames’ Electric Arc Shock Tube have been performed. The focus is to simulate the experiments designed to reproduce shock layer radiation layer relevant to Earth re-entry conditions. This paper assess the current computational capability in simulating unsteady nonequilibrium flows in the presence of strong shock waves with state-of-the-art physical models. The technical approach is described with preliminary results presented for one specific flow condition. The numerical problems encountered during the computation of these flows are detailed, along with the methods used to resolve them. Post-shock conditions are discussed and compared to CEA equilibrium prediction.

I. Introduction

During the last twenty years, there has been a major increase in computational resources, thus massively parallel algorithms have been developed together with accurate physical models. Computational Fluid Dynamics (CFD) codes have become a major tool to study and predict real flight data over the whole (re)-entry trajectory of the space vehicle and hence to improve the design of spacecraft. Furthermore, computational tools are used to support wind tunnel data analysis.1–3 This coupling between numerical simulations and hypersonic wind tunnel experiments is necessary because the two approaches are complementary, as the data from one are used to improve the other. Numerical simulations are used to provide a better understanding of the gas dynamic processes inside hypersonic test facilities and to supplement experimental knowledge. They are also used to improve the design of the experiments or to improve the tunnel operation characteristics and to compensate for the lack of information that cannot be directly measured in wind tunnels. Furthermore, experimental data are an important aspect of the validation process of the physical models and numerical methods used in CFD codes.

Shock tubes, such as the NASA Ames’ Electric Arc Shock Tube (EAST),4, 5 present several computational challenges6 because multiple aspects of the tunnel operation need to be taken into account. Modeling the entire facility from the arc-driver to the test section involves a large number of different physical processes, some of which are not well understood and/or are very complex. The arc-heating process in the driver gas requires an accurate description of the current distribution, therefore MHD equations need to be solved.7 The diaphragm rupture would require an understanding of the material deformation up to the plasticity limit and then rupture propagation with some degree of non-uniformity. Diaphragm fragments, residual soot from previous experiments and wall ablation due to high wall temperatures may contaminate the flow. The hot jet of the driver gas penetrating into the cold driven tube is a three-dimensional problem and involves turbulent multi-scale mixing. Finally, radiative losses may need to be considered for certain conditions, which would require coupling the CFD code with a radiation solver.

On the numerical side, modeling the complete facility requires gridding a physical length of approximately eight meters. Crucial flow features such as shock and contact discontinuities (CD) need to be captured and resolved with good accuracy. Thus, the spacing, along the axial direction is then of the order of $10^{-5}–10^{-6}$ m. Furthermore, to resolve the boundary layers (BL) would require a grid spacing on the order of $10^{-6}–10^{-7}$ m in the radial direction. The stiffness is increased by the chemical and kinetics source terms governing the nonequilibrium processes. The modeling of the EAST facility is a multi-scale problem and a CFD tool that
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accounts for all the physics, to our knowledge, does not exist yet. Therefore, in order to solve the problem, some assumptions need to be made to simplify the degree of detail. In the current work, the arc-heating process of the driver gas is not taken into account. The thermochemical state of the driver gas is considered in chemical and thermal equilibrium, at rest, and at a well defined constant temperature and pressure when the diaphragm breaks. The latter is considered ideal and thus providing a simple plane discontinuity between the driver and the driven gases during the first time step. The boundary layer is considered as laminar, and radiation cooling is not accounted for during the unsteady simulation. Despite these simplifications, EAST simulation remains very challenging and only a few attempts have been made in the past to tackle this formidable task. Kotov et al.\textsuperscript{8} performed 1D and 2D time accurate simulations considering the gas in thermal equilibrium state, more recently Chandel et al.\textsuperscript{9} are developing an innovative method based on shock frame velocity, with the main focus around the shock region and the test gas. Their method enables a drastic reduction -several order of magnitude- of the computational cost while maintaining a high resolution of the shock and the contact. In this work, we are interested in simulating the full shock tube, with the current state-of-the-art numerical methods and physical models used in modern aerothermodynamics solvers. The CFD tool that is used in this simulation is COOLFluiD\textsuperscript{10,11} developed at the von Karman Institute, Belgium and was subject to many hypersonic flows validation for both steady and unsteady conditions.\textsuperscript{12–16} The thermochemistry and the transport properties are provided by PLATO library which developed at UIUC. This paper is structured as follows. In Sections II, III, IV, V, we present the governing equations as well as the thermodynamics, kinetics and the transport properties. The related numerical discretization is described in Section VI. Herein, details of the flux evaluation, second-order reconstruction, implicit time integration scheme, and the related iterative solution for the non-linear system of equations is provided. In Section VII, we will discuss the results of the simulations. Finally, conclusion and a summary the remaining efforts to be performed are given in Section VIII.

II. Conservation equations

The equations governing multi-component reactive flows implemented in COOLFluiD\textsuperscript{10,11} are derived from the kinetic theory of polyatomic reactive gas mixtures.\textsuperscript{17–20} These equations can be split between conservation equations, thermochemistry, and transport fluxes. They are written in the following form:

\begin{align}
\partial_t \rho_s + \partial_x \cdot (\rho_s \mathbf{u}) + \partial_x \cdot \mathbf{F}_s &= \dot{\omega}_s \quad s \in \mathcal{S}, \\
\partial_t (\rho \mathbf{u}) + \partial_x \cdot (\rho \mathbf{u} \otimes \mathbf{u} + p \mathbf{I}) + \partial_x \cdot \mathbf{P} &= 0 \\
\partial_t (\mathcal{E}_{tr} + \mathcal{E}_{in} + \frac{1}{2} \rho \mathbf{u} \cdot \mathbf{u}) + \partial_x \cdot ((\mathcal{E}_{tr} + \mathcal{E}_{in} + \frac{1}{2} \rho \mathbf{u} \cdot \mathbf{u} + p) \mathbf{u}) + \partial_x \cdot (\mathbf{P} \cdot \mathbf{u} + \mathbf{Q}_{tr} + \mathbf{Q}_{in}) &= 0 \\
\partial_t (\mathcal{E}_{in}) + \partial_x \cdot (\mathbf{u} \mathcal{E}_{in}) + \partial_x \cdot (\mathbf{Q}_{in}) &= \omega_{in}
\end{align}

where $\partial_t$ denotes the time derivative, $\partial_x$ the space derivative operator, $\rho$ the mass density of the $s$th species, $\mathcal{S} = 1, \ldots, n_s$ the set of species indices, $n_s \geq 1$ the number of species, $\mathbf{u}$ the mass average flow velocity, $\mathbf{F}_s$, $s \in \mathcal{S}$, the diffusion flux of the $s$th species, $\dot{\omega}_s$, $s \in \mathcal{S}$, the production rate of the $s$th species, $\rho = \sum_{s \in \mathcal{S}} \rho_s$ the total mass density, $p$ the pressure, $\mathbf{P}$ the viscous tensor, $\mathcal{E}_{tr}$ the internal energy per unit volume, $\mathcal{E}_{in}$ the translational energy per unit volume and $\mathbf{Q}_{tr}$ the translational component of the heat flux, $\mathbf{Q}_{in}$ the internal component of the heat flux. These equations have to be completed by the relations expressing the thermodynamic properties like $p$, $\mathcal{E}_{tr}$, $\mathcal{E}_{in}$, $\dot{\omega}_s$ the chemical production rates, $s \in \mathcal{S}$, $\omega_{in}$ the rate of internal energy exchange, and the transport fluxes $\mathbf{F}_s$, $\mathbf{P}$, $\mathbf{Q}_{tr}$ and $\mathbf{Q}_{in}$.

III. Thermodynamics

Thermodynamic properties of individual species are computed based on semi-classical statistical mechanics and using quantized energy levels and Boltzmann statistics. In the current work, these energy modes are considered decoupled, despite the quantum illegitimacy of this separation.\textsuperscript{21} For molecules, these energies are translational, rotational, vibrational and electronic; and for atoms, translational and electronic modes. Rotational and vibrational energies are computed according to the rigid rotor and harmonic oscillator models respectively. Spectroscopic constants used to compute the thermodynamic properties are taken from Gurvich.\textsuperscript{22} Statistical derivation of thermodynamic properties is given in Mayer.\textsuperscript{23} Two-temperatures Park’s model\textsuperscript{24} is used. The pressure, $p$, the internal energy of translational origin per unit volume, $\mathcal{E}_{tr}$, and the
internal energy of internal origin per unit volume, \( E_{in} \) are in the form:

\[
p = \sum_{i \in S, i \neq e} \rho_s r_s T + \rho_e r_e T_{in}, \quad E_{tr} = \sum_{i \in S} \rho_s e_{tr,s}, \quad E_{in} = \sum_{i \in S} \rho_s e_{in,s}
\]  

(5)

where \( r_s = R/m_s \), \( R \) is the gas constant and \( m_s \), \( s \in S \), mass of the \( s^{th} \) species, \( e_{tr,s}, \ s \in S \), is the sum of translational and rotational energies per unit mass at temperature \( T \) and \( e_{in,s}, \ s \in S \) is the sum of the vibrational and electronic energies at \( T_{in} \).

**IV. Transport properties**

The Chapman-Enskog\(^ {20,25,26} \) method for the solution of the Boltzmann equations gives the transport fluxes \( \Pi, F_s, s \in S, Q_{tr} \) and \( Q_{in} \) as function of the macroscopic variables. The method can be extended to gases with discrete internal energy levels using multi-scale analysis of the Boltzmann equation,\(^ {18,27,28} \)

Transport flux expressions can be written in the form

\[
\Pi = p_{rel} - \kappa (\partial_x \cdot u) I - \eta (\partial_x u + \partial_u u^t - \frac{2}{3} (\partial_x \cdot u) I),
\]

(6)

\[
F_s = -\sum_{m \in S} C_{sm} d_m - \rho Y_s \theta_s \partial_x \log T - \rho Y_s \theta_{in} \partial_x \log T_{in}, \quad s \in S
\]

(7)

\[
Q_{tr} = \sum_{s \in S} h_s F_s - \lambda_{tr} \partial_x T - \rho \sum_{s \in S} \theta_s d_s
\]

(8)

\[
Q_{in} = \sum_{s \in S} \epsilon_{s,in} F_s - \lambda_{in} \partial_x T_{in} - \rho \frac{T_{in}}{T} \sum_{s \in S} \theta_{s,in} d_s
\]

(9)

with

\[
d_s = \frac{\partial_x p_s}{p}, \quad s \in S,
\]

(10)

\[
\eta = \frac{\partial_x \rho_s}{p}, \quad s \in S.
\]

(11)

where \( p_{rel} \) denotes the relaxation pressure, \( \kappa \) the volume viscosity, \( \eta \) the shear viscosity, \( I \) the three-dimensional identity tensor, \( C_{sm}, s, m \in S \), the multi-component flux diffusion coefficients, \( d_s, s \in S \), the species diffusion driving forces, \( \theta_s, s \in S \), the species translational and rotational thermal diffusion coefficient, \( \theta_{tr}, \ s \in S \), internal thermal diffusion coefficients, \( \lambda_{tr}, \lambda_{in} \) the translational and partial thermal conductivity, and \( t \) the transposition operator. In the current work, the relaxation pressure, the Soret effect, that is, diffusion due to temperature gradient, Dufour effects, that is, diffusion due to concentration gradient are not considered because of the harmonic-oscillator assumption and the orthogonality of the polynomials used for the expansion functions. Although no reasonable justification is available, the volume viscosity is also neglected and we do feel guilty in doing so.\(^ {29-31} \) The mass diffusion fluxes are obtained by solving the Stefan-Maxwell equations under the constraint \( \sum_{s \in S} F_s = 0 \).

The multi-component transport coefficients, \( \kappa, \eta, \lambda_{tr}, \lambda_{in}, C = (C_{sm}) s, m \in S, \theta_s, s \in S \), are smooth functions of the state variables which are not explicitly given by the kinetic theory. These transport coefficients have important symmetry properties inherited from the underlying kinetic framework. Their evaluation requires solving a linear system.\(^ {17,19,20} \) The latter is expressed in terms of bracket integrals which are evaluated by means of spectral method which uses Laguerre-Sonine polynomials as basis functions. The contribution of internal energy to the thermal conductivity is taken into account by means of the generalized Eucken’s correction.\(^ {25} \)

**V. Kinetic processes**

The molar production rates are the Maxwellian rates obtained from the kinetic theory\(^ {19,20} \) when the chemical characteristic times are larger than the mean free times of the molecules and the characteristic times of internal energy relaxation. The mass production/ destruction term \( \dot{\omega}_s \) for chemical species with partial densities \( \rho_s \) is given as

\[
\dot{\omega}_s = M_s \sum_{r=1}^{n_r} \left( \nu''_s r - \nu'_s r \right) \left\{ \left( \frac{\rho_s}{M_s} \right)^{\nu''_s / \nu'_s} \prod_{s=1}^{n_s} \left( \frac{\rho_s}{M_s} \right)^{\nu''_s / \nu'_s} \right\}, \quad s \in S
\]
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where $K^f_i$ and $K^b_i$ are the forward and backward rate constants of the $i^{th}$ reaction, respectively. The forward reaction rate coefficients $K^f_i$ are approximated by using Arrhenius empirical relations based on Park. The backward rate are based on the fundamental relation $K^b_i = K^f_i / K^e_i$, where $K^e_i$ is the equilibrium constant.

The internal energy exchange term, $\omega_{in}$ is given by

$$\omega_{in} = \omega_{et} + \omega_{cv} + \omega_{ct} + \omega_{ec}$$

where $\omega_{et}$ is vibrational-translational energy exchange in molecule heavy-particle collisions, $\omega_{cv}$ the creation or destruction of vibrational energy in chemical reactions, $\omega_{ct}$ elastic collisions of electrons with heavy-particles, $\omega_{ec}$ electron impact ionization. The first energy transfer terms, $\omega_{et}$ is evaluated based on a Landau-Teller model, and the relaxation time are computed by means of Millikan and White formula as proposed by Park. The second term $\omega_{cv}$ is computed by using the non-preferential dissociation model of Candler et al. Finally, $\omega_{ct}$ and $\omega_{ec}$ are based on Park.

VI. Numerical Technique

The governing equations described in Sec. II and expressed in their strong form, are a set of hyperbolic parabolic partial differential equations with stiff source terms. This set of conservation equations can be rewritten in a compact form which is suitable for space and time discretization

$$\partial_t (rQ) + \sum_{i \in D} (r \partial_i F^c_i) + \sum_{i \in D} (r \partial_i F^d_i) = rS$$

where $r$ is used for the axisymmetric flow formulation, $Q$ is the conservative variable, $\partial_i$ the spatial derivative operator in the $i^{th}$ direction, $D = \{1, ..., d\}$ the indexing set of spatial directions, $d \in \{1, 2\}$ the spatial dimension, $F^c_i$ the convective flux in the $i^{th}$ direction, $F^d_i$ the dissipative flux in the $i^{th}$ direction, and $S$ the source term. The conservative variable vector $Q$ is given by

$$Q = \left( \rho, \rho u, \rho v, E_{tr} + E_{in} + \frac{1}{2} \rho u \cdot u, E_{in} \right)^T$$

where the convective flux $F^c_i$ in the $i^{th}$ direction is given by

$$F^c_i = \left( \rho u_i, \rho v_i, \rho u_1 u_i + \delta_1 p, \rho u_2 u_i + \delta_2 p, (E_{tr} + E_{in} + \frac{1}{2} \rho u \cdot u + p) u_i, E_{in} u_i \right)^T$$

and $F^d_i$ the diffusive fluxes in the $i^{th}$ direction

$$F^d_i = (F_{i1}, ..., F_{ni}, \Pi_{i1}, \Pi_{i2}, Q_{tr, i} + Q_{in, i} + \Pi_{i1} u_i + \Pi_{i2} u_i)^T$$

and $S$ is the source term

$$S = (\omega_s, 0, \omega_{axi}, 0, \omega_{in})^T$$

where $\omega_{axi}$ is axisymmetric source term. The system of coupled partial differential equations, Eqs. 12, are discretized using the finite volume method.

A. Space discretization

The convective fluxes are computed using the $AU/SM_{hp}$ scheme. In order to get second order accuracy, each one of the cell centered state variables $u_i$ is linearly extrapolated to the face quadrature points as follows:

$$\tilde{u}(x_q) = u_i + \phi_i \nabla u_i(x_q - x_i)$$

where $x_i$ denotes the centroid position of the control volume $\Omega_i$. The linearly reconstructed state variables $\tilde{u}$ are calculated using a least-squares method. In order to prevent the appearance of oscillations near discontinuities, a flux limiter $\phi_i$ is needed for the reconstructed states. In the present work, Venkatakrishnan’s limiter is used.
B. Implicit Time integration

The second order time accurate Crank-Nicolson scheme is obtained by discretizing Eq. (12) in time. For a non-moving grid, Eq. (12) becomes

\[
\frac{r_i}{2\Delta t} \Omega_i \mathbf{T} \frac{\mathbf{P}_{i}^{n+1} - \mathbf{P}_{i}^{n}}{2\Delta t} = -\frac{1}{2} \left[ \mathcal{R}_i (\mathbf{P}_{i}^{n+1}) + \mathcal{R}_i (\mathbf{P}_{i}^{n}) \right]
\]  

(18)

where \(\mathcal{T}\) is a transformation matrix used for a change of variable, \(\delta \mathbf{Q} = \frac{\partial \mathbf{Q}}{\partial \mathbf{P}} \delta \mathbf{P} = \mathcal{T} \delta \mathbf{P}\) between primitives, \(\mathbf{P} = (\rho_s, u, v, T_{tr}, T_{in})^t\) and conservative, \(\mathbf{Q}\) variables, \(\mathcal{R}_i\) includes the convective fluxes, \(\mathbf{F}_i^c\), diffusive fluxes, \(\mathbf{F}_i^d\) and the source terms \(\mathbf{S}_i\) belonging to the control volume \(\Omega_i\):

if we define a pseudo-residual \(\mathcal{R}_i^*\) as

\[
\mathcal{R}_i^* (\mathbf{P}_{i}^{n+1}) = r_i \Omega_i \mathbf{T} \frac{\mathbf{P}_{i}^{n+1} - \mathbf{P}_{i}^{n}}{\Delta t} + -\frac{1}{2} \left[ \mathcal{R}_i (\mathbf{P}_{i}^{n+1}) + \mathcal{R}_i (\mathbf{P}_{i}^{n}) \right]
\]  

(19)

we obtain the fully implicit coupled non-linear equations

\[
\mathcal{R}_i^* (\mathbf{P}_{i}^{n+1}) = 0.
\]  

(20)

which have to be solved at each time step by some approximate method. This non-linear system is similar to Eq. (20), which is solved using Newton’s method at every time step.

C. Iterative solution for non-linear equations

The system Eq. (20), with unknowns \(\mathbf{P}_{i}^{n+1}\), is solved using an iterative Newton procedure which is based on successive iterations, starting from an initial guess \(s^0\) and requiring the linearization of \(\mathcal{R}_i^*\):

\[
\mathcal{R}_i^* (s) \simeq \mathcal{R}_i^* (s^k) + \mathcal{J} (s^k) (s - s^k).
\]  

(21)

Herein, \(\mathcal{J}\) is the Jacobian matrix of the non-linear system which is given by:

\[
\mathcal{J} (s^k) = \left. \frac{\partial \mathcal{R}_i^*}{\partial s} \right|_{s=s^k} = \left( \frac{\Omega}{\Delta t} I - \frac{1}{2} \frac{\partial \mathcal{R}_i^*}{\partial \mathbf{Q}^k} \right)
\]  

(22)

The resulting linear system and the update of the approximate solution can be expressed as:

\[
\begin{cases}
\mathcal{J} (s^k) \Delta s^k = -\mathcal{R}_i^* (s^k) \\
\quad \quad s^{k+1} = s^k + \Delta s^k
\end{cases}
\]  

(23)

At each time step, this linear system Eq. (23) is solved implicitly until convergence using a Newton method. The latter requires a matrix inversion which is generally achieved by approximate methods. We use the Generalized Minimum RESidual (GMRES) algorithm, complemented with an Additive Schwartz pre-conditioner both provided by the PETSc library.44, 45

VII. Results

Numerical simulation of the transient flow inside EAST facility has been performed using the total length of the tube, that is eight meters. Two-dimensional uniform grid was used for this simulation, the level of refinement was chosen according to, with an axial spacing of \(\Delta x = 10^{-3} m\), and a radial spacing with \(10^{-6} m\) as a first-cell distance to the wall and a stretching factor of 1.1. The total number of grid in the driven part is \(8400 \times 128\). Similar grid spacing was applied in the driven part, with a length of 0.1m. The wall is considered as isothermal at \(T_w = 300 K\) and no slip wall boundary conditions is applied. A symmetry conditions was applied on the boundary defined by \(y = 0\), supersonic boundary condition at the end of the driven tube and slip wall at the end of the driver tube. Air was used as a test gas, the driver gas is composed of 99% of Helium and 1% Nitrogen. The initial conditions are given in Table 1.
Figure 1. u-velocity flow field at different time step, m/s
The simulation was run until the shock arrives at the test-section located around 7.8 meters starting from the diaphragm position. Fig. 1 shows the x-velocity flow filed at different locations of shock.

As shown, there is a disturbance which is created on the symmetry axis at the shock position. This disturbance grows in time which makes the shock bends along the radial direction and starting from the symmetry axis. Once the disturbance reaches the wall, the shock becomes straight and continues its run. This disturbance appears twice, around 1.7 m and 4.2 m and last for about 2 m of shock traveling distance. The root of this disturbance has been investigated by performing two additional inviscid simulations with and without axisymmetric terms. The same conditions as the viscous simulation were used, and a uniform grid was applied in the radial direction -the boundary layer is not considered-. It was found that two-dimensional axisymmetric inviscid simulation exhibits shock bending while in pure two-dimensional -without axisymmetric terms- inviscid simulation, the shock bending did not show up. This first result tends to indicate that the axisymmetric source term may be the cause of this disturbances. Additional runs are needed in order to confirm this observation. In future work, we will consider the three-dimensional simulation of a 1/16 π-slice of the tube, where symmetry is enforced on the sides, thus avoiding the use of an axisymmetric source term.

The shock speed has been calculated by considering the shock arrival at a certain location as a 10% pressure rise with respect to the undisturbed region -initial test gas pressure-. Two fit strategies were applied using an exponential and a linear method. Fig. 2 shows the difference between the two methods and Tab. 2, gives the shock speed and the corresponding equilibrium temperature, which was calculated using CEA, at different locations and for both curves fit methods.

Even though there is a less than 2% difference between the two methods, both speeds will be used for the analysis of the post-shock conditions.

Fig. 3 shows translational and vibrational temperature profiles at different locations, and the equilibrium
Figure 3. Translational and vibrational temperature centerline profiles at different shock location
temperature predicted by CEA for two shock speeds - obtained using exponential and linear fits-. These profiles are centered around the shock position and also include a 10 cm post-shock region. Figs. 3(a), 3(b), 3(c), 3(d) show that both the peak translational temperature and the profiles in the post-shock region are different. The maximum translational temperature is changing due to shock bending. The latter initiates a compression region resulting in an increase of the post-shock translational temperature peak. This unsteadiness of the flow can be seen in the post-shock region, where the centerline profiles of translational and vibrational temperature are affected by the interaction of the disturbance and the wall.

VIII. Conclusions

Time accurate simulation of thermo-chemical nonequilibrium flow inside EAST facility was performed using a two-dimensional second-order axisymmetric finite volume solver. Although the present work is a premiere as second order time implicit nonequilibrium simulation of the complete EAST facility, the initial goal was to assess the capabilities of the current state-of-the-art models in addressing unsteady flows with stiff source terms. It was found that the axisymmetric source term generates a numerical instability that appears as shock bending. This instability is time dependent which greatly affects the shock speed. The latter was calculated, in a post-processing step, with two curves fit methods. The obtained shock speed was used to compute equilibrium conditions predicted by CEA. Translational and vibrational temperatures profiles were compared to CEA equilibrium prediction. Good agreement was obtained with CEA prediction close to the test-section -shock location is at 7.6 m from the diaphragm- and just behind the shock, fully equilibrium is not retrieved due to the deceleration of the shock.

In future work, three-dimensional simulation - in axisymmetric mode- will be performed, which we believe will alleviate the instability problem of the axisymmetric source term. Also, the current axial grid resolution is not enough in order to capture the correct waves speeds, and an optimal grid would have a higher resolution only in the region of interest i.e 20 cm behind the shock, thus r-adaptation will be explored.
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