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INVESTIGATION OF DIRECT FORCE CONTROL FOR
PLANETARY AEROCAPTURE AT NEPTUNE

Rohan G. Deshmukh, * Soumyo Dutta, T and David A. Spencer *

In this work, a direct force control numerical pigdr-corrector guidance archi-
tecture is developed to enable Neptune aerocaptirg flight-heritage blunt
body aeroshells. A linear aerodynamics model imfdated for a Mars Science
Laboratory-derived aeroshell. The application d€glus of variations shows that
the optimal angle of attack and side-slip angletrmdriaws are bang-bang. A
closed-loop numerical predictor-corrector direct@control guidance algorithm
is developed and numerically simulated using tlogfm to Optimize Simulated
Trajectories Il. The Monte Carlo simulated trajeids are demonstrated to be
robust to the modeled dispersions in aerodynaratesospheric density, and en-
try state. An aerocapture technology trade studyatestrates that blunt body di-
rect force control aerocapture enables similarggerénce as slender body bank
angle control but halves the peak g-loading.

INTRODUCTION

Missions to the Neptune system can enable fundaiscience regarding the formation of the
solar system. To date, Voyager 2 is the only spafteto approach the distant ice giant, with a
1979 flyby of Neptune at a closest approach akitod4,950 km. The design of an orbital mission
at Neptune is challenging, due to the velocity gfearequired to capture. For an entry velocity of
29 km/s, the amount of dissipated orbital velonid¢ded to achieve a stable science orbit is about
5.5 km/s. Chemical propellant could be utilizeghtovide the necessary orbit insertion maneuver,
but the propellant would constitute a significamoaint of the mass of the flight system. To alle-
viate much of the propellant cost, aerocapturetigen recently envisioned as the desired orbit
insertion technique at Neptune.

As illustrated in Figure 1, aerocapture utilizesoagnamics forces generated during atmos-
pheric flight to dissipate enough hyperbolic orbéaergy such that the trajectory captures into a
desired orbit. For a science mission, the desirbil can be parameterized by the radius of periap-
sis, 7}, and apoapsis;, as well as orbit inclination!, and longitude of ascending node|N*.
During the single atmospheric pass, the guidanstesyactively controls the vehicle such that
both the vehicle’s aeroshell heating and loadimgté are regulated as the desired orbit is achieved
at atmospheric exit. Errors in the trajectory téirggare corrected using propulsive burns.
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Figure 1. Aerocapture orbit insertion technique wher e planetary atmosphereis utilized to capturea
hyperbolic entry trajectory into a desired orbit. Four propulsive burnsto correct periapsisand
apoapsisradius, inclination, and longitude of ascending node r epresent the total orbit insertion cost.

Although not flight-proven, Neptune mission arcbitees employing aerocapture have been
studied in literature. In 2005, the National Aergtiegs and Space Administration (NASA) con-
ducted an inter-center systems analysis of Nepaenecapture to assess feasibility, benefit and
risk of an aeroshell aerocapture system, and iyertthnology gaps and performance gdélhe
study concluded that aerocapture can enable @ried increase in delivered mass-to-orbit than an
all propulsive mission for the same launch vehiéleritical architectural assumption utilized by
the study was selecting higher lift-to-drag ratidlY) vehicles over flight-heritage blunt body ve-
hicles. Despite the rationale of achieving “reasbmaheoretical corridor widths for aerocapture
into high energy elliptical orbit”, the study doest demonstrate why low L/D vehicle cannot be
utilized. A potential reason for this conclusiorhe reliance on the bank angle flight control tech
nique for the vehicle’s guidance. This restricts dlerodynamic maneuverability of the vehicle due
to its static L/D, and hence limits resilience tmaspheric uncertainties. Furthermore, the study
identified two strongly enhancing technologies rezetbr Neptune aerocapture: 1) aerocapture
guidance algorithm and 2) angle of attack modufatio

Entry guidance algorithms drive the robustnesspartbrmance of aerocapture. The three cat-
egories of studied algorithms include referenceetiganalytic predictor-corrector, and numerical
predictor-corrector. Reference-based tracking élyos, including derivatives from Apollo skip
entry guidancg rely on steering the vehicle along predetermirederence trajectory, whose per-
formance can be significantly influenced by dayfligfht uncertainties. Analytical predictor-cor-
rectors, such as the hybrid predictor-correctooeagture scheme used in the Neptune aerocapture
studyf, utilize analytical solutions to the atmosphetlight equations of motion to predict the tra-
jectory, altitude rate and orbit plane feedbackdpoapsis and inclination targeting, and sensed
acceleration for on-board atmospheric density mogdhtes to account for trajectory dispersions.
Lastly, numerical predictor-correctors fully intage the equations of motion and utilize numerical
optimization techniques to provide higher accurabile potentially increasing the computational
expense. With the advancements in on-board conipothipower, the algorithm has potential ap-
plicability to outperform their analytical countamts and thus has seen much recent investigation
in literature®”’

Each entry guidance algorithm requires a flighttartechnique(s). The most commonly uti-
lized and flight-proven method is bank angle motiofa(BAM). Direct force control (DFC) is a
new proposed technique that promises high aero uwanability through independent modulation
of angle of attack and side-slip angle. The twolesmgan be modulated using propulsive or non-



propulsive actuators. Although no literature existbormulating pure DFC aerocapture guidance,
hybrid bank angle and angle of attack modulatedande has been demonstrated in Reference 4
to provide enhanced performance over standalone BAMance for Neptune aerocapture.

In this work, a first-of-its-kind DFC aerocapturaigance architecture is developed to assess
the feasibility and robustness of Neptune aerocapising flight-heritage blunt body aeroshells.
An analytical aerodynamics model for an aeroshetiveéd from the Mars Science Laboratory
(MSL) design is utilized in the guidance formulatid@ he optimal control laws for angle of attack
and side-slip angle are mathematically derived featoulus of variations. Monte Carlo simulation
results are presented for two distinct max L/D ekds to assess the performance and robustness of
the closed-loop DFC numerical predictor-correctoidgnce. Results from a trade study between
DFC and BAM guidance architectures are presented.

DIRECT FORCE CONTROL GUIDANCE
Aerodynamics M odel

DFC modulates the spacecraft's angle of attaclnd side slip anglg, in order to orient and
control the magnitude of the aerodynamic liff,drag,D, and side forceQ, vectors. This is in
contrast to BAM where the bank angte,is modulated to effectively only rotate the lctor
about the relative-velocity vector. In most banglaraerocapture guidance studies, reaction control
systems are utilized to modulate bank angle, avfgi¢tack is trimmed at a constant value, and side
slip angle is set to zero. Figure 2 provides aaligation of the flight control distinction between
DFC and BAM. If horizontal, side, and vertical nwotiare defined by the vehicle’s x, y, and z axes,
then DFC provides full control authority over thedspective performance as seen by the relative
velocity vector components.

Figure 2. Visualization of aerodynamic for ces generated by vehicle during aer ocapture. Angle of at-
tack, a, and side-dip angle, g, are commanded by the direct force control guidance to modulate the
magnitude and direction of the wind-frame aer odynamic for ces (green vectors). Bank angle modula-
tion guidance controlsthe bank angle, o, to rotate thelift vector, L, about therelative-velocity vector,
V. Image adapted from Reference 8.



Figure 2 also illustrates an important distinctimtween body-framg4 y N}, and wind-
frame,{ﬁ 6 Z}, aerodynamic forces. Angle of attack and sideatigle serve as Euler rotation
angles between the two frames denoted by the tnanation of aerodynamic coefficients in Eq.
(1). The transformation is important because timeoapheric flight equations of motion utilize
wind-frame aerodynamics while the vehicle’s aer@agic model is described in the body-frame.

Cp cosacosfp —sinfB sinacosP[Ca
Co|=|cosasinf cosp sinasinﬁ] [Cy] (1)
C, —sina 0 cos a Cn

To obtain an analytical expression of flight-hege blunt body aeroshell aerodynamics, the
MSL aerodynamics database is utilized in this sfiitlye database provides a representation of the
body-frame hypersonic aerodynamics of a 70° spbene- blunt body originally designed for
BAM guided entry at a trim at -16° angle of attagnerating an L/D of 0.24. Furthermore, the
database provides capability to model the aerodicgaas functions of angle of attack and side-
slip angle only, assuming insignificant influendeMach number. Querying the database and ro-
tating the body-frame to the wind-frame yields ioear expressions for the aerodynamic coeffi-
cients. To achieve simplistic analytical expressjaa first-order Taylor series approximation is
made about zero angle of attack and side-slip awighethe resulting L/D and side force coefficient
shown by the dashed lines in Figure 3. As comp&odatie database, represented by solid lines,
Figure 3 demonstrates that the linearization seffity models the vehicle L/D for a large angle of
attack range and sufficiently models side forceffaent for small side-slip angles. The L/D is
primarily influenced by angle of attack while thdesforce coefficient is primarily influenced by
side-slip angle assuming small angles. These eeardtquite valid for application on blunt bodies
as small aerodynamic angles are typically commantieel linear aerodynamics simplifies the op-
timal control formulation; nevertheless, the apjm@ation is rigorously tested against the full MSL
database in the Monte Carlo simulations.
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Figure 3. Comparison of vehicle L/D and side for ce coefficient, Co, vs angle of attack and side-dip
angle between the linear aerodynamics model (dashed lines) and the M SL aer odynamics database
(solid lines).



Guidance

The DFC guidance is formulated through the appboadf optimal control theory. The deriva-
tion follows a similar methodology as that presdnteReference 10 where the optimal aerocapture
guidance for BAM is derived. However, the primaiffatences in the presented derivation are 1)
the flight control method, 2) presence of side éarcstate dynamics, and 3) the vehicle platform.

For DFC, the guidance commands both angle of atiackside slip angle such that the two-
burn scheme for periapsis raiad;, and apoapsis correctiofil,, is minimized. This cost func-
tional, P, is derived from orbital mechanics as shown in(BEgwhereu is the gravitational constant
of central planety, is the post-aerocapture apoapsis radius,the post-aerocapture semi-major
axis, andr,; andr; are the targeted periapsis and apoapsis radiesp@$t-aerocapture apoapsis
radius and semi-major axis are defined by Eq. 1{8)Eq. (4) using the relative velocity magnitude,
Vo.xit, POSItiON vector magnitude,,;;, and flight path angle;,.,.;;, at atmospheric exit.
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With the utilization of a two-burn scheme, the gpsia radius boundary condition is not explic-
itly enforced. However, minimization of the cosnéional can be achieved by minimizing the
apoapsis correction burn. This occurs when the@asicapture and target apoapsis radii are equal.
The orbit inclination at atmospheric exit is enfediaas shown in Eq. (5) wheiec,.,;;) is the post-
aerocapture orbital inclination computed from thetes vector at atmospheric exit aiidis the
targeted inclination. The inclination is managethgseparate lateral logic presented later in the

paper.
i(fexit) —-i"=0 (5)

The aforementioned state vectokis- [r 6 ¢ V y ]T with components correspond-
ing to the radial distance, longitude,8, geocentric latitudep, planet-relative velocity magni-
tude,V, flight path angle of the planet-relative veloaigctor,y, and heading angle of the planet-
relative velocity vectory, respectively. The corresponding state vector ayos governing at-
mospheric flight in an ellipsoid rotating planet aterived in Reference 11 and are reproduced
below in Eq. (6) — Eq. (11). The application ofes&lip angle introduces side force, in addition to
lift, into the flight path angle and heading andismamics. For DFC, zero bank angle is assumed
to decouple the dynamics making lift only affealfit path angle and side force only affect heading
angle.
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Destination dependent parameters influencing thie stynamics include the planetary gravity
model, modeled by, and gy, rotation ratef}, and atmosphere, modeled by Assuming the
gravitational acceleration is dependent upon aatadim, g,, latitudinal termg,, and a gravita-
tional potential up to thg, zonal term, the planetary gravity is modeled by @8&) and Eq. (13)
whereR, is the planet’'s equatorial radius. Atmosphericsitgnp, is assumed to be a function of
vehicle position and is computed using the Nep@Blabal Reference Atmospheric Model (Nep-
tuneGRAM)??

2

gy = r”—z [1 +/, (%) (15 — 4.5 sin? ¢)] (12)
R.\*
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The aerodynamics utilized by the guidance comas fitte derived blunt body linear aerody-
namics model. With this approximate model and Zeok angle, angle of attack independently
influences flight path angle dynamics via lift méation as seen in Eq. (10) while side-slip angle
independently influences heading angle dynamicssida force modulation as seen in Eq. (11).
Because the axial coefficiertl,, is much larger than the other two body-frame ficiehts for a
blunt-body and the linearization is done about zergle of attack and side-slip angle, the coeffi-
cient of drag(p, and hence the drag force with this approximatdehis not influenced by both
angles as seen in Eq. (9). The resulting indepdrambertrol authority over the state dynamics will
play an important role in the optimal control foration.

Optimal Control

To obtain the optimal control laws for angle ofait and side-slip angle, the Euler-Lagrange
equations from the calculus of variations solutiorthe optimal control problem is utilized. The
first step is the definition of the Hamiltonia, which for a terminal cost only problem is defined
by adjoining the co-state variabléls, 19, 14, 1y, 4,, and,, to the state dynamics as shown in

Eq. (14).



H =247+ 260 + Ap¢ + 2V + 1,7() + A, 9(B) (14)

For this application, the set of admissible angieattack and side-slip angles are explicitly
constrained by a minimum and maximum value as showiag. (15) and Eq. (16). Notice that the
lower bounds for each angle are negative.

Xmin Sa<s Tmax> Xmin <0 (15)

ﬁmin < :8 < Bmax' ﬁmin <0 (16)

Because of the control constraints, the full Ellagrange equations cannot be explicitly uti-
lized to obtain the optimal control laws. Rathesnfyagin’s minimum principle must be applied,
which indicates that the Hamiltonian must be miaigei with respect to the control vector. Eq. (14)
along with Eq. (10) and Eqg. (11) indicate that batiyle of attack and side-slip angle Arear
with respect to the Hamiltonian. As a result, themiltonian can be written in the compact form
H = Hy + Hia + H,3 whereH; andH, are two switching functions defined by Eq. (17 &q.
(18). In these two equations, andS,..; are the vehicle’s mass and aerodynamic referemee a

C., is the linear coefficient of lift slope, am@ﬁ is the linear coefficient of side-force slope.

1
Hy =2, [%pvsrefqa] (17)

1
H2 = /‘llp [mpVSTefCQB] (18)

Applying Pontryagin’s minimum principle yields arlzpbang optimal control law for angle of
attack,a”, and side slip angl§*, as described by Eq. (19) and Eq. (20). The dasshkich either
switching function equals zero for some finite timierval within the initial and final time is knaw
as a singular arc. Using a similar proof-by-conttohn approach utilized in BAM optimal control,
the singular arcs can be shown to not exist. Withmss of generality, the result below indicates
that the optimal control structure for DFC aerouapt/ehicles where linear aerodynamics are suit-
able is bang-bang and the parameter of optimizagitre control switch time. Such a result is quite
similar to the bang-bang optimal control structimeBAM aerocapture vehicles found in Refer-
ence 10 and thus allows for a simplistic mannanodélifying existing BAM guidance algorithms
to be suited for DFC application.

Xmins lf H1 >0
at = Amaxs if Hl <0 (19)
€ [amin: amax]: if Hl =0in [t1:t2] c [toitf]
:Bmin: if HZ >0
,3* = ﬁmaxr if H2 <0 (20)

€ [Bmin: Pmax), if Hy =0in[ts,t,] © [to'tf]

Numerical Predictor-Corrector

With the optimal control law structure known, the-lmoard trajectory optimization problem is
solved utilizing a numerical predictor-correctorthwlology. The existing Fully Numerical Pre-
dictor Aerocapture Guidance (FNPAG) presented ifefeace 7, which is originally designed for
BAM, is modified for DFC application. The algorithoonsists of two phases during atmospheric



flight as illustrated by Figure 4. First, the guida hold occurs from atmospheric entry until the
sensible atmosphere is reached, which is defined lsgnsed g-load greater than 0.01. Once
reached, the guidance activates and Phase 1 b&ginag every guidance cycle in Phase 1, the
guidance determines the angle of attack switch tima¢ minimizes the two-buraV using the
golden-section method while flying at maximum angfi@ttack. Phase 1 ends once the optimized
switch time is reached. At this point, the anglatck switches to the lower bound and Phase 2
begins. During every guidance cycle in Phase 2gtlidance determines the constant angle of
attack value within the imposed bounds that mingsithe two-burm\V until guidance shut-off,
occurring when sensed g-load is less than 0.0k ddmtrol optimization is done to mitigate tra-
jectory dispersions caused by atmospheric densityiations after Phase 1. After guidance shut-
off, the guidance is held until atmospheric exit.slmmary, the NPC predicts the trajectory by
integrating the equations of motion to atmosphexitwith the univariate design parameter, either
switch time or angle of attack, and corrects th@gieparameter by utilizing the unconstrained and
parameter-bounded golden-section optimization ntetho
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Figure 4. Two-phase direct for ce control Neptune aer ocaptur e guidance.

The NPC optimization is unconstrained due to sepdrandling of the inclination constraint.
For this separate handling, the bank angle reverygal utilized in FNPAG is adapted to side-slip
angle reversals. At guidance activation, the vehils at a hold value, either maximum or mini-
mum side-slip angle as shown in Figure 4. Usingediptive lateral logic that manages inclination
error®, side-slip angle reversals from each control boamedconducted. The number of reversals
are prescribed and are utilized in the predictogid. Although the corresponding side-slip angle
switch time is not explicitly optimized, the sidiggsangle lateral logic uses the fact that the gt
optimal control law structure is bang-bang.

To improve the on-board atmospheric density mad¢hé presence of dispersions, an atmos-
pheric estimator is utilized each guidance cycle €xisting first-order fading memory filters for
aerodynamic lift and drag acceleration in FNPAGudilkezed to determine the corresponding den-
sity scaling factors. The estimator is extendedgishe same methodology to incorporate uncer-
tainties in side force.



METHODOLOGY
Numerical Simulation

For this study, a high-fidelity three degree-ofeflem truth simulation is utilized to assess the
feasibility and performance of the designed DFQlgace architecture. The Programs to Optimize
Simulated Trajectories Il (POST2) is employed astthjectory propagatéf.An oblate gravity
model with harmonics up to J2 is assumed. Atmosplaerface altitude is defined at 1000 km.
NeptuneGRAM is employed for the atmospheric modéh wdispersions. No atmospheric winds
are simulated and the atmosphere is assumed te roith the central body. Although no active
path constraints are enforced, the stagnation-pomeective heat rate and integrated heat load are
estimated using the Sutton-Graves relation forfereace nose radius of 1 m and Sutton-Graves
coefficient of 6.79e-5 Kg/m. The MSL aerodynamics model with dispersionstiized in the
propagator. The flight computer runs the guidarié€esHz. A pseudo angle of attack and side slip
angle controllers are implemented limiting the ratel acceleration limits of the guidance control
commands to 20 deg/s and 5 dégfsspectively. The lateral logic is constrainea tmaximum of
three side-slip angle reversals. The vehicle iakrtavigation system is assumed to have perfect
state knowledge of the vehicle dynamics throughimeitrajectory. This knowledge is used to esti-
mate the current atmospheric density and updaterthi®ard atmospheric model. For actual flight
applications, the perfect knowledge assumption dibel replaced by the on-board measurements
from the vehicle’s inertial measurement unit angfi air data sensing system. The post-aerocap-
ture four-burnAV scheme associated with periapsis raise, apoapsigction, inclination correc-
tion, and ascending node correction are computied) FEOST?2.

Monte Carlo Setup

The Monte Carlo tests are conducted to assesesgnéd guidance’s robustness and statistical
performance to a variety of simulated dispersiimduding delivery state, atmospheric density,
vehicle aerodynamics, and vehicle mass.

Table 1. Monte Carlo ssimulated dispersionsfor direct force control.

Category Variable Nominal #30r min/max | Distribution
Inertial entry flight path angle| -12.3° or -12.° roP covariance Correlated
B-Plane angle -176.500° From covariange Correlated
. Time (.)f flight to entry 1.310 sec From covariance Correlated
Delivery State interface
Inertial hyperbolic velocity 17.534 km/s From caeaice Correlated
V-infinity right ascension -127.049° From covariang Correlated
V-infinity declination 26.237° From covariance Celated
Atmosphere Random perturbation seed 1 1 to 29999 Uniform
P Fbias 0 -0.56 to 0.56 Uniform
Lift coefficient From MSL From MSL Normal
model Uncertanty
Aerodynamics| - From MSL From MSL
. Drag coefficient Normal
(wind-frame) model Uncertanty
Side-force coefficient From MSL From MSL Normal
model Uncertanty
Mass . From MSL
Properties Weight 2200 kg Uncertanty Normal




Table 1 lists the uncertainties and distributiguety utilized in the 8001 individual Monte Carlo
tests run with POST2. NeptuneGRAM is utilized togmte a uniformly distributed dispersions in
atmospheric density. The full MSL model and itsresponding dispersions are simulated to rigor-
ously test both the accuracy of the on-board lirrsapodynamics model and performance of the
guidance algorithm. Entry state dispersions areggaed using similar correlated approach navi-
gation performance from the previous NASA Neptusmeapture study. In particular, the nominal
inertial entry flight path angles are modified &ach blunt body scenario.

NEPTUNE AEROCAPTURE

The flight-heritage blunt body vehicle analyzedtirs study is analogous to MSL. However, it
is assumed that the vehicle has a flight contridotbr, propulsive or non-propulsive, that can
modulate angle of attack and side-slip angle tocamgesponding angle within the imposed control
limits. The limits are chosen to be within the guteble range of accuracy for the linear aerody-
namics model. Two control limit configurations the blunt body are considered and are referred
to as Scenario 1 and Scenario 2 for clarity. F@n@do 1, the angle of attack is bounded between
+20° while the side slip angle is bounded betwegh tesulting in a maximum L/D of 0.364. For
Scenario 2, the angle of attack is bounded bet#88f while side slip angle is bounded between
+5°, resulting in a maximum L/D of 0.578. The twanéigurations are selected to analyze the effect
of increased L/D capability on aerocapture perforoea

The Neptune aerocapture mission assessed is idiewatithe one studied in the previous NASA
Neptune aerocapture study found in Reference 1tdigeted retrograde elliptical orbit, with an
apoapsis of 430,000 km periapsis of 3986 km, ahit orclination of 153.547°, is designed to
enable flybys of Triton. Although not explicitlyigeted, the desired longitude of ascending is
330.827°.

Corridor Definition

The traditional definition of the theoretical entgrridor used by bank angle control is con-
strained by a shallow and steep side. The steepssakfined as the steepest entry flight patheangl
which allows the vehicle to reach the target apsaphile flying entirely full-lift vector up. The
shallow side defined as the shallowest entry fljghth angle which allows the vehicle to reach the
target apoapsis while flying entirely full-lift vear down. Assuming angle of attack primarily con-
trols the orientation of the lift vector for thevgn vehicle, full-lift vector up occurs at minimum
angle and full-lift vector down occurs at maximungke.

Using NeptuneGRAM with the nominal, minimum, andkmaum atmospheric density profiles,
the combined entry corridor width for Scenario 8 &tenario 2 are determined to be 0.352° and
0.980°, respectively as shown in Table 2. Suchhgidire more narrow than the 1.78° bank angle
width presented in Reference 4 using a 0.8 L/Ddgeaeroshell. The reduced L/D capabilities of
the blunt bodies reduces the allowable entry corngidth.

Using the combined range, the nominal entry fljggih angle is utilized as a design variable to
performance-tune the nominal Monte Carlo simulatifom each scenario. The resulting angles for
Scenario 1 and Scenario 2 are -12.3° and -12.5pewntively. These two values can be found in
Table 1 above.
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Table 2. Theoretical entry flight path angle corridor for direct force control.

Atmosphere Steep Side (deq) Shallow Side (deg) (it g) Middle (deg)
Scenario 1

Nominal -12.771 -12.084 0.687 -12.428

Minimum -12.896 -12.297 0.599 -12.597

Maximum -12.649 -11.950 0.699 -12.300

Combined -12.649 -12.297 0.352 -12.473
Scenario 2

Nominal -13.262 -12.085 1.177 -12.674

Minimum -13.371 -12.185 1.186 -12.778

Maximum -13.165 -11.809 1.356 -12.487

Combined -13.165 -12.185 0.980 -12.675

Aer ocaptur e Success

The feasibility of direct force control for planegaaerocapture can be assessed by the aerocap-
ture success. For each Monte Carlo run, the raguti@jectories can be classified as either cagture
or uncaptured. For the former runs, further clasaiion using an arbitrary post-aerocapture apoap-
sis range is typically utilized to define aerocaptsuccess. For the latter runs, further classifina
can be done to distinguish hyperbolic cases afetctaies that pass below the planet radius. Alt-
hough not ideal, hyperbolic cases can be corrabredigh propulsive burns. However, cases that
pass within the planet radius cannot be correctgelsa atmospheric “pop-out” burns, like those
utilized in aerobraking, are integrated into thedguace logic during atmospheric flight. Since the
designed guidance does not incorporate thesegdeatitction guidance logic, aerocapture success
is defined as the percentage of elliptical captuced.

Using this criterion, the aerocapture success eh&tol and Scenario 2 out of 8001 Monte
Carlo tests is 93.60% and 99.85%, respectivelypDebaving a lower success rate, the simulation
results for Scenario 1 do show promising resultsDBC guidance enabling blunt-body Neptune
aerocapture. Increasing success can be achievagythmcreasing L/D modulation capability, as
shown by the results of Scenario 2. Furthermomre réisults indicate that the linear aerodynamics
model is both satisfactory and robust for on-b@gplication. The aerocapture performance of the
designed DFC guidance is presented in the nexbsect

Aerocaptur e Performance

The Monte Carlo orbit insertion performance of glidance algorithm for Scenario 1 and Sce-
nario 2 is shown in Figure 5. The guidance activelgimizes the combination of periapsis raise
and apoapsis correction maneuvers, while the lal@gec minimizes the inclination error. The
periapsis raise maneuver and ascending node dorrege costs incurred regardless of guidance
performance due to the need to raise periapsi®fotite atmosphere and the precession of the
ascending node due to planetary oblateness. Tlaesdggests that increasing periapsis altitude
error noticeably increases the raise manewémwhile having a negative ascending node error
reduces the associated correctivi. The lateral logic sufficiently regulates the lination to
within £0.1° of the targeted amount leading to aué correctiomV. This result demonstrates
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both the validity and performance of the small sitie angle commands utilized by the designed
DFC guidance. The simulated dispersions causerafis@nt variation in the post-aerocapture
apoapsis altitude with respect to the targetedaiglading to a significant increase in the assediat
correctionAV. Undershooting apoapsis significantly increadesdorrectiom\V cost as compared

to overshooting apoapsis. Scenario 2 demonstratabes apoapsis altitude error on average lead-
ing to much lower correction maneuver as compaoe8denario 1. The small increase in L/D
modulation capability associated with Scenario Btigbuted to significant improvement in the
trajectory optimization.
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Figure5. Monte Carlo propulsive AV magnitude vsinsertion error for periapsis altitude, apoapsis
altitude, inclination, and longitude of ascending node corrections.

A histogram of the periapsis plus apoapsis and tdfacost for each vehicle is shown fing-
ure 6. The former cost is representative of the [@Eidance trajectory optimization performance
while the latter cost is representative of the toldal AV required after aerocapture for full orbit
insertion. Due a significantly lower apoapsis ertbe majority of Scenario 2 simulation cases
outperform Scenario 1 in terms of eatV cost. Furthermore, the increase in L/D capabikitih
Scenario 2 significantly reduces the statisticakagd of theAV costs by more than an order of
magnitude.
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Figure 6. Monte Carlo histogramsfor periapsisraise + apoapsis correction AV and total correction
AV cost.

COMPARISON TO BANK ANGLE MODULATION

The previous section of this paper demonstratedviability and robustness of Neptune
aerocapture using a flight-heritage blunt body evyiplg DFC. The existing NASA Neptune
aerocapture study demonstrated similar viability eobustness of Neptune aerocapture using slen-
der bodies employing BAM. Consequently, two didtivehicle architectures for Neptune aerocap-
ture are present: 1) blunt-body DFC and 2) slehdely BAM. Architecture 1 requires significant
technology maturation in flight control surfaces fimodulating angle of attack and side-slip angle
while Architecture 2 requires technology maturatioslender aeroshells. Given these technolog-
ical requirements, the natural questions ariseghatt is the technology benefit of one architecture
over the other. This question can be addresseddghrtvade studies on the potential flight control
techniques and aeroshell configuration options.séquently, the results presented in this section
provide a first-cut assessment of the aerocaptatenblogy trade space.

A means to facilitate the trade study is the agroe guidance architecture. Although the
guidance may employ different control methods,dbiee algorithms are generally the same. For
the same optimization problem setup, the deriveainab control structure for DFC is identical to
that derived for BAM. The same closed-loop numéipcadictor-corrector algorithm is utilized for
the on-board guidance. Because of these similgrifie same Neptune aerocapture mission is an-
alyzed for a BAM guidance. Using Reference 15eadgr ellipsled aeroshell timmed at 40° angle
of attack, corresponding to L/D of 0.8, is analyZ€&dis vehicle configuration, adapted from the
NASA Neptune aerocapture systems study, is refeaoed Scenario 3 for clarity. The numerical
simulation setup is nearly identical to that uglizby DFC simulations. Control specific modifica-
tions include a maximum of three bank angle reveifsa the lateral logic, pseudo controller lim-
iting the bank angle rate and acceleration linot2® deg/s and 5 ded/sind bank angle control
limits of £165°. The prescribed Monte Carlo dispemns are identical except for the aerodynamics
and mass, which are modified to be representatfittieecanalyzed ellipsled, as well as entry flight
path angle, which come from the study. A summarhe$e modifications are shown in Table 3.
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Table 3. Modified Monte Carlo simulated dispersionsfor bank angle modulation.

Category Variable Nominal #3or min/max | Distribution
Delivery State| Inertial entry flight path angle 228° From covariance Correlated
Aerodynamics| Lift coefficient 1.124 +0.1707 Normal

(wind-frame) Drag coefficient 1.405 +0.1193 Normal
Mass_ Weight 2200 kg +10% Normal
Properties

Table 4. Monte Carlo statistics for direct force control and bank angle modulated aer ocapture at

Neptune.

Parameter Mean a3 1stpercentile 50 percentile

99th percentilg

Direct Force Control - Scenario 1

Apoapsis Error, x10km 58.035 821.524 -100.155 5.255 693.970
Inclination Error, deg 0.016 0.064 -0.035 0.017 63.0
Periapsis + ApoapsisV, m/s 136.606 275.384 83.425 102.451 468.261
Inclination + NodeAV, m/s 31.494 9.381 23.827 31.521 38.968
Total AV, m/s 168.100 274.261 113.602 135.332 497.741
Peak deceleration, g 7.028 3.213 4.753 6.966 9.822
Peak conv. heat rate, W/ém 3426.217 927.093 2869.254 3397.081 4239.68
Integrated heat load, kJ/ém 502.162 75.645 459.495 498.014 591.757
Direct Force Control - Scenario 2
Apoapsis Error, x10km 18.058 223.131 -24.715 1.096 255.826
Inclination Error, deg -0.004 0.079 -0.068 -0.003 .052
Periapsis + ApoapsisV, m/s 107.927 112.660 84.015 97.583 280.296
Inclination + NodeAV, m/s 31.947 8.146 25.415 31.962 38.170
Total AV, m/s 139.874 111.131 114.173 130.160 308.183
Peak deceleration, g 7.028 3.213 4.753 6.966 9.822
Peak conv. heat rate, W/ém 3856.788 1192.177 3040.00( 3832.026 4881.82
Integrated heat load, kJ/ém 486.859 52.924 451.382 486.440 538.290
Bank Angle Modulation — Scenario 3
Apoapsis Error, x10km 10.084 116.877 -73.468 4.700 124.979
Inclination Error, deg 0.045 0.486 -0.573 0.029 08.4
Periapsis + ApoapsisV, m/s 121.908 102.165 83.595 112.688 242.671
Inclination + NodeAV, m/s 67.795 38.158 38.747 65.908 101.994
Total AV, m/s 189.703 102.067 141.714 182.189 308.046
Peak deceleration, g 12.643 5.201 9.102 12.524 607.2
Peak conv. heat rate, W/ém 4316.322 892.906 3676.384 4307.250 5053.53
Integrated heat load, kJ/ém 465.786 75.793 412.117 464.917 530.161
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The Monte Carlo simulation statistics for the DF&tasets, Scenario 1 and 2, and the BAM
dataset, Scenario 3, are summarized in Table 4ist®ts include orbit insertion performance in
terms of apoapsis altitude and inclination errorrectionAV burns, peak deceleration, peak con-
vective heating, and integrated heat load. The Igition statistics demonstrate that the designed
DFC guidance applied to both blunt-body vehiclesuiiciently robust to overcome uncertainties
in delivery state, vehicle aerodynamics, and atesp density. To achieve full orbit insertion for
the analyzed Neptune mission using Scenario 1 en8® 2, the 99percentile totahV required
is 498 m/s and 308 m/s, respectively. The DFC vesiexhibit significantly better lateral logic in
terms of a lower inclination error and correspogdut-of-planeAV cost. The importance of this
latter burn to the totahV cost is also exhibited in the statistics. Theresponding burn for the
DFC vehicles accounts for less than 15% of thd tatst as compared to the 33% demonstrated by
the BAM slender vehicle. Despite having a lower Ipiddulation capability, Scenario 2 apoapsis
error and correspondimgV is on par with the performance of Scenario 3sTesult demonstrates
that DFC can enable Neptune aerocapture with flghitage blunt bodies without significantly
compromising performance as compared to BAM slemdelies. Although no active path con-
straints are enforced in the simulations, the mksdeleration, peak convective heat rate, and inte-
grated heat load values are significant. The aeatitng parameters are similar between the DFC
and BAM vehicles; yet, the peak deceleration is 30%er for DFC. This finding indicates that
DFC can be enable a significant reduction in vehétituctural requirements.

CONCLUSIONS

The application of a direct force control guidafmeplanetary aerocapture at Neptune is inves-
tigated in this work. The investigation includeck trormulation of an analytical aerodynamics
model for a flight-heritage blunt body aerosheliadl as the derivation of optimal control laws
associated with angle of attack and side-slip amgldulation. The closed-loop guidance is formu-
lated using a numerical predictor-corrector aldgonit Blunt-body aerocapture employing direct
force control with two different L/D modulation calpilities are investigated. The theoretical entry
corridor as well as the algorithm performance urgiturbations in aerodynamics, atmospheric
density, and entry state for each scenario is ptedeThe Monte Carlo simulation results demon-
strate the viability and robustness of direct faroatrol blunt-body aerocapture, enabling 99.85%
successful science orbit insertion within a 310 tofal AV budget for periapsis raise, apoapsis,
inclination and ascending node adjustments. Corspiasito slender body bank angle modulated
guidance indicate that direct force control emptbym blunt bodies can both enable similar
aerocapture performance with lower L/D modulatiapability and can substantially reduce vehi-
cle g-loading.

The first-of-its-kind results presented for dirémtce control demonstrates the relevance of the
flight control technique as an enabling and enhanaerocapture technology. Conducting further
trade studies on the different flight controls lirting drag modulation, flight effectors, including
non-propulsive ones, and aeroshell configuratiotioap, including deployable decelerators, at
other planetary destinations is warranted. As destnated in this paper, the modular guidance
architecture can be utilized as the catalyst ifigpeting such further studies.
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