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Numerical and experimental studies have demonstrated that modal growth of planar Mack
modes is responsible for laminar-turbulent transition on sharp cones at hypersonic speeds.
However, the physical mechanisms that lead to transition onset upstream of the entropy-layer
swallowing location over sufficiently blunt geometries are not well understood as yet. Modal
amplification is too weak or nonexistent to initiate transition at moderate-to-large bluntness
values. Nonmodal analysis shows that, with increasing nose bluntness, both planar and oblique
traveling disturbances that peak within the entropy layer experience appreciable energy am-
plification. However, because of the relatively weak signature of the nonmodal traveling dis-
turbances within the boundary-layer region, the route to transition onset subsequent to the
nonmodal growth remains unclear. Thus, nonlinear parabolized stability equations (NPSE)
and direct numerical simulations (DNS) have been used to investigate the potential transition
mechanisms over a 7-degree blunt cone that was tested in the AFRL Mach-6 high-Reynolds-
number facility. Computations are performed to separately follow the nonlinear development
of two classes of inflow disturbances, namely, a pair of oblique traveling waves with equal but
opposite angles with respect to the mean flow direction and a planar traveling wave. Results in
both cases show an excellent agreement between the NPSE and DNS predictions, establishing
that the NPSE is an accurate and efficient technique for predicting the nonlinear development
for these particular nonmodal traveling disturbances. Computations reveal that the oblique
mode interactions lead to the generation of stationary streaks inside the boundary layer that,
in turn, facilitate the growth of a subharmonic sinuous disturbance. For relatively modest
amplitudes of the inflow disturbance, the oblique-mode breakdown can lead to transition at the
measured location of transition onset during the experiment. On the other hand, the nonlinear
development of a planar traveling wave leads to the formation of inclined structures just above
the boundary-layer edge and these structures are strongly reminiscent of the transitional events
observed during blunt cone experiments by using schlieren flow visualizations.

Nomenclature

E = total energy norm
F = disturbance frequency [s−1]
ht = total enthalpy [kg ·m2 · s−2]
hξ = streamwise metric factor
hζ = azimuthal metric factor [m]
L = reference length [m]
m = azimuthal wavenumber [rad−1]
M = Mach number
N = Logarithmic amplification factor
q̂ = vector of amplitude variables
q̆ = vector of disturbance function variables
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q̄ = vector of base flow variables
q̃ = vector of perturbation variables
Re∞ = freestream unit Reynolds number [m−1]
ReRN = Reynolds number based on nose radius
Sch = Numerical schlieren
rb = local radius of axisymmetric body at the axial station of interest [m]
RN = nose radius [m]
T = temperature [K]
Tw = wall temperature [K]
Tw,ad = adiabatic wall temperature [K]
(u, v,w) = streamwise, wall-normal, and azimuthal velocity components [m · s−1]
(x, y, z) = Cartesian coordinates
α = streamwise wavenumber [m−1]
δh = boundary-layer thickness [m]
δS = entropy-layer thickness [m]
κ = streamwise curvature [m−1]
ω = disturbance angular frequency [s−1]
ρ = density [kg m−3]
(ξ, η, ζ ) = streamwise, wall-normal, and azimuthal coordinates
∆ξ = streamwise interval considered for optimal growth analysis [m]
∆S = entropy increment [kg m2 · s−2 ·K−1]
θ = cone half-angle [◦]
Superscripts
∗ = dimensional value
H = conjugate transpose
Subscript
∞ = freestream value
T = transition location
Abbreviations
AFRL = Air Force Research Laboratory
DNS = direct numerical simulation
DPLR = data parallel-line relaxation
HLNSE = harmonic, linearized Navier-Stokes equations
MFD = mean flow distortion
NS = Navier-Stokes
LIF = laser-induced fluorescence
LPSE = linear parabolized stability equations
NPSE = nonlinear parabolized stability equations
RMS = root-mean-square

I. Introduction
Laminar-turbulent transition of boundary-layer flows can have a strong impact on the performance of hypersonic

vehicles because of its influence on the surface skin friction and aerodynamic heating. Therefore, the prediction and
control of transition onset and the associated variation in aerothermodynamic parameters in high-speed flows is a key
issue for optimizing the performance of the next-generation aerospace vehicles. Although many practical aerospace
vehicles have blunt, hemispherical and ogival nose-tips, the mechanisms that lead to boundary-layer instability and
transition on such geometries are not well understood as yet. A detailed review of boundary layer transition over
sharp and blunt cones in a hypersonic freestream is given by Schneider [1]. As described therein, both experimental
and numerical studies have shown that the modal growth of Mack-mode instabilities (or, equivalently, the so-called
second-mode waves) is responsible for laminar-turbulent transition on sharp, axisymmetric cones at zero angle of attack.
Studies have also shown that increased nose-tip bluntness, i.e., radius of hemispherical or ogival nose-tips, lead to the
formation of an entropy layer that can extend well beyond the vicinity of the nose-tip region [2]. This entropy layer has
been shown to have a stabilizing effect on the amplification of Mack-mode instabilities, which is consistent with the
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observation that the onset of transition is displaced downstream as the nose bluntness is increased. However, while
the boundary layer flow continues to become more stable with increasing nose bluntness, experiments indicate that
the downstream movement in transition actually slows down and eventually reverses as the nose bluntness exceeds a
certain critical range of values [2]. The observed reversal in transition onset at large values of nose bluntness is contrary
to the predictions from linear stability theory, and therefore, must be explained using a different paradigm. While no
satisfactory explanation has been proposed as yet, one of the physical effects that is suspected to cause this transition
reversal is the role of surface roughness and/or freestream turbulence. Therefore, nonmodal disturbance amplification
induced by the external forcing has been recently proposed as the basis for a physics-based model of the transition
reversal phenomenon [3–5].

A recent collaborative effort under the NATO STO group AVT-240 on Hypersonic Boundary-Layer Transition
Prediction focused on the problem of transition on axisymmetric cones with blunt, hemispherical nose-tips and on
the potential role of transient growth in the transition reversal phenomenon [3, 5]. The comparison of wind tunnel
measurements at freestream Mach numbers from 6 to 12 in both U.S. and European facilities showed two distinct
regions referred to as “small bluntness” where the transition location moves downstream with increased bluntness,
and “large bluntness” where the transition location rapidly moves upstream. Furthermore, Stetson [2] identified an
intermediate regime for “moderately-large bluntness” values, wherein transition still moves downstream as the nose
bluntness is increased, but at a significantly slower rate. In these cases, the frustum transition is measured at locations
where the Mack-mode waves are not sufficiently amplified and yet the transition Reynolds number is lower than that for
a sharp cone at the same flow conditions. Beyond the critical nose Reynolds number for transition reversal for large
bluntness values, the transition appears to depend on uncontrolled disturbances due to nose-tip roughness. The reason
for the variation in the critical Reynolds numbers among the datasets is not clear as yet. The use of fast-response heat
flux sensors can help to characterize the transition mechanisms on blunt cones. For instance, time-resolved heat transfer
measurements performed at Mach 9 by Zanchetta [6] in the Imperial College Gun Tunnel on a 5-degree half-angle cone
revealed that in the reversal regime, transitional events are formed in the near-nose region and convect downstream.
The formation frequency of the events was linked to the severity of the roughness environment. The experimental
investigation of roughness effect in the transition reversal regime [6] revealed that two-dimensional annular trips may be
more effective to enhance transition than three-dimensional roughness. Recent laser-induced-fluorescence-based (LIF)
schlieren measurements from Grossir et al. [7] on a blunt 7-degree half-angle cone at Mach 11.9 in the Von Kármán
Institute Longshot hypersonic wind tunnel revealed disturbances with shapes quite different from the usual second-mode
rope structures. The disturbances that extend above the edge of the boundary layer for the 4.75 mm nose-tip radius.
These disturbances, that were not present on schlieren images for sharper cones, could be a manifestation of the blunt
cone transition mechanism leading to the heat transfer fluctuation measured by Zanchetta [6]. However, the available
linear stability analyses [8–13] agree that the frustum transition for moderately-large bluntness and transition reversal
for large bluntness cannot be predicted by only considering modal instability amplification, because Mack’s second
mode is strongly stabilized by the presence of the entropy layer and the first mode, commonly responsible for the onset
on transition at boundary-layer-edge supersonic conditions, is not destabilized. Additionally, the modal amplification of
entropy-layer modes is marginal as reported by Refs. [5, 14, 15].

Because of the failure of the modal instability theory to predict the transition within the swallowing distance of the
entropy layer, nonmodal growth was proposed by Paredes et al. [3] as the potential basis for a physics-based model for
the experimentally observed onset of transition. Results indicate that stationary disturbances that are initiated within the
nose-tip vicinity can undergo relatively significant nonmodal amplification that increases with the nose-tip bluntness.
This finding does not provide a definite link between transient growth and the onset of transition, but is qualitatively
consistent with the experimental observations that frustum transition during the reversal regime was highly sensitive to
wall roughness, and furthermore, was dominated by disturbances originating near the nose-tip. The predictions for
optimal transient growth were used to design an azimuthally periodic array of microroughness elements located near
the sonic point at the nose-tip [3]. The measurements showed that variable bluntness models with similar values of
roughness Reynolds number, Rekk , affected transition only on the blunter cone, demonstrating that transition onset in
this case is associated with the combined effects of bluntness and roughness. Furthermore, Cook et al. [4], Paredes et al.
[5, 16] showed significant nonmodal growth of planar and oblique traveling disturbances that peak within the entropy
layer. For moderately blunt cones, Paredes et al. [16] reported an initial nonmodal growth followed by a partial decay
in disturbance amplitude that is subsequently overcome via modal growth as Mack-mode waves in the downstream
region. This behavior is qualitatively consistent with the experimental observations that frustum transition in the absence
of sufficient Mack-mode amplification is accompanied by a double peak in the disturbance amplification curve [10].
Furthermore, schlieren measurements based on laser-induced-fluorescence (LIF) [7] have revealed that, for a blunt,
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7-degrees half-angle cone at Mach 11.9, there exist prominent disturbance structures extending above the edge of
the boundary layer. It has been speculated [16] that the observed disturbances may be associated with the nonmodal
amplification of traveling waves.

The present paper investigates the nonlinear evolution of the nonmodal traveling disturbances from Paredes et al.
[16], which may potentially lead to laminar-turbulent transition upstream of the swallowing location of the entropy
layer on a variable bluntness, 7-degree cone that was tested in the AFRL Mach-6 high-Reynolds-number facility[13].
The methodologies used to investigate the nonlinear evolution of disturbances are summarized in Section II. Then, the
laminar boundary layer flow over the selected configurations and the results for planar and oblique traveling disturbances
are presented in Section III. A brief summary, including the conclusions based on this study, are presented in Section IV.

II. Theory
In this section, we outline the methodologies used to study the nonlinear development of instability waves in

the studied configurations. The linearly optimal perturbation that results in maximum energy gain at a specified
downstream position is used as the inflow condition for the parabolic integration of the nonlinear PSE and direct
numerical simulation (DNS) solvers. The inflow profiles used in the present nonlinear study are computed following
the analysis of Refs. [5, 16], who used the harmonic form of the linearized Navier Stokes equations (HLNSE) and the
linear parabolized stability equations (LPSE) frameworks for modal and nonmodal analysis. Details about these linear
methods can be found in such references.

A. Nonlinear Parabolized Stability Equations
In what follows, we study the boundary layers over axisymmetric bodies in hypersonic freestream flows. The

freestream conditions and geometries are selected to match a subset of configurations used in the experiments conducted
with variable bluntness, 7-degree cones at AFRL [13]. For this problem, the computational coordinates are defined
as an orthogonal body-fitted coordinate system, where (ξ, η, ζ ) denote the streamwise, wall-normal, and azimuthal
coordinates and (u, v,w) represent the corresponding velocity components. Density and temperature are denoted by ρ
and T . The metric factors are defined as

hξ = 1 + κη, (1)
hζ = rb + η cos(θ), (2)

where hξ and hζ are associated with the streamwise and azimuthal curvature, respectively, κ denotes the streamwise
curvature, rb is the local radius, and θ is the local half-angle along the axisymmetric surface, i.e., sin(θ) = drb/dξ.

The disturbance variables are expanded in terms of their truncated Fourier components assuming they are periodic
in time and can be written as

q̃(ξ, η, ζ, t) =
N∑

n=−N

q̆(ξ, η, ζ ) exp [−inωt] . (3)

The streamwise wavenumber is α and ω is the angular frequency of the perturbation. The Cartesian coordinates are
represented by (x, y, z). The vector of perturbation fluid variables is q̃(ξ, η, ζ, t) = ( ρ̃, ũ, ṽ, w̃, T̃ )T and the vector of
disturbance functions is q̆(ξ, η) = ( ρ̆, ŭ, v̆, w̆, T̆ )T . The vector of basic state variables is q̄(ξ, η) = ( ρ̄, ū, v̄, w̄, T̄ )T . The
present study focuses on axisymmetric boundary-layer flows, and therefore, the basic state variables are homogeneous
in the spanwise direction. The linear analysis conducted by Paredes et al. [16] exploited this characteristic and
also introduced the Fourier decomposition of the disturbance variables in the azimuthal direction via the azimuthal
wavenumber m. Here, the nonlinear, plane-marching PSE technique is used with Fourier collocation discretization
along the azimuthal direction, although a nonlinear, line-marching PSE could also be used for the present flow problem.

The PSE approximation is based on isolating the rapid phase variations in the streamwise direction by introducing
the ansatz

q̆(ξ, η, ζ ) = q̂(ξ, η, ζ ) exp
[
i
∫ ξ

ξ0

α(ξ ′) dξ ′
]
, (4)

where the unknown wavenumber distribution α(ξ) is determined in the course of the solution by imposing an additional
constraint ∫

ζ

∫
η
q̂∗
∂q̂
∂ξ

hξ hζ dη dζ = 0, (5)
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where the amplitude functions q̂(ξ, η, ζ ) = ( ρ̂, û, v̂, ŵ, T̂ )T vary slowly in the streamwise direction in comparison with
the phase term exp

[
i
∫ ξ

ξ0
α(ξ ′) dξ ′

]
. Substituting Eq. (4) into Eq. (3) and involving the scale separation to neglect the

viscous, streamwise derivative terms, one obtains the NPSE in the form(
Ln +Mn

∂

∂x

)
q̂n (x, y, z) = Fn (x, y, z) exp

(
−i

∫ x

x0

αn (x ′) dx ′
)
, (6)

where Fn is the Fourier component of the total forcing F that contains the nonlinear terms. The entries of the coefficient
matrices for Ln , Mn and vector F with a more detailed description of the method can be found in Refs. [17–19].

The discretized NPSE are integrated along the streamwise coordinate by using first-order backward differentiation.
Nonuniform stable high-order finite-difference schemes [20, 21] of sixth order are used for discretization of the NPSE
along the wall-normal coordinate. For the results presented here, the wall-normal direction is discretized using from
Nη = 201 to Nη = 401, with the nodes being clustered toward the wall. The spanwise direction is discretized with
Fourier collocation points. Depending on the amplitude of the inflow perturbation, the number of spanwise points is
varied from Nζ = 8 to Nζ = 32. The number of discretization points in every direction was varied in selected cases to
ensure convergence of the results.

No-slip, isothermal boundary conditions are used at the wall, i.e., û = v̂ = ŵ = T̂ = 0. The amplitude functions are
forced to decay at the farfield boundary by imposing the Dirichlet conditions ρ̂ = û = ŵ = T̂ = 0, unless otherwise
stated. The farfield boundary coordinate is set below the shock layer.

B. Direct Numerical Simulations
The three-dimensional, azimuthally-periodic, laminar boundary-layer flow over the cone surface perturbed by an

inflow low-amplitude traveling wave is also computed by using a high-order DNS solver. A detailed description of
the governing equations and their numerical solution is given by Wu and Martin [22]. The inviscid fluxes from the
governing equations are computed using a seventh-order wighted essentially nonoscillatory finite-difference WENO
scheme introduced by Jiang and Shu [23]; the present scheme also allows the use of limiters that have been optimized to
reduce the numerical dissipation. Both an absolute limiter on the WENO smoothness measurement and a relative limiter
on the total variation are employed simultaneously during the simulation [22]. The viscous fluxes are discretized using a
fourth-order central difference scheme and time integration is performed using a third-order low-storage Runge-Kutta
scheme [24].

The computational grid is based on the grid used for the NPSE calculations with 301 points in the wall-normal
direction, although the number of points in the streamwise direction is increased to have a minimum of 60 points per
streamwise wavelength of the fundamental wave, which resulted in a maximum of 5200 points, and the number of points
in the spanwise direction was selected to allow for the solution of the initial phases of transition with a maximum of 96
points. The grid resolution was checked for convergence by comparing with the NPSE results.

III. Results
This section describes the computational predictions of the nonlinear evolution of nonmodal traveling disturbances

in the boundary layer over a 7-degree blunt cone. The freestream conditions match a selected subset of conditions from
the experiments by [13] in the Air Force Research Laboratory (AFRL) Mach 6 High Reynolds Number facility. In
each computation, the inflow disturbance profile is obtained from the linear, optimal growth calculations presented in
an earlier paper [16]. Modal instability analysis for the AFRL cone has been already performed by Jewell et al. [13].
They found that all first-mode, Mack-mode, and entropy layer disturbances were either damped or weakly unstable
for the configurations of interest, and therefore, the experimentally measured transition onset cannot be predicted on
the basis of modal analysis. In the absence of modal growth, the transient growth mechanism was investigated as a
potential cause for the onset of transition by [3, 5, 16]. The nonmodal analysis showed that stationary three-dimensional
disturbances experience the maximum energy gain. Additionally, the results showed that the nonmodal growth persists
up to progressively higher disturbance frequencies when either the freestream Reynolds number or the nose-tip radius is
increased, or equivalently, as the nose Reynolds number, ReRN , becomes larger. With continued increase in ReRN , one
observes the emergence of a new peak in the energy gain contours within the (F,m) plane. This peak corresponds to the
nonmodal amplification of planar waves (m = 0) that are quite distinct from the second mode instabilities.

To set the stage for the results pertaining to the nonlinear evolution of the dominant nonmodal disturbances, we
begin with the basic state solutions at the conditions of interest and those are presented in subsection III.A.
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A. Laminar Boundary-Layer Flow
The laminar boundary-layer flows over the blunt cones were computed by [12] with reacting, axisymmetric

Navier-Stokes equations on a structured grid. The solver was a version of the NASA data parallel-line relaxation (DPLR)
code [25], that is included as part of the STABL-2D software suite, as described by Johnson [26] and Johnson et al.
[27]. This flow solver employs a second-order-accurate finite-volume formulation. The inviscid fluxes are based on the
modified Steger-Warming flux vector splitting method with a monotonic upstream-center scheme for the conservation
laws (MUSCL) limiter. The time integration method is the implicit, first-order DPLR method. The effects of chemistry
and molecular vibration are negligible at the present flow conditions. Thus, the high enthalpy effects are omitted from
the calculations. The viscosity law used is the Sutherland’s law and the heat conductivity is calculated using Eucken’s
relation. Additional details about the basic state solution and the grid convergence study are given by Jewell and Kimmel
[12].

The AFRL Mach 6 facility operates at stagnation pressures p0 from 700 to 2100 psi (4.83 to 14.5 MPa). The
working fluid is air and is treated as an ideal gas because of the relatively low temperature and pressure. The blunt cones
used in the experiments by Stetson [2] had a half-angle of 8◦ and a base radius of 2.0 in. (0.0508 m). A total of 196
experiments encompassing 108 unique conditions comprised the Stetson [2] Mach 6 results. Table 1 shows the details of
the configuration selected for the present analysis. The present analysis uses the 7◦ half-angle variable-bluntness cone
that is currently used in the experiments in the AFRL Mach 6 facility by Jewell et al. [13]. The actual freestream Mach
number is M∞ = 5.9. The thermal wall condition is isothermal with a constant wall temperature equal to T̄w = 300.0 K
that corresponds to a wall-to-adiabatic temperature ratio of T̄w/T̄w,ad = 0.57. The experimentally measured transition
location, ξT , by Jewell et al. [13] are included. The predicted Mack-mode N-factor, i.e., NMM(ξT ), together with
the corresponding disturbance frequency, FMM(ξT ), computed by Paredes et al. [16] are also shown in Table 1. The
predicted N-factor at the measured transition location is nearly zero. Therefore, the Mack-mode instability cannot be the
cause behind the transition onset observed in the experiments.

Table 1 Details of the AFRL configurations used in the present study, including the measured transition
locations (ξT ) from Ref. [13], the Mack-mode N-factor (NMM(ξT )) at the transition location, along with the
frequency of the most amplified disturbance (FMM(ξT )). The flow conditions are M∞ = 5.9, T̄∞ = 76.74 K,
T̄w = 300 K, and T̄w/T̄w,ad = 0.57.

RN [mm] Re∞ [×106 m−1] ReRN [×103] ξT [m] NMM(ξT ) FMM(ξT ) [kHz]
1.524 91.5 139.4 0.133 0.04 1340

The Mach number and entropy increment contours of the laminar boundary-layer flow from Table 1 are shown in
figure 1. The streamwise domain is selected to observe the nose-tip vicinity. The entropy increment, ∆S, is defined
with respect to the freestream value, i.e., ∆S = cp ln(T̄/T̄∞) − Rg ln(p̄/p̄∞), where cp = 1004 J · kg−1 ·K−1 is the
specific heat for a constant pressure and Rg = 287.058 J · kg−1 ·K−1 is the specific gas constant. The entropy-layer
edge, δS , is defined as the location where the local entropy increment is 0.25 times the entropy increment at the wall
(∆S(ξ, η = δS ) = 0.25∆Swall ). The entropy-layer edge approaches the boundary-layer edge as the streamwise location
increases. The local Mach number remains below approximately 4.4 under the entropy-layer edge.

B. Nonlinear Evolution of Nonmodal Traveling Disturbances
The linear, nonmodal amplification characteristics at the test condition from Table 1 were computed by Paredes et al.

[16]. Their results showed significant disturbance growth over a streamwise interval of (ξ0, ξ1) = (0.014, 0.133) m
preceding the measured transition location. The highest energy gain occurred for an oblique stationary disturbance with
(F,m) = (0, 68) and NE = 5.58. The perturbations associated with this mode are mostly contained to the boundary layer
region. The results from Paredes et al. [16] also show that oblique traveling disturbances experience a monotonically
reduced energy amplification as the disturbance frequency is increased, and furthermore, that the traveling disturbances
have a notably different structure than the stationary streaks. In particular, the peak disturbance magnitude for the
oblique traveling waves is located in between the edge of the boundary layer and the outer boundary of the entropy-layer
region. An additional peak in the energy amplification contours corresponds to planar traveling disturbances with a
similar disturbance profile. The maximum energy gain for the planar disturbances corresponds to F = 420 kHz, with
a logarithmic energy gain of NE = 3.60. Because the traveling mode structures have a rather weak signature inside
the boundary-layer region (i.e., below the edge of the boundary layer), if and how they can initiate the process of
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Fig. 1 Mach number (M) and entropy increment (∆S) contours of the laminar boundary-layer flow over the
AFRL configuration with RN = 5.08 mm. The dashed, black line indicates the edge of the entropy layer, δS .

boundary-layer transition remains to be determined. To help address that question, we now investigate the possible
paths to transition via nonmodal growth of traveling disturbances by studying their nonlinear evolution. The inflow
disturbance for the present computations is extracted at ξ = 0.03 m from the linear nonmodal analysis of Paredes et al.
[16] for a streamwise interval of (ξ0, ξ1) = (0.014, 0.133) m. First, an inflow disturbance composed of a pair of oblique
traveling waves with F = 250 kHz and m = ±50 is used to investigate the possibility of an oblique-mode breakdown.
Second, the nonlinear development of a planar wave with F = 500 kHz is studied as a potential precursor to transition
via a fundamental- or subharmonic-type secondary instability.

1. Oblique traveling waves
First, an inflow disturbance composed of a pair of oblique traveling waves with F = 250 kHz and m = ±50 is

introduced into the NPSE and DNS computations. Computations are performed for two different inflow amplitudes. The
lower amplitude case corresponds to |ũ1 |max/u∞ = 7.13× 10−6, aimed at cross-validating the PSE and DNS predictions
for the case of a nearly linear evolution. The higher amplitude case is aimed at investigating nonlinear effects on the
nonmodal growth, and corresponds to an initial amplitude that is 100 times larger, i.e., |ũ1 |max/u∞ = 7.13 × 10−4.

Figure 2 shows the streamwise evolution of the root-mean-square (RMS) of the streamwise velocity disturbance
corresponding to the fundamental frequency, the mean-flow-distortion (MFD), and the harmonics created via nonlinear
effects. The low amplitude, quasilinear case from figure 2(a) indicates an excellent agreement between the linear
prediction based on LPSE and the nonlinear predictions obtained with NPSE and DNS. The higher amplitude case
of figure 2(b) also shows a good agreement between the three methodologies, but the nonlinear predictions begin to
deviate from the linear curve around ξ = 0.1 m. From this location, the nonlinear effects become appreciable, but the
NPSE and DNS continue to agree, with the exception of minor discrepancies for the higher harmonics. However, as
the disturbance amplitude becomes sufficiently large, the NPSE marching fails to converge, starting at approximately
ξ = 0.135 m. For both initial amplitudes, the MFD experiences a rapid growth starting from ξ ≈ 0.07 m. This abrupt
change in the slope of the MFD amplitude curve is caused by a switchover in the peak location of the MFD profile, from
an outer peak in the entropy layer upstream of ξ ≈ 0.07 m to an inner peak within the boundary-layer region for ξ > 0.07
m. The considerably faster growth in the MFD magnitude along the inner peak is clearly evidenced from the change
in the slope of the MFD amplitude curve. Figure 3 shows a three-dimensional view of the isosurfaces of streamwise
velocity disturbance for the MFD, fundamental, and first harmonic modes for the case of the high initial amplitude
from figure 2(b). The fundamental mode also peaks within the entropy layer at a sufficiently upstream location, i.e.,
significantly farther out from the boundary layer edge, but the peak location approaches the boundary layer edge with an
increasing downstream distance. The emergence of the stationary streaks associated with the MFD mode coincides with
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Fig. 2 Root-mean-square evolution of streamwise velocity disturbance computed with NPSE and DNS for a
fundamental disturbance composed by a pair of traveling waves with F = 250 kHz and m = ±50 with an
initial amplitude of (a) |ũ1 |max/u∞ = 7.13 × 10−6 and (b) |ũ1 |max/u∞ = 7.13 × 10−4. The linear evolution of the
fundamental mode computed with LPSE is also included.

Fig. 3 Positive (red) and negative (blue) isosurfaces of streamwise velocity disturbance of (a) MFD, (b) fun-
damental, and (c) first harmonic modes computed with DNS for an initial disturbance composed by a pair of
traveling waves with F = 250 kHz and m = ±50 with an initial amplitude of |ũ1 |max/u∞ = 7.13 × 10−4.

the axial location where the peak fundamental fluctuations approach the edge of the mean boundary layer from above.
The stationary streaks continue to amplify downstream, resulting in a strong azimuthal modulation of the boundary
layer flow. Disturbances at the first harmonic (F = 500 kHz) of the fundamental disturbance are initially dominated
by the axisymmetric wave created by the nonlinear interaction between the pair of oblique waves at the fundamental
frequency of F = 250 kHz. Farther downstream, however, the disturbance motion at all three leading frequencies (i.e.,
MFD, fundamental, and the first harmonic) develop a more complex structure, involving an azimuthal modulation of the
initial axisymmetric disturbance at F = 500 kHz by the stationary streaks as well as the appearance of higher harmonics
in the azimuthal direction.

Figure 4 shows the isolines of the stationary streamwise velocity corresponding to the superposition of the
unperturbed, laminar basic state and the MFD mode, together with the isocontours of the fundamental mode. Both sets
of contours clearly highlight the azimuthal modulation of the boundary layer due to the finite amplitude streaks at twice
the azimuthal wavenumber of the primary, traveling mode disturbance. Furthermore, the streaks become unstable and
the disturbance at the fundamental frequency transitions to a sinuous instability corresponding to a subharmonic of the
streak spacing. This sinuous disturbance increases in amplitude (albeit in a non-monotonic fashion due to what appears
to be a cyclic exchange in energy with the first harmonic at F = 500 kHz) and may eventually lead to a breakdown of
the streaks.

Figure 5 shows the evolution of the skin friction coefficient for both the laminar basic state and for the case of higher
initial amplitude from figure 2(b). The NPSE and DNS skin friction predictions agree until the PSE marching fails to
converge and they both show a deviation from the laminar curve for ξ > 0.11 m, with a minimum in the skin friction
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Fig. 4 Streamwise velocity magnitude isocontours of the fundamental mode and streamwise velocity isolines
of the superposition of the basic flow and the MFD computed with DNS for an initial disturbance composed by
a pair of traveling waves with F = 250 kHz and m = ±50 with an initial amplitude of |ũ1 |max/u∞ = 7.13 × 10−4.
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Fig. 5 Evolution of the normalized skin friction coefficient for the nonlinear evolution of an initial disturbance
composed by a pair of traveling waves with F = 250 kHz and m = ±50 with an initial amplitude of |ũ1 |max/u∞ =
7.13 × 10−4 computed with NPSE and DNS. The laminar values are included as a reference.

coefficient at ξ = 0.123 m. Although not shown here, equivalent results are found for the heat transfer coefficient, with
the minimum at a slightly downstream location of ξ = 0.127 m. The NPSE method is able to reach the initial rise of
skin friction and heat transfer coefficients, in close agreement with the DNS prediction. Therefore, NPSE provides an
efficient technique for the parametric study of the initial phase of the nonlinear development of this type of nonmodal
traveling disturbances up to and somewhat beyond the initial rise in skin friction. Heat transfer measurements during the
experiments at AFRL Ref. [13] showed that the heat transfer coefficient first increased above the laminar value near
ξ = 0.133 m. The present results indicate that a noticeable increase in skin friction and heat transfer can occur at a
similar location as a result of the nonlinear interactions initiated by a pair of nonmodal traveling waves, even in the
absence of any modal growth associated with the Mack mode of instability.

The rise in skin friction from figure 5 may or may not signify the onset of transition and could be associated simply
with the finite amplitude stationary streaks within the boundary layer region. The relationship, if any, between the initial
rise in skin friction and an impending onset of transition can be established only via additional DNS computations
extending over a larger domain and/or for higher inflow amplitudes. Nonetheless, the NPSE and DNS computations
described in this section have provided a viable mechanism through which the entropy layer disturbances can penetrate
the boundary layer region and pave the way for a potential onset of transition via an enhanced growth of fluctuations in
the azimuthally modulated flow.
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2. Planar traveling waves
Next, we consider the case of an axisymmetric inflow disturbance with F = 500 kHz. In this case, three-dimensional

disturbances are not considered. Following the previous analysis, the inflow disturbance is extracted at ξ = 0.03 m
from the linear nonmodal analysis of Paredes et al. [16] with (ξ0, ξ1) = (0.014, 0.133) m. The initial amplitude is set to
|ũ1 |max/u∞ = 8.4 × 10−4 and 3.3 × 10−3.
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Fig. 6 Root-mean-square evolution of streamwise velocity disturbance component computed with NPSE and
DNS for a fundamental disturbance with F = 500 kHz, m = 0 and an initial amplitude of (a) |ũ1 |max/u∞ =
8.4× 10−4 and (b) |ũ1 |max/u∞ = 3.3× 10−3. The linear evolution of the fundamental mode computed with LPSE
is included.

Figure 6 shows the streamwise evolution of the RMS of the streamwise velocity disturbance for the MFD (n = 0),
the fundamental frequency (n = 1), and its higher harmonics (n > 1). The agreement between the NPSE and DNS
predictions is excellent. Nonlinear effects at both initial amplitudes are evident from the deviation of the fundamental
mode evolution from the linear prediction obtained via LPSE; specifically, figure 6(a) shows a deviation in the
fundamental mode amplitude starting from ξ ≈ 0.1 m for the lower initial amplitude case, while figure 6(b) shows a
different evolution between the nonlinear and linear predictions from ξ ≈ 0.08 m onward. In both cases, the maximum
amplitude based on the nonlinear computations is lower than that from the linear prediction, indicating an initially
stabilizing influence of nonlinear effects on the fundamental mode evolution. Also, the nonlinearity becomes sufficiently
strong in both cases so that the amplitude of the MFD overcomes that of the fundamental wave.

Fig. 7 Contours of temperature and streamwise velocity components of the total flow computed with DNS for
a fundamental disturbance with F = 500 kHz, m = 0 and an initial amplitude of |ũ1 |max/u∞ = 3.3 × 10−3. The
solid and dashed black lines indicate the edges of the boundary layer, δh , and the entropy layer, δS , respectively.

The temperature and streamwise velocity components of the perturbed boundary-layer flow, which is composed
of the basic flow and the total perturbation field, for the planar inflow disturbance with |ũ1 |max/u∞ = 3.3 × 10−3 is
shown in figure 7. The appearance of inclined structures above the boundary-layer edge is evident from the temperature
contours, although these structures are hardly distinguishable in the streamwise velocity figure. These inclined structures
are strongly reminiscent of the transitional events observed during blunt cone experiments by using schlieren flow
visualizations [7, 28]. To allow for a qualitative comparison with the experimental schlieren images, figure 8 shows the
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Fig. 8 Contours of numerical schlieren of the total flow computed with DNS for a fundamental disturbance
with F = 500 kHz and m = 0 with an initial amplitude of |ũ1 |max/u∞ = 3.3 × 10−3. The same scale is applied in
both axis. The solid and dashed black lines indicate the edges of the boundary layer, δh , and the entropy layer,
δS , respectively.

isocontours from the numerical schlieren that was defined after Ref. [22] as

Sch(ξ, η) = c1 exp
[
−c2((|∇ρ| − |∇ρ|min )/(|∇ρ|max − |∇ρ|min ))

]
, (7)

where the constants are set to c1 = 1.0 and c2 = 5.0, and

|∇ρ| =

√(
1
hξ

∂ρ

∂ξ

)2
+

(
∂ρ

∂η

)2
. (8)

A possible route to transition onset via nonlinear saturation of these planar waves would involve three-dimensional
secondary instability as demonstrated for planar waves in incompressible and compressible boundary layers [29–31] or
planar Mack-mode waves in hypersonic boundary layers [32].

IV. Summary and Concluding Remarks
The present paper represents an extension of the studies of Paredes et al. [5, 16], who investigated the linear,

nonmodal optimal growth of stationary and traveling disturbances over a 7◦ half-angle, variable-bluntness cone at zero
degrees angle of attack, with bluntness and freestream conditions corresponding to a subset of the experiments by
Stetson [2] and Jewell et al. [13] in the AFRL Mach 6 High Reynolds Number facility. The nonmodal growth analyses
from Refs. [5, 16] showed a significant energy gain upstream of the measured transition location for both stationary
streaks and planar and oblique traveling disturbances initiated near the nose tip. Transition mechanisms for stationary
streaks in high-speed boundary layers have been described in previous works. However, because the peak fluctuations
associated with the nonmodal traveling disturbances occur outside the boundary layer region, their role in initiating
boundary-layer transition was unclear. The present study has used nonlinear parabolized stability equations (NPSE) and
direct numerical simulations (DNS) to investigate the potential transition mechanisms involving nonmodal traveling
disturbances for the blunt cone configurations with RN = 1.524 mm and Re∞ = 91.4 × 106 m−1, for which the modal
growth of Mack-mode waves at the measured transition location is known to be negligible, i.e., NMM = 0.04.

Results are presented for two classes of inflow disturbances, namely, a pair of oblique traveling waves with equal
but opposite azimuthal wavenumbers of m = ±50 and a disturbance frequency of F = 250 kHz, and an axisymmetric
traveling wave with a disturbance frequency of F = 500 kHz. For both classes of inflow disturbances, NPSE and DNS
predictions were found to be in excellent agreement, demonstrating that the NPSE is an accurate and efficient technique
for predicting the initial phase of nonlinear development of the above nonmodal traveling disturbances, including the
initial rise in skin friction and heat transfer in the case of the 3D inflow disturbance. Results for the pair of oblique
traveling waves show that for a modest initial amplitude of |ũ|max/u∞ = 7.13 × 10−4, the nonlinear interactions lead
to the generation of stationary streaks inside the boundary layer that facilitate the amplification of a subharmonic
sinuous disturbance and can lead to a noticeable increase in skin friction and heat transfer near the experimentally
measured location of increase in surface heat flux. Furthermore, the nonlinear development of the planar traveling
waves with initial amplitudes of the order of |ũ|max/u∞ = O(10−3) lead to the formation of inclined structures that
are visible in both temperature contours and numerical schlieren images. These structures are located just above the
boundary-layer edge and are strongly reminiscent of the transitional events observed in the schlieren flow visualizations
during hypersonic experiments with blunt cones at zero degrees angle of attack.

We note that while the present results may provide a potential explanation for transition in blunt cones upstream of
the entropy swallowing location when the modal growth of Mack-mode disturbances is too weak, the origin of these
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nonmodal traveling disturbances that peak within the entropy layer was not addressed; this question will be targeted in a
follow-on study. Accompanying work has also investigated the effect of controlled surface roughness array in the nose
tip region and the role of wake disturbances. The results of that study will be reported in a separate paper.
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