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In this paper, several aerodynamic reduced-order models (ROMs) are generated and cou-
pled with structural models to form aeroelastic ROMs. The aerodynamic ROMs generated
here include the effects of control surface motion and are appropriate for use in aeroservoe-
lastic applications. Simple observer-based full-state feedback controllers were designed from
these aeroelastic ROMs. Additionally, observer gain matrices were designed from and coupled
to the aeroelastic ROMs. Each (linear) observer was then used to estimate the dynamics of a
(nonlinear) stand-alone computational fluid-structure dynamics simulation. Then, using the
estimated states and the full-state feedback controller, control surface commands were fed
back into the computational fluid-structure dynamics simulation to successfully achieve active
flutter suppression. The process, as well as some results, are presented in this paper.
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I. Introduction
Active flutter suppression (AFS) for a fixed-wing aircraft involves the use of active control surfaces to artificially

expand the flutter instability boundary of a flexible wing via closed-loop control. The success of this technique depends
heavily on the guarantee that the control system, including the control law and the hardware in the control system, does
not fail. If this cannot be guaranteed, the likelihood of experiencing flutter increases, often beyond acceptable risk limits.
This has historically limited the use of AFS systems to military and other non-civilian aircraft. Despite the risk, however,
AFS has received much attention from several researchers [1]. This is, at least in part, because AFS offers the possibility
of reduced threats of flutter-based failures that could allow for lighter aircraft structures, which could lead to significant
fuel cost savings.

There have been several studies, both experimental and numerical in nature, that have explored the use of AFS [2–6].
When numerical studies of flutter suppression have been conducted, they have traditionally been performed within the
framework of an aeroservoelastic (ASE) model that includes computational models for the structure, the fluid, and
some control law. Typically, a linear formulation (such as a doublet lattice method, or DLM) has been used for the fluid
solver to keep the computational cost of the analysis down [5, 7–10]. The reduction in computational cost, however,
often comes at the price of reduced accuracy in predicting the fluid dynamics, particularly for transonic flows. Since
modeling aeroelastic phenomena in the transonic flight regime is of interest to many researchers, this inability to capture
transonic aerodynamic nonlinearities limits the problems to which the ASE model can be applied.

Furthermore, as aircraft designs tend toward wings with higher aspect ratio and increasing flexibility, interactions
between structural dynamics and aerodynamics become more complex and the ability to generate accurate, nonlinear
aerodynamic predictions becomes essential to aircraft design [11]. Although researchers have successfully integrated
higher-order CFD solvers into computational aeroelastic models [12, 13], it is still considered to be a challenge because
of the high computational cost [14], particularly for unsteady simulations. Because of this, there are few dynamic
aeroelastic analyses done using higher-order CFD solvers, and most of those are done using simple geometries. There
are even fewer ASE models that integrate CFD solvers [15–17].

Reduced-order modeling is an alternative to directly implementing CFD solvers into aeroelastic analysis frameworks
[18]. These reduced-order models (ROMs) are typically (but not always [19–21]) linearized systems derived from CFD
data and so contain information regarding the nonlinear behavior of the fluid, which makes them particularly well-suited
as analysis tools for transonic flows [2, 19, 21–23]. If the ROM has been properly formulated, parameters within the
ROM can be changed and results for new configurations or conditions can be generated in much less time than would be
required by additional CFD simulations [20, 24].

In this work, several aerodynamic ROMs, which were valid for transonic Mach numbers, were generated and
coupled with structural models to form aeroelastic ROMs. Simple observer-based full-state feedback controllers were
designed from these aeroelastic ROMs. Additionally, observer gain matrices were designed from and coupled to
the aeroelastic ROMs. Each (linear) observer was then used to estimate the dynamics of a (nonlinear) stand-alone
computational fluid-structure dynamics simulation. Then, using the estimated states and the full-state feedback controller,
control surface commands were fed back into the computational fluid-structure dynamics simulation. Thus, AFS was
demonstrated on a jet transport configuration at transonic cruise speeds.

Because the aerodynamic ROM was trained at a transonic Mach number, it captured nonlinearities in the flow that
could not be captured by linear aerodynamics. Additionally, it ran in a fraction of the time that a traditional CFD
simulation would take. Furthermore, it has been shown that, for a given set of controller gains, aeroservoelastic models
that employ an aerodynamic ROM that captures flow nonlinearities better than a linear aerodynamic model can lead to
more effective AFS systems [2]. These facts make the approach outlined here desirable for AFS at transonic speeds. The
purposes of this paper are to (1) outline the procedure for developing a ROM-based AFS system suitable for transonic
flight speeds and (2) demonstrate and assess the performance of several AFS systems based on different linear aeroelastic
models. This assessment will guide future directions of the work.

The procedure can be broken down into three phases: aerodynamic training simulation, ROM generation, and
observer and controller design. Details of each of these phases, along with a brief description of the geometry, will
be discussed in Sec. II. Section III will compare the performance of several AFS controllers based on different linear
aeroelastic models. Finally, several conclusions regarding the work and future directions will be discussed in Sec. IV.
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II. Methods

A. Overview
The overall method will be presented here first, followed by discussion of each step. This work was completed in

three phases that fed into one another: (1) aerodynamic training simulation, (2) ROM generation, (3) observer and
controller design. The first phase, running an aerodynamic training simulation, produced sets of input-output data to
be used in the second phase. In the second phase, the data from the training simulation was used to generate one or
more aerodynamic ROMs. A structural dynamics model was combined with the aerodynamic ROM(s) to produce an
aeroelastic state-space model. The last phase added a controller to the aeroelastic model to produce an aeroservoelastic
model. This aeroservoelastic model was then used as an observer to estimate the dynamics of a plant model (which was,
in this case, a computational aeroelastic simulation) and compute control surface deflections that would suppress flutter,
if present. A block diagram of the final aeroservoelastic system and its implementation as an observer is shown in Fig.
1. In this diagram, and throughout the rest of this paper, ηs and Üηs are modal displacement and modal acceleration of
structural modes of the system as predicted by the plant; Üδ represents physical vertical accelerations at specific points
along the wing; x̂ and Û̂x are estimates of the linear aeroelastic states of a stand-alone linear aeroelastic model of the
plant as predicted by the observer; ηc represents the modal displacements of control surfaces; A,B,C, and D are the
aeroelastic state-space matrices derived in the second phase, mentioned above; L is an observer gain matrix which,
when combined with the aeroelastic state-space matrices, constitute the observer; and K is the feedback gain matrix, or
controller.

The analyses presented here were conducted on a semispan model of the NASA Common Research Model (CRM;
see Fig. 2) as developed in Ref. [25]. This is a generic transport geometry with a cruise Mach number of 0.85, wing
span of 58.7 meters, mean aerodynamic chord of 7 meters, aspect ratio of 9, taper ratio of 0.275, and sweep angle of
35◦. Results presented in this paper are at a Mach number of 0.85 and angle of attack of 0◦. Two trailing-edge control
surfaces were attached to the wing as shown in the bottom of Fig. 2. When deflected, the edges of each trailing-edge
control surface were blended into the trailing edge of the wing, as shown in the top right of Fig. 2.

Only the wing was considered to be flexible in this work, populated with an aluminum wingbox built from ribs,
spars, skins, and stiffeners, described more fully in Ref. [25]. The wingbox was connected to a series of lumped masses
meant to emulate fuel and engine inertia. A total of 25 flexible structural modes and two rigid control modes (where the
control surfaces were assumed to be irreversible, or rigid with rigid hinges) were generated for this geometry and are
used by the plant in its aeroelastic simulations. To keep the computational cost down, fewer modes were used when
generating the aeroelastic ROMs. Modes 1, 2, 3, and 8 were used to generate the aeroelastic ROMs presented in this
paper as they were the most influential modes in the vehicle’s overall motion, an insight obtained from linear aeroelastic
analysis. The two control modes represented a unit rotation in the control surface while holding the rest of the wing fixed.

computational
aeroelastic
simulation
(“plant”)

s2 “sensor”

L -D

1
s -C

A

B

-K

ηs Üηs

Üδ

Û̂x x̂

ηc

Fig. 1 Block diagram of the final aeroservoelastic system and its implementation as an observer to the plant.
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Fig. 2 Top left: Planform view of the NASA CRM semispan model used in the current analysis. Top right:
Illustration of one control surface deflection. Note the control surface blending. Bottom: Representation of the
two control surfaces used in the current model, with control surface #1 near the root and control surface #2 near
the tip.

The control surfaces associated with the two control modes were located at 2y/b = 0.214 and 0.787. Visualizations are
presented here for modes 1, 2, 3, and 8. Figure 3 shows (qualitatively) the vertical deflection magnitudes for modes 1, 2,
3, and 8, which had natural frequencies of 10.7, 23.6, 26.4, and 85.0 rad/s, respectively.

As stated earlier, one of the purposes of this work was to assess the performance of AFS systems based on several
different linear aeroelastic models. This was accomplished using the framework shown in Fig. 1 with the geometry just
described. The rest of this section will provide more detailed discussion of each phase.

B. Phase 1: Aerodynamic Training Simulation
A training simulation that provided input-output data to a system identification algorithm was the first step in

generating an aerodynamic ROM. The NASA Langley Research Center FUN3D [26] code was used to conduct these
training simulations. FUN3D is primarily a computational fluid dynamics solver, but it also has a built-in modal
structural dynamics solver that uses a second-order accurate predictor-corrector scheme. This capability to simulate
modal aeroelastic dynamics was utilized in the training simulations to prescribe the motion of specific structural and/or
control modes and to calculate the resulting aerodynamic forces on the structural modes. For all FUN3D analyses,
the unsteady Reynolds-averaged Navier-Stokes equations were solved using a second-order upwind scheme with a
Spalart-Allmaras turbulence model. A fairly coarse semi-infinite tetrahedral volume mesh was used here, with 3.1
million nodes, and a y+ value nearly 1 throughout the surface. No validation or verification data will be presented here
for the computational mesh beyond a mesh convergence study shown in Ref. [27].

As a first step in setting up the training simulation, a converged steady flow solution with a rigid aircraft configuration
was obtained. Because it was desired that the final aerodynamic ROM be able to exchange modal displacements and

Fig. 3 Vertical deflections and frequencies associated with modes 1, 2, 3, and 8.
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aerodynamic forces with a structural dynamics model, it was necessary to set up a training simulation whose inputs were
modal displacements and whose outputs included modal aerodynamic forces. To do this, a set of modes was defined
that would be used to represent the structural dynamics of the vehicle. For this work, the vehicle’s structural dynamics
were represented by 4 structural modes and 2 control surface modes, as mentioned in Section II.A. A static aeroelastic
simulation was then restarted from the converged steady solution in which the control modes were not allowed to evolve,
but the structural modes were evolved until static aeroelastic convergence was achieved.

The converged static aeroelastic solution was then the starting point for another simulation where, instead of holding
control modes fixed at zero and allowing structural modes to respond to the flow, the motion of all the modes (or some
subset of the modes) was prescribed and the output of interest was the aerodynamic forces acting on the structural
modes. Which modes are excited depends on what the final aerodynamic ROM is designed to capture. For this work,
three types of aerodynamic ROMs were generated: one where all 6 modes were excited together, another where only the
4 structural modes were excited, and, lastly, one where only the 2 control modes were excited. Additionally, the type of
prescribed motion can vary as long as the inputs are orthogonal. For example, the prescribed motion could be Gaussian
pulses or sine waves, as long as all signals are orthogonal to one another. Here, orthogonal Walsh functions [28] were
used to prescribe the motion of each mode. An example of Walsh function inputs that might be used for a case where all
6 modes are excited is shown in Fig. 4. The length of the Walsh inputs and the step size used were tailored to capture a
desired frequency range. Note that these two parameters, along with the number of modes being excited simultaneously,
will often have to be balanced against available resources as they affect the duration of the simulation. Determining
the magnitudes of the Walsh functions is less straightforward than determining their lengths, as this quantity is often
configuration-dependent. In the cases presented here, the magnitudes of excitations to the structural modes were based
on converged static aeroelastic deflections, while magnitudes of excitations to control modes were kept between 1◦ and
3◦.

In order to assess the sensitivity of the ROM to changes in the conditions of the training simulation, two parameters
within the training simulation were varied: (1) the dynamic pressure at which the training simulation was executed
(2) and the amplitude of the modal excitations. Varying the dynamic pressure led to differences in static aeroelastic
deflections, which led to differences in shock strength and location. These variations resulted in four training simulation
conditions, presented here as:

• “a” - This was the baseline condition, run at a dynamic pressure of 16.9 kPa. (Note that the flutter point for this
configuration was calculated previously to be approximately 30.3 kPa [27].) The training simulation had Walsh
input amplitudes of 2◦ for the control surfaces and 5% of the static aeroelastic point for each of the flexible modes
(for example, if the static displacement for mode 1 was 100, then the Walsh amplitude applied mode 1 for the
training simulation was 5).

Fig. 4 Excitation profiles for the four structural modes and two control modes used in the Walsh function
training simulation.
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• “b” - This training simulation was run at an identical dynamic pressure as “a”, but the ratio of control mode
excitation amplitude to structural mode excitation amplitude was increased.

• “c” - This training simulation was run at a dynamic pressure 50% higher than “a”, but with the same ratio of
control mode excitation amplitude to structural mode excitation amplitude as “a”.

• “d” - This training simluation was run at both higher dynamic pressure and higher ratio of control mode excitation
amplitude to structural mode excitation amplitude relative to “a”.

These variations are denoted in the results by appending identifiers to each ROM (for example, ROM-IIa represents the
ROM-II model whose training simulation conditions correspond to “a” above, and so on).

For each training simulation, the output was a set of modal force responses of the structural modes due to some
inputs, which were prescribed modal displacements in each specified mode.

C. Phase 2: Reduced-Order Model Generation
Once a training simulation was completed, the input-output data, which in this case were modal displacement-modal

aerodynamic force data, was passed to AEROM [22]. AEROM is a suite of tools developed at the NASA Langley
Research Center particularly for generating aeroelastic reduced-order models. Two tools in particular from AEROM
were used in this work: the PULSE algorithm and the eigensystem realization algorithm (ERA). The PULSE algorithm
was used to generate individual impulse responses of all inputs on all outputs from the input-output data produced by
the training simulation. A brief overview of how this algorithm works is given in Ref. [22]. A discrete-time state-space
model of the system was then generated via ERA. A description of ERA is given in Ref. [29]. For the present case,
PULSE and ERA were used to generate an aerodynamic state-space ROM whose inputs were modal displacements (of
control surfaces, the structure, or a combination of the two) and whose outputs were modal aerodynamic forces on the
structure. The final equations were as follows:{

Û̂xa
}
=

[
Aa

] {
x̂a

}
+

[
Ba

] {
ua

}
{
ya

}
=

[
Ca

] {
x̂a

}
+

[
Da

] {
ua

} (1)

where {
ua

}
=

{
η̂s

ηc

}
and

{
x̂a

}
are the aerodynamic states from the ROM. Note that the overhats are used here to emphasize that these

quantities are estimates of quantities from a stand-alone linear aeroelastic model of the plant, and this notation is
consistent with Fig. 1.

Once the aerodynamic model was formed, a linear representation of the structural dynamics was formed. Inputs to
the structural model include generalized masses, modal frequencies, and modal damping. For the cases presented in this
paper, these parameters for the 4 structural modes came from NASTRAN. The final structural dynamics equations took
the form: {

Û̂xs
}
=

[
As

] {
x̂s

}
+

[
Bs

] {
us

}
{
ys

}
=

[
Cs

] {
x̂s

} (2)

where {
us

}
= q

{
ya

}
{
x̂s

}
=

{
η̂s

Û̂ηs

}
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[
As

]
=



0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
−ω2

1 0 0 0 −2ζω1 0 0 0
0 −ω2

2 0 0 0 −2ζω2 0 0
0 0 −ω2

3 0 0 0 −2ζω3 0
0 0 0 −ω2

4 0 0 0 −2ζω4



[
Bs

]
=



0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

1/m1 0 0 0
0 1/m2 0 0
0 0 1/m3 0
0 0 0 1/m4


[
Cs

]
=


0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


.

Here, ζ , the structural damping present in the system, was held to zero.
Having established aerodynamic and structural models, attention is now turned to coupling them in order to form a

unified aeroelastic model. Two different families of aeroelastic ROMs were developed and are described as ROM-II and
ROM-III in Ref. [30]. A brief overview of how these two ROM families were assembled will be given here, keeping the
same names as in Ref. [30].

The first family of ROMs, designated ROM-II, was assembled as shown in Fig. 5. The aerodynamic ROM was
derived from a training simulation where all control and structural modes were excited together. To develop the
combined aeroelastic state-space system, it was first necessary to account for the fact that the aerodynamic ROM input

Structural Model

Aerodynamic ROM

outputs

inputs

q

ROM-II

Fig. 5 Block diagram for ROM-II. Inputs for ROM-II were two control mode displacements and outputs were
modal displacements of four modes of interest.
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vector was of a different length than the structural output vector. This was accounted for by defining[
H1

]
=

[
I
0

]
[
H2

]
=

[
0
I

]
and redefining: {

ua

}
=

[
H1Cs

] {
x̂s

}
+

[
H2

] {
ηc

}
. (3)

After substituting Eq. 3 into Eq. 1 and combining with Eq. 2, and after defining the estimated aeroelastic states as{
x̂
}
=

{
x̂a
x̂s

}
the aeroelastic state equations were rewritten as:{

Û̂x
}
=

[
Aa BaH1Cs

qBsCa As + qBsDaH1Cs

] {
x̂
}
+

[
BaH2

qBsDaH2

] {
ηc

}
. (4)

It was desired that the outputs of the aeroelastic state-space system be physical vertical accelerations
(
Ü̂δ
)
at 21

locations along the wing (see Fig. 6 for a visualization of these sensor locations). These values were extracted by
transforming the modal acceleration vector according to:{

Ü̂δ
}
=

[
F
] {
Ü̂η
}

(5)

where F is a transformation matrix that converts modal accelerations to physical accelerations at the specified 21 points
along the wing. Modal accelerations

(
Ü̂η
)
can be defined by isolating certain elements within Û̂xs:{

Ü̂ηs

}
=

[
H3

] {
Û̂xs
}

(6)

where [
H3

]
=

[
0 I

]
. (7)

Combining Eqs. 5, 6, and 7 yields the final output equations:{
Ü̂δ
}
=

[
qFH3BsCa FH3 As + qFH3BsDaH1Cs

] {
x̂
}
+

[
qFH3BsDaH2

] {
ηc

}
. (8)

Equations 4 and 8 constitute the state-space system for ROM-II.
A summary of inputs and outputs for ROM-II may be helpful at this point. Recall that the case presented here

used 4 structural modes and 2 control modes to model the structural dynamics. The structural model, therefore, had
4 inputs (generalized aerodynamic forces on each structural mode, scaled by some dynamic pressure) and 4 outputs
(modal displacements for each of the structural modes). The aerodynamic ROM used in ROM-II had 6 inputs (control
surface and structure modal displacements) and 4 outputs (generalized aerodynamic forces on each structural model).
The combined aeroelastic model had 2 inputs (control surface modal displacements) and 21 ouptuts (accelerations at
physical points along the wing).

The second family of ROMs, designated ROM-III, was assembled as shown in Fig. 7. The aerodynamic ROMs were
derived from 2 different training simulations, one where the control modes were excited and modal forces were output
on the structure and another where the structural modes were excited and modal forces were output on the structure.
Having separate training simulations for structural modes and control modes has been shown to model the unforced
(free) response better [30]. The aeroelastic state-space model for ROM-III was derived similarly to that of ROM-II, with
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slight differences for the fact that there were two aerodynamic ROMs. The final aeroelastic state-space system was
found to be: {

Û̂x
}
=


Aas 0 BasCs

0 Aac 0
qBsCas qBsCac As + qBsDasCs


{
x̂
}
+


0

Bac

qBsDac


{
ηc

}
(9)

{
Ü̂δ
}
=

[
qFH3BsCas qFH3BsCac FH3 As + qFH3BsDasCs

] {
x̂
}
+

[
qFH3BsDac

] {
ηc

}
(10)

where Aas,Bas,Cas,Das and Aac,Bac,Cac,Dac are the state-space matrices describing the aerodynamic ROM involving
the structural and control modes, respectively.

Again, a brief review of inputs and outputs may be helpful for ROM-III. The structural model remained equivalent to
that of ROM-II. The aerodynamic ROM associated with structural modes had 4 inputs (structural modal displacements)
and 4 outputs (aerodynamic forces acting on the 4 structural modes). The aerodynamic ROM associated with the
control modes had 2 inputs (control surface modal displacements) and 4 outputs (aerodynamic forces acting on the 4
structural modes). The combined aeroelastic model had 2 inputs (control surface modal displacements) and 21 outputs
(accelerations at physical points along the wing).

D. Phase 3: Observer and Controller Design
In order to implement AFS, a full-state feedback controller was developed. Full-state feedback was chosen due to

its simple mathematical properties over other control schemes. Full-state feedback involves multiplying the states (or
estimates of the states) by some feedback gain matrix, K, to produce some control input vector, u. To do this using
the aerodynamic states from FUN3D was not directly possible as the number of states was extremely large (modal
structural data, but also velocity, pressure, and density information at each node), and the requisite matrices were not
easily accessible. Instead, a small amount of data was taken from FUN3D at each time step (25 modal accelerations, Üη,
converted to 21 vertical acceleration measurements along the wing, Üδ), and used to estimate the full state vector of a
stand-alone linear aeroelastic model. This linear aeroelastic state was then used to produce the commanded control
surface rotations, which were fed to FUN3D. The development of these observers and controllers followed the methods
presented in Ref. [31], and is essentially a linear quadratic Gaussian (LQG) controller. The stand-alone linear aeroelastic
observer was integrated in time alongside FUN3D, and was assumed to be of the form:

Û̂x = Ax̂ + Bu + L( Üδ − Ü̂δ) (11)
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Fig. 6 Sensor locations.
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+
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ROM-III

Fig. 7 Block diagram for ROM-III. Two aerodynamic ROMs were produced and used in ROM-III: one strictly
for structural modes and the other strictly for control modes. This was done to decouple any unwanted
interactions between the control and structural modes in the training simulations. Inputs for ROM-III were
two control mode displacements and outputs were modal displacements of four modes of interest.

where u is a 2 × 1 vector of control surface rotations and x̂ is a vector of linear aeroelastic states, generated from the
linearized aeroelastic ROM (or another linear aeroelastic model); Üδ is the 21 × 1 vector of vertical accelerations along
the wing, which comes from FUN3D, and Ü̂δ is its estimate generated from the linear aeroelastic model. As previously
mentioned, L is an observer gain matrix whose derivation is described below. When L is properly designed, the error
between the FUN3D accelerations and the linear accelerations ( Üδ − Ü̂δ) will quickly decay to zero during the unsteady
simulation.

Having obtained a compact aeroelastic state, feedback was assumed of the form:

u = −K x̂

The feedback gain matrix (i.e., the controller), K , was found such that a performance index, J, was minimized:

J =
1
2

∫ ∞

0

(
x̂TQx̂ + uT Ru

)
dt (12)

where 1
2

∫ ∞
0 x̂TQx̂ dt represents the energy of some combination of the states, and 1

2

∫ ∞
0 uT Ru dt represents the energy

necessary for control; Q is a state weighting matrix; R is a control weighting matrix. Larger values of R relative to Q
penalize the controls more. The goal was to minimize the energy in the states without using too much energy in the
control effort. The L matrix from Equation 11 was generated using a similar equation to the J performance index with R
and Q being white noise inputs. A block diagram representation of the final observer and controller was shown in Fig. 1.

When minimizing Eq. 12 to find a controller, K , the choices for the Q and R matrices have a significant influence on
the positions of the closed-loop plant poles. Similarly, when minimizing Eq. 12 to find an observer gain matrix, L,
the choices for the Q and R matrices influence the closed-loop observer poles. Thus, there were two sets of Q and R
matrices associated with K and L, respectively. The method used here to find Q and R follows that found in Ref. [31],
which was to assume some performance output — which was to be kept small — of the form z = Hx̂. To find the Q and
R matrices associated with the controller, K , z was chosen to be the modal velocities of the structural modes; therefore,
H was simply a matrix that isolated the modal velocity terms from the estimated state vector x̂ and zeroed out all other
terms. Then, the performance index was redefined as:

J =
1
2

∫ ∞

0

(
zT Q̄z + uT Ru

)
dt
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where Q̄ = HT Q̄H; Q̄ was a diagonal matrix containing qi = 1
z2
maxi

and zmaxi was some maximum allowable deviation

in each element of z for i equal to 1 to the number of elements in z. In Ref. [31], R is defined in a similar fashion as Q̄,
but for control inputs. However, in order to yield satisfactory AFS behavior from the combined system, R was tuned
to ensure that the closed-loop observer poles were faster than the closed-loop plant poles. This was done simply by
defining R = ρI and changing ρ until the desired time response was obtained. In this work, the performance of several
controllers derived from different linear aeroelastic models was to be compared. In order to show a fair comparison, the
values for Q̄ and R associated with both K and L were identical across all controllers.

III. Results
With state-space matrices modeling the aeroelastic response of the system, and with an observer gain matrix and a

feedback gain matrix, a case demonstrating the ability to suppress flutter was set up by assembling all of the matrices and
a computational aeroelastic simulation as shown in Fig. 1. FUN3D was used to execute the computational aeroelastic
simulation (i.e., the FUN3D aeroelastic simulation was the plant) by making use of its internal modal structural dynamics
solver with the same geometry as was used in the training simulation. The demonstration case involved assigning a
nonzero initial value to the first structural modal velocity at an unstable dynamic pressure of 35 kPa. This demonstration
case was restarted from a converged static aeroelastic case, following the same process described in Section II.B.
Without a control system, such a case would be unstable — modal displacements would grow increasingly large. It was
shown, however, that the system could be stabilized using the observer and controller setup described so far in this paper.

A total of 25 structural modes were used, which was more than the 4 modes that were used to generate the ROMs.
Using less modes for the ROM gave insight into how well those 4 modes captured the physics of the problem as opposed
to using 25 modes. Furthermore, it demonstrated that effective controllers could be designed based on a subset of
modes. This means that, when comparing results from the plant (FUN3D) to the observer (ROM), the comparison will
be conservative.

Additionally, as was mentioned in Section II.B, no validation or verification data will be presented here for the
computational mesh beyond a mesh convergence study shown in Ref. [27]. Since the intent here is not to demonstrate
the correctness of the computational solution, but rather to demonstrate the feasability and potential for this particular
controller/observer design process, no additional validation or verification was deemed necessary.

Figure 8 compares the uncontrolled case to cases where controllers and observers were implemented as shown in
Fig. 1. Immediately noticeable are the failures of ROM-IIb and ROM-IId to suppress the instability, while the rest of the
observer/controller combinations appear to arrest the instability well. The failures of ROM-IIb and ROM-IId could be
corrected by changing the values of the feedback gains, but this would invalidate a fair comparison across the several
controllers, which all used the same gains. It is, however, instructive to visualize the placement of the closed-loop plant
poles relative to the closed-loop observer poles and compare them to a case that successfully suppressed the instability.
This is done in Fig. 9. Note that, for a successful case (Fig. 9a), the slowest closed-loop observer pole was 2.5-3 times
faster than the slowest closed-loop plant pole. In contrast, the slowest closed-loop observer pole in the unsuccessful
case (Fig. 9b) was nearly as slow as the slowest closed-loop plant pole. Again, the feedback gains could be changed
to improve pole placement, but in order to fairly compare all control efforts, the gains on all other controllers would
need to match. (Note that Fig. 9 shows that the combined system for ROM-IId is stable, but when used as an observer,
ROM-IId is unstable via FUN3D, as shown in Fig. 8.)

Another explanation as to why ROM-IIb and ROM-IId failed to suppress the instability might be found by examining
the root locus plots of each ROM. This was done in Ref. [30], and Fig. 10 is recreated here from that paper. Figure
10a shows a significant sensitivity of the dynamics of the ROM-II systems to the conditions at which their respective
training simulations occurred. That sensitivity was not as apparent in ROM-III systems, as shown in Fig. 10b. Hence,
this research suggested that having separate aerodynamic ROMs for structural and control may capture free response
(where no control input signals are present) physics better. Note that ROM-IIb and ROM-IId predict mode 1 going
unstable, while all the other ROMs predict mode 2 as the unstable mode. This difference may contribute to the inability
of controllers derived from ROM-IIb and ROM-IId to suppress the instability.

Ultimately, the fact that they failed is not disturbing since the closed-loop observer poles were only slightly faster
than the closed-loop plant poles, which can be changed by manipulating the controller and observer gains, as mentioned
previously. These failures may indicate, however, that aeroservoelastic ROMs that employ a single aerodynamic ROM
where structural and control modes are included together may not be as desirable for aeroservoelastic applications as
those that employ separate aerodynamic ROMs for structural and control modes.
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Figure 11 compares the modal displacements for modes 1, 2, 3, and 8 as predicted by the observer (which are
embedded in the linear state vector, x̂) to the modal displacements for the same modes as predicted by FUN3D.
Additionally, Fig. 12 shows the same type of comparison for physical vertical accelerations at sensor locations 11 and 14
(see Fig. 6). Again, all the observer predictions appear to match the FUN3D predictions well except for ROM-IIb and
ROM-IId. Figure 13 was generated by taking the fast Fourier transform of the data in Fig. 12 and shows the physical
vertical accelerations in the frequency domain at sensor locations 11 and 14. It appears that, with the exception of
ROM-IIb and ROM-IId around 15 Hz, the various observers capture content in the lower frequencies fairly well, whereas
they fail at higher frequencies, which is to be expected. Changing the feedback gains could improve performance for
ROM-IIb and ROM-IId since the observer’s input is the negative product of the predicted states, x̂, and the feedback
gain matrix, K . Additionally, changing the gains of the observer gain matrix, L, may improve the observer’s ability to
predict modal displacements. However, the same problem arises as when considering an adjustment to feedback gains –
doing so invalidates a fair comparison across controllers.

IV. Conclusion
The procedure for developing a ROM-based AFS system suitable for transonic flight speeds was presented in this

paper. Using the method described, several AFS systems were developed and their performance was demonstrated. For
each phase in the procedure, several important considerations were presented. In the aerodynamic training simulation
phase, care must be taken when determining the length of the Walsh function input and the step size of the simulation.
These parameters determine the frequency range that is captured in the simulation. The magnitude of the Walsh function

Fig. 8 Comparison of AFS results using the several different aeroservoelastic models described. Most of the
models are able to suppress the instabilitiy, but ROM-IIb and ROM-IId are not. Note this case was run at an
unstable dynamic pressure of 35 kPa.
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(a) (b)

Fig. 9 Visualization of pole placement for (a) ROM-IIa and (b) ROM-IId.

input is also an important consideration in this phase. In general, these values are configuration-dependent. The
conditions at which the training simulation is run also played an important role in the development of the aerodynamic
ROMs.

In the ROM generation phase, two methods for producing a unified aeroelastic model were discussed— one with an
aerodynamic ROM that includes all structural and control modes, and another where there are separate aerodynamic
ROMs for structural and control modes. Previous research suggested that having separate aerodynamic ROMs for
structural and control modes captured free response physics better. Although not conclusive, the closed-loop results
presented here may help to confirm this, as two AFS systems that employed an aerodynamic ROM where structural and
control modes were included together failed to suppress flutter.

In the last phase, observer and controller design, emphasis was placed on the selection of weighting matrices Q and
R. A method was presented that determines values for these weighting matrices based on some performance output that
the user selects. Ultimately, however, Q and R determine the placement of closed-loop poles for the observer and plant.
It was shown that the closed-loop observer poles should be at least 2.5-3 times faster than the closed-loop plant poles to
achieve AFS.

(a) (b)

Fig. 10 Root locus plot for (a) ROM-II and (b) ROM-III across several training simulation conditions. Note
that these plots do not involve control surface motion.
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Fig. 11 Comparison of modal displacement predictions from the observer against modal displacements from
the plant during a closed-loop simulation.

A total of eight aeroservoelastic AFS systems were generated and compared in this paper. Estimates of the structural
states from the observer compared favorably with the same structural parameters as computed by the plant for all but two
of these AFS systems. Both of these systems, those associated with ROM-IIb and ROM-IId, were also unsuccessful in
suppressing flutter. The fact that they failed is not disturbing since the closed-loop observer poles were only slightly faster
than the closed-loop plant poles, which can be changed by manipulating the controller and observer gains. However, it
may indicate (again) that aeroservoelastic ROMs that employ a single aerodynamic ROM where structural and control
modes are included together may not be as desirable for aeroservoelastic applications as those that employ separate
aerodynamic ROMs for structural and control modes.

The ROMs presented in this paper did not include rigid body modes. In the future, the methods and conclusions
presented here will be used to develop aeroservoelastic models that include rigid body modes.
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Fig. 12 Comparison of physical vertical acceleration predictions from the observer against physical vertical
accelerations from the plant at sensor locations 11 and 14 during a closed-loop simulation.
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Fig. 13 Frequency domain comparison of physical vertical acceleration predictions from the observer against
physical vertical accelerations from the plant at sensor locations 11 and 14 during a closed-loop simulation.
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