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ABSTRACT
Assurance cases (ACs) are increasingly being championed in emerg-
ing autonomy safety standards as a preferred means of providing
confidence that an autonomous system is sufficiently safe. We have
substantially extended an open-source AC toolkit with a variety of
models to capture the diverse facets of assurance; namely models of:
system hazards and requirements recording an assurance basis, risk
scenarios andmitigations describing an assurance architecture, struc-
tured arguments capturing safety assurance rationale, and evidence.
This paper describes howwe: 1) embed these core assurance models
in a user-extensible ontology to facilitate domain modeling, and
2) use an ontology-backed query language to analyze the resulting,
semantically enhanced assurance model. These extensions provide
system stakeholders with a capacity to specify queries that encode
domain- and role-specific assurance concerns, and will eventually
facilitate graphical views that communicate query results. So far as
we are aware, these innovations set our framework apart from the
state of the art and the prevailing practice in AC development. We
illustrate the utility of our framework by using examples from an
AC for an autonomous underwater vehicle system.
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1 INTRODUCTION
An assurance case (AC) is a risk management artifact used to jus-
tify to stakeholders, e.g., regulators, that a system or service will
function as intended for a defined application and operating en-
vironment. ACs have been successfully used for dependability as-
surance of novel safety-critical applications where regulations and
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standards continue to be under development, e.g., unmanned air-
craft systems [5]. Increasingly, emerging autonomy safety stan-
dards [14, 21] are recommending the use of ACs to engender trust
in machine learning (ML) based autonomous systems.

A core component of an AC is a structured argument that captures
(often diagrammatically) the evidence and rationale for confidently
relying upon a system or service. Thus, the prevailing approaches
to AC development include either informal arguments whose con-
tent is largely given in descriptive natural language, fully formal
arguments, e.g., [13], or a combination of the two, e.g., [7].

Although readily comprehensible by human stakeholders, evalu-
ating informal arguments requires careful inspection by competent
domain experts. Conversely, formal arguments are amenable to
automated analysis but are limited in their scope: not all assur-
ance concerns of a system can be fully, or consistently formalized.
Additionally, experience reports of creating real-world ACs that
have successfully undergone regulatory scrutiny [3] suggest that
a richer, multi-faceted notion of assurance may be more appro-
priate. Practically, moreover, providing assurance entails allaying
stakeholder-specific concerns, and can involve mechanisms other
than assurance argumentation [11].

For this work, we have adopted AdvoCATE [9], an open-source,
model-based toolkit for structured arguments and their abstrac-
tions, i.e., patterns [8]. Over the past several years, we have extended
AdvoCATE with a number of supplementary models beyond those
that it provides for assurance rationale capture (arguments and
patterns), to construct, analyze, and maintain the following addi-
tional elements: an assurance basis, an assurance architecture, and
evidence (Section 2.2 elaborates these in more detail). In application
to real-world systems, we have found these to be practically useful
in the provision of assurance and, together with assurance rationale,
they constitute the core components of useful ACs.

This paper presents our vision for how ontologies can further en-
hance this model-based approach to assurance, and ongoing work
on its implementation in AdvoCATE, in particular: 1) formulating
domain-specific extensions to the underlying models, 2) query-
ing the resulting extended models1, and 3) instantiating argument
patterns with artifacts from the extended models to automatically
generate instance arguments, with consistency between patterns
and their instances being maintained using bidirectional transfor-
mations (BX). We illustrate these enhancements using excerpts of
the components of an AC for an autonomous underwater vehicle,
showing how ontologies can enrich assurance modeling.

Our goal in integrating ontologies into model-based assurance is
to provide the benefits of formalism while retaining the key commu-
nicative purpose of ACs, without sacrificing their comprehensibility.
By mapping assurance case AC components to a domain-specific
ontology we facilitate AC validation, and by applying domain- and
stakeholder-specific queries to core AC components that have been

1This paper does not address views, although it is part of the broader scope of enhance-
ments planned as future work (see Section 4).
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semantically enriched using ontologies, we provide additional stake-
holder insights.

General purpose query languages for assurance arguments and
associated models have been investigated [18], as have languages
more targeted at assurance arguments [6], though neither has ex-
ploited integrations with ontologies. Ontologies have been widely
used in requirements development, e.g., [12], though less so for
ACs [16]. As such, so far as we are aware, ontology-integrated
model-based ACs represent a novel extension to the state of the art
and prevailing practice of AC development.

The rest of our paper is organized as follows: Section 2 presents
the core components of a model-based AC, while Section 3 presents
the ontology-based enhancements. Section 4 concludes, discussing
additional related work and future directions.

2 BACKGROUND
2.1 Preliminaries
As previously mentioned, we have extended AdvoCATE with addi-
tional components, towards an integrated assurance model. In this
section, we describe these concepts and exemplify (some of) them
with excerpts from an AC for a running example: an autonomous
underwater vehicle (AUV) tasked with performing a long duration
mission in which it is to provide surveillance of underwater relief
and other objects (e.g., mines).

The AUV payload is an imaging sonar that, together with a
forward scanning sonar, provides sensor information about the op-
erating environment to an onboard reinforcement learning-based
controller. This controller is itself embedded within an autonomous
planner component responsible for path planning. Two amongst
the main applicable assurance concerns are safety (avoiding colli-
sions, e.g., with static and dynamic obstacles) andmission continuity
(continuing to operate despite degradations).

2.2 Core Assurance Case Components
2.2.1 Assurance Basis. An assurance basis records the risks posed
by/to a system, and the corresponding risk management and miti-
gation objectives. We have extended AdvoCATE with tabular mod-
els to capture both these aspects, and Figure 1 shows an excerpt of
the assurance basis for the AUV AC.

The hazard log, which captures the risks posed (Figure 1, top),
comprises a collection of tabular hazard models that record hazard
conditions, precursors, effects, and associated level of risk posed,
together with high-level mitigation mechanisms. There exists a
hazard table for each operational context that is characterized by
the combination of AUV hazardous activities, system states, and
environmental conditions. A tabular requirements model (Figure 1,
bottom left) reflects the related assurance requirements associated
with the mitigations identified in the hazard log. The hazard log
also references these requirements (shown by the highlighted cells)
although the requirements model effectively captures different in-
formation relevant for the wider AC, e.g., requirement allocation
to system functions and components, verification methods, etc.

An example hazard, as shown, concerns a deviation from the
expected output (vehicle heading) of the autonomous planner AUV
component, and the resulting assurance requirements call for mon-
itoring and failover functionality.

Also shown in Figure 1 (bottom right) is the AUV physical de-
composition used to allocate hazards and requirements.

2.2.2 Assurance Architecture. An assurance architecture details
(typically operational) risk scenarios showing the system capabili-
ties that participate in risk mitigation. Built compositionally, it is
an abstraction of how the system architecture contributes to risk
reduction and, in turn, to dependability assurance.

Barrier models represented using bow tie diagrams (BTDs) have
been shown to be useful for this purpose [10], and we have adopted,
added, and extended them in AdvoCATE. An example operational
scenario (not shown here due to space constraints) consistent with
the hazard identified in Figure 1 would contain, for instance, the
chain of events beginning from the deviation in the autonomous
planner output and terminating in a collision, also would also show
when the identified mitigation measures—such as runtime moni-
toring and failover mechanisms—are employed.

2.2.3 Assurance Rationale. Assurance rationale is the justification
for trusting that a system is fit for purpose. As indicated earlier,
AdvoCATE natively supports assurance rationale capture using
models of both structured arguments and their patterns.

An argument contains explicit assurance claims substantiated
by (typically diverse) evidence, where reasoning steps elaborate
why the evidence supplied entail the claims made. Arguments can
be specified graphically, in a textual form, or using a combination
of the two. AdvoCATE supports the graphical Goal Structuring
Notation (GSN) [20] for this purpose.

Figure 2 shows a GSN argument fragment substantiating a claim
of mitigating a lower-level hazard related to a deviation in the
heading output of the autonomous planner component (shown by
the rectangular goal node G550). This hazard is itself a cause of
a higher-level hazard (see Figure 1). The argument shows three
complimentary legs of reasoning; i.e., that: 1) the identified hazard
mitigation constraints and requirements have been met; 2) opera-
tional mitigations can effect recovery; and 3) the identified causal
factors of the hazard have been managed. These correspond, respec-
tively, to the strategy nodes (shown as parallelograms in Figure 2)
S13, S14, and S15, and their children nodes.

The diamond annotation on nodes indicates incompleteness.
The oval and racetrack shaped nodes are assumption and contextual
elements, respectively, that add clarifying detail to the argument
node to which they are attached. For instance, the claim in goal
node G552, rests on the assumption stated in the assumption node
A2. Other relevant argument nodes (not shown or discussed further
here, see [20] for details) provide justifications and solutions, the
latter of which refer to evidence items. Links between nodes with
solid arrowheads represent inferential relations, interpreted as “is
supported by”, while those with hollow arrowheads, interpreted as
“in context of”, are contextual relations.

Argument patterns are reusable abstractions of arguments, using
which the latter can be gradually developed through automated in-
stantiation and composition. AdvoCATE implements GSN patterns,
which include notational elements for abstraction via parameteriza-
tion, multiplicity, choice, and recursion. We defer further discussion
of patterns to Section 3.4, where we also present the ontology ex-
tensions to the same.
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Figure 1: AdvoCATE screenshot showing an excerpt of the assurance basis component of an AUV assurance case.

Figure 2: Fragment of an assurance argument, in GSN, from the AUV assurance case.
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2.2.4 Evidence. Evidence comprises, among other things, devel-
opment and operational data and artifacts that—together with the
above core components—concretely corroborate assurance claims,
thus underpinning an AC. The evidence model in our framework
captures the relationships not only between the various evidence
items (to be) used in an AC, but also to core AC components. Addi-
tionally, this model records evidence provenance, e.g., whether it is
(or will be) generated by a verification tool, and evidence assertions,
i.e., the concrete conclusions that can be drawn from a given item
of evidence.

3 APPROACH
3.1 Overview
Each of the components presented in the preceding section has
a model-based representation, which the tool user interface dis-
plays using a variety of formats—each component has a domain
specific language (DSL), and some also have tabular or graphical
representations. DSLs are built with Xtext2, tables with NatTable3,
and graphical diagrams using Sirius4. We refer to the collection
of inter-related models as the integrated assurance case model, or
simply AC model. We employ model transformations to generate
artifacts from the AC model, in particular, assurance arguments.

Though formal approaches have been taken to the construction
of ACs, either incorporating formal reasoning [7] or integrating
with external models with formal semantics [2, 13], this introduces
a tension with one of the fundamental purposes of ACs: to commu-
nicate and convince.5 We believe ontology-backed ACs can provide
the advantages of both informal and formal approaches.

Assurance 
Case

Domain-
specific 

Ontologies

Formal 
Interpretation

complies with

enriches
verified by

SMEs

validate

Figure 3: Vision for ontology-backed assurance cases.

Figure 3 illustrates our vision, where the AC model is embedded
in a user-extensible ontology that contains information from the
assurance case, which can then be extended with domain-specific
concepts. The ontology can be validated by subject matter experts
(SMEs) and serves as a semi-formal specification of the domain that
can, optionally, be mapped to a formal semantics for verification.
Elements can, in turn, be used to construct parts of the assurance
case through the use of an ontology-backed structured language.

The ontology provides a vocabulary for, for example, claims of
the assurance arguments. Well-formedness of claims and soundness
of some forms of reasoning can be determined by the ontology. It
also provides a vocabulary for domain-specific queries that are
2https://www.eclipse.org/Xtext/
3https://www.eclipse.org/nattable/
4https://www.eclipse.org/sirius/
5That the sources of risk have been identified, are well-understood, and that they have
been appropriately managed.

also used in patterns to generate arguments. We will focus on the
queries and patterns here.

3.2 Ontology Extensions
We map elements of the AC model to concepts, relations, and their
instances in a derived ontology that is user-extensible. This ontology,
itself, then forms part of an extended model. Since the ontologies
are, in effect, also part of our model, we will sometimes use core
model to refer to the non-ontological part.

For example, one of the extensions we have made to the core
model in AdvoCATE includes a simple notion of physical architec-
ture consisting of a hierarchy of components (see Figure 1, bottom
right). In the ontology, we represent this by a concept Component,
whose instances are the actual components of a given system. A
relation subComponent represents the containment relation of the
architecture. The user can then define new concepts and relations
to enrich the model, such as concepts for component input and
output, and relations for connections.

Figure 4 illustrates some features of our ontology definition
language, which has an object-oriented flavor and is reasonably
verbose. We distinguish conceptual and instance ontologies, where
the former defines concepts and their relations, and the latter instan-
tiates them. Concept declarations optionally give super-concepts,
attributes, and relations to other concepts. Attributes have types
(primitive, enumerated, list, record, and any combination).

In the AUV conceptual ontology example (Figure 4, left) the con-
cept Actuator is a sub-concept of AUVComponent, with the boolean
attribute isActuated and the relations actuates and sending, to
the concepts PhysicalComponent and ActuationSignal, respec-
tively. We can also define concepts from other concepts using union,
intersection, negation, and quantification along relations. We can
lift attributes from the target concept of a relation to the relation,
itself. Here, a DetachedFin is defined to be a Fin such that every
DegradedFin it degradesTo has no (zero) liftDragEfficiency
despite being actuatedBy every FinActuator that isActuated.

We have defined our own languages rather than use existing lan-
guages such as the Web Ontology Language (OWL)6 and SPARQL7
because it enables a tighter integration with our core model and a
similar style of DSL.

3.3 Queries
Figure 5 shows example queries over the integrated AC model.

Figure 5a shows a query for goal nodes of arguments in the
AC, that contain claims referring to the reinforcement learning
controller, and that are eventually supported (i.e., followed) by at
least one solution node that is related to verification evidence. Here,
eventually is used to form the reflexive transitive closure of a
relation.

The second query, in Figure 5b, looks for requirements allocated
to the autonomous planner (autonomousPlanner), and that repre-
sent the requirements to implement the mitigations of hazards that
are, in turn, allocated to the AUV fins (Fin) and whose hazard condi-
tion involves either a stuck open starboard fin (stuckOpenStbdFin)
or detached port fin (detachedPrtFin). These items correspond to

6https://www.w3.org/OWL/
7https://www.w3.org/TR/sparql11-query/
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Figure 4: Fragments of (left) AUV conceptual ontology describing fin degradation modes and (right) AUV instance ontology
instantiating the autonomous planner component and AUV fins.

ArgumentNode such that type = goal 
and description = “*rlController*” and
eventually SupportedBy some (ArgumentNode 
such that type = solution and
some relatedEvidence.type = verification)

(a) Querying the structured argument component.

Requirement such that allocation contains autonomousPlanner 
and isRequirement for some Mitigation for some
(Hazard such that allocation contains Fin and
(condition contains stuckOpenStbdFin or

condition contains detachedPrtFin))

(b) Querying the assurance basis component.

Figure 5: Examples of querying the AUV AC invoking terms declared in ontologies.

the concepts and instances defined in the corresponding ontologies
(Figure 4).

Note, here, that we use “allocation” in two distinct ways: in the
first part of the query it refers to a requirements allocation, which is
a responsibility assignment of the requirement to, say, a component
in the physical decomposition model, also reflected as an instance
in the instance ontology. In the second part of the query, it refers
to a hazard allocation, that is, the location of the hazard.

3.4 Pattern-based Argument Generation
As previously discussed (Section 2.2.3), argument patterns are an
abstraction that can be used to transform data into arguments. Fig-
ure 6 shows an argument pattern in GSN, abstracting the (reasoning
steps of the) argument structure of Figure 2. In this pattern, the ab-
stractions are parameters enclosed in braces “{ }” in the argument
nodes, multiplicity annotations on the links (shown as ‘•’), and the
loop link connecting children nodes to their ancestors. We do not
discuss the remaining pattern abstractions [20] here.

We can instantiate such patterns using source data to replace
the specified parameters. This data is either external to the AC
(e.g., extracted from a collection of test cases), or internal to the AC

and extracted from other components of the AC (such as hazard
tables; see Section 2.2). Argument patterns are, in effect, a concise
domain-specific notation for defining transformations of source
data into assurance arguments. To instantiate a pattern, we assign
the root parameter to some element of the model (such as a specific
hazard table), and queries then navigate from that point through
the model to instantiate the remaining parameters in the pattern.

For example, in the pattern root goal node G1 (Figure 6), we
query for those hazards allocated to the autonomousPlanner com-
ponent declared in the physical decomposition (Figure 1) and whose
hazard condition (that is, the desired heading does not change from
the current heading, which is also the collision course heading)
contains the statement shown. Here, allocated and condition
are elements of the core model reflecting, respectively, the hazard
allocation and the specific state that precipitates the hazard (hazard
condition). Also, desiredAUVHeading, currentAUVHeading, and
collisionCourseHeading are instances in the AUV instance on-
tology (Figure 4, right) of the AUVDataVar concept declared in the
AUV conceptual ontology (Figure 4, left).

We annotate links with constraints between parameters that
enable, for example, the requirement claim in goal node G4 to be

5
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Figure 6: GSN argument pattern abstracting the argument
structure of Figure 2, enriched with ontological data.

located in the model, given the hazard in goal node G1. We then
instantiate the text in G4 with the description of that requirement
in the model. The link from the strategy node S4 to the goal node
G1 is a loop, reflecting the recursive nature of this pattern: causes
of hazards are, themselves, hazards, and thus amenable to the same
reasoning.

The tool generates traceability links allowing navigation be-
tween the argument, pattern, and source data, and we use bidirec-
tional transformations to maintain consistency whilst supporting
round-trip persistence, that is, the ability to edit arguments gener-
ated from patterns and for those edits to persist when the argument
is re-generated. Users can optionally propagate selected edits to the
corresponding artifacts. For instance, we can add an assumption
node to the instance argument generated (such as the assumption
node A2, as shown in Figure 2), and optionally propagate that
change to the pattern of Figure 6, abstracting node content as a pa-
rameter whose value is resolved by a query locating the assumption
connected to reqClaim.

4 CONCLUDING REMARKS
We have described ongoing work on the integration of ontologies
into the AdvoCATE model-based AC toolset. Thus far we have
primarily used the ontologies for domain and system modeling,
and querying the extended model. By tightly coupling the DSLs for
ontology definition with the other AC languages in the tool, we
offer powerful new mechanisms for AC creation and analysis.

Related Work. The distinction between models and ontologies
has been discussed in the literature. Our view is close to that of [1]

who consider models to be prescriptive (and representing specifica-
tions of a system) while ontologies are descriptive (and constituting
a description of the external world as it is). We think this is a use-
ful distinction, though we also allow ontologies to represent the
system under assurance. In practice, this is reflected in extensions
to AdvoCATE, where the built-in assurance model comprises those
well-defined domain-independent components that we consider
key parts of an AC, while the ontologies allow users to flexibly
model domain-specific extensions.

Previous work on integrating models and ontologies [1, 19, 22]
has discussed how to use ontologies to provide semantics to en-
rich relations between models, such as model transformations, but
has tended to present high-level abstract frameworks, rather than
concrete tools and languages.

There has beenmuchwork onmediating database access through
ontologies. Most relevant to our work is the notion of ontology-
based database access [4] where a database can be queried using an
extended vocabulary that enriches a database with domain-specific
semantics. This can use ontology-to-database mappings [15] where
declarative rules describe how elements of relational database
schemas correspond to the ontology.

Most of this work has been domain-independent and not directly
targeting assurance, although [16] explores the use of ontologies
for hazard analysis, while [17] explores using ontologies to elicit
safety requirements. However, they do not distinguish model and
ontology, using ontology to refer to a fixed prescribed structure for
representing hazards and their constituent elements (corresponding
to the assurance basis component of our model), as well as domain-
specific parts that for us would be captured by an ontology.

Future Directions. As mentioned, one of the main motivations
for this work is to support validation (and ultimately verification)
of the AC. We are doing this by embedding model elements in a
domain ontology. A second aspect of this, which is ongoing, is the
development of a structured language for expressing claims and
other statements in the structured argument component of an AC.
We aim to support a range of formality, from free-form natural
language to structured statements composed of elements from the
ontology, for which well-formedness and correctness of inference
rules (with respect to the ontology) would be automatically en-
forced. The ontology could also be used to automatically generate
sub-claims.

Although we have chosen to implement our own ontology defi-
nition languages, we do not discount the merits of integrating with
other ontology tools, and plan to define import/export mechanisms
via the OWL standard. We are also working on a view language
that exploits queries to generate user-specified visualizations, both
graphical and tabular.

We have described how we use bidirectional transformations to
keep several artifacts in an AC consistent, in particular patterns and
arguments. We plan to develop similar transformations between the
ontology and the other assurance artifacts (e.g., adding a subgoal
to an argument could add an instance to an ontology concept).
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