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Cylindrical optics have been added to a conventional two-point focused laser differential
interferometry (FLDI) system to make measurements of density fluctuations at multiple points
along two lines. Optics fixed in rotation mounts allow for the two lines to be oriented in any
position relative to each other to make measurements of different physical phenomena. The
system was first characterized in the laboratory using a laser-induced breakdown spark to
provide a well-defined density fluctuation. The system was then installed at the NASA Langley
20 Inch Mach 6 Air Tunnel to make measurements through the boundary layer of a flat plate
model and in the tunnel freestream.

I. Introduction

The focusing laser differential interferometer (FLDI) originally described by Smeets and George [1] is capable
of providing time-resolved measurements of density fluctuations at a point. The instrument uses two closely-spaced,
orthogonally-polarized, parallel beams that are transmitted from the pitch side of the instrument and focused to two
small spots on the measurement plane. These points are separated by a distance ∆xWP as shown in Fig. 1. where blue
and red represent separate, orthogonally-polarized laser light paths between the pitch and catch sides of the instrument.
A small change in density, ∆ρ, in the flow results in a proportional change in refractive index, ∆n, as described by the
Gladstone-Dale relation:

Fig. 1 Laser light paths for conventional FLDI between pitch and catch sides of the instrument.
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∆n = Kair∆ρ (1)

where Kair = 2.3 × 10−4 m3/kg is the Gladstone-Dale constant for air. If a uniform difference in refractive index exists
between the two focused spots persisting over some distance, sz in the z-direction, then a phase difference is imparted
between the two orthogonally-polarized beams according to:

∆φ =
2π
λ0

sz∆n (2)

where ∆φ is the phase difference and λ0 is the wavelength of the laser light. After the orthogonally-polarized laser
light is combined on the catch side of the instrument, it is passed through a linear polarizing filter that is adjusted such
that it transmits the polarization component corresponding to the middle of the interference fringe. The intensity of
laser light incident on a high-speed photodetector will then change proportionally to ∆ρ. Unlike path-averaged laser
differential interferometers (LDI) that use collimated laser beams to sense density fluctuations [1–6], the FLDI has the
benefit of attenuating the influence of density gradients away from the measurement plane on the measured signal. This
attenuation of signal is the result of spatial filtering as the beam diameter of the laser light becomes large relative to
density disturbance wavelength, λρ [7–10]. Further discussions on the overall response of a single-point FLDI signal
with the application of a series of transfer functions that are dependent upon disturbance wavenumber, kρ = 2π/λρ, can
be found in [7–12].

The single-point FLDI has been successfully applied to high-speed flow experiments in the last decade as
advancements in high-speed analog-to-digital conversion instrumentation have enable acquisition rates in excess of
tens of MHz. Such acquisition rates are critical to the understanding of high-speed flow, like hypersonic boundary
layer transition-to-turbulence, where disturbances with frequencies in the 100s of kHz drive certain aspects of the flow
physics. Azzazy at al. [13] were the first to demonstrate a variant of the single-point FLDI in an aerofoil boundary
layer with a frequency response up to 1 MHz, analyzing the magnitude of the signal root-mean-square (RMS) to
determine transition-to-turbulence location. Parziale et al. [11, 12, 14] performed the first modern single-point FLDI
measurements in a hypersonic wind tunnel, providing analyses of the spectral behavior of both the tunnel freestream and
wind tunnel model boundary layer disturbances up to 10 MHz. Numerous other examples of the application of the
single-point FLDI can be found in [5, 7–9, 15–22].

One drawback of the single-point FLDI is its inability to measure density disturbance velocity, Uρ. Data obtained
with the instrument are first acquired as a time series and then a Fourier analysis is performed. The resulting spectra of
the density disturbance field at a point in the measurement plane are given as a function of frequency, νρ. However, in
order to accurately determine the response of the instrument, the appropriate wavenumber-dependent transfer functions
must be applied to the raw spectra. This requires that the frequency-dependent spectra to be recast as a function of
wavenumber, kρ = 2πνρ/Uρ, which requires Uρ to be assumed or known. Smeets and George were the first to propose a
two-point FLDI measurement where a polarizing Koester prism was used to generate two measurement points. More
recent work using several different optics incorporated into a single-point FLDI instrument to generate two separate
measurement points is described in Refs. [18, 23–26]. Two-point FLDI velocity measurements have also be obtained
using two separate, single-point FLDI instruments as in Ref. [14].

For high-speed boundary layer measurements, multiple measurement points distributed throughout the boundary
layer are preferable in order to provide a complete understanding of its state (e.g. laminar or turbulent) and characterize
the distribution of disturbance intensities and velocities. Smeets and George [1, 2] and Smeets [3] were the first to
propose a multi-point LDI that used a series of Wollaston polarization prisms to generate up to eight measurement
points for the study of boundary layer flow. For the eight-point measurements in [3], an eight-channel photodiode array
was used to record the time-varying signal from each point. Wadhams et al. [27] used a five-point FLDI system for
measurements on a cone in a hypersonic flowfield, however it appear that these measurements were spaced sufficiently
far apart such that correlated measurements could not be made. Recently, Hameed et al. [28] demonstrated a 4-point
FLDI instrument used to characterize boundary layer flow over a cone in a Mach 6 flow. These points, generated using
two additional Wollaston polarizing prisms, provided for measurement of the density disturbance spectra and phase
velocity using two beam pairs located at two wall-normal positions within the boundary layer.

For measurements in the boundary layer above a broad, flat surface, the use of conventional laser beam focusing
methods in an FLDI instrument may not be appropriate as portions of the beam can be truncated by the model itself.
Recent work by Houpt et al. [16, 19] replaced the spherical optics of a conventional FLDI instrument with cylindrical
focusing optics. This approach allowed for single-point density disturbance spectra to be obtained above a flat wall

2



boundary layer in a Mach 2 wind tunnel while maintaining a degree of spatial filtering for disturbances away from the
measurement plane.

The purpose of this paper is to demonstrate the feasibility of a multi-point FLDI instrument for use in high-speed
wind tunnel experiments where tunnel or model geometry would otherwise interfere with the spherically-focused beams
of a conventional FLDI instrument. In this work, we use a combination of spherical and cylindrical focusing optics
to form a pair of closely-spaced, orthogonally polarized lines (as opposed to two spots) on the measurement plane as
shown in Fig. 2. Careful selection of the focal lengths of the cylindrical optics allows for the control of the line pair
height, ∆yL , on the measurement plane. Signals from density disturbances at 16 points across the length of this line
pair are acquired using a 16-element linear photodiode array. The addition of a Nomarski polarizing prism, as used in
Refs. [18, 26], enables measurements from density disturbances along two closely-spaced line pairs, separated by ∆xNP
in the x-direction. A cross-correlation, or similar analysis, of the time-varying signals at the same relative locations
along both line pairs provides for a measurement of the phase velocities, Uρ (y, t). Two experiments are performed to
demonstrate the performance of this instrument. In the first experiment, measurements with the single- and two-line-pair
configuration oriented both parallel and normal to the surface of a traveling shockwave formed from a laser spark are
obtained. The time varying signals and velocities obtained with the multi-point FLDI instrument are then compared to
results obtained simultaneously with a high-speed schlieren system framing at 400 kHz. In the second experiment,
single- and two-line measurements in the boundary layer of a flat plate in a Mach 6 flow are obtained in the wall-normal
direction. High-speed schlieren images and time-averaged Pitot pressure rake data from the flat plate flow are used to
verify the boundary layer thickness estimate obtained with the multi-point FLDI instrument.

Fig. 2 Laser light paths for multi-point FLDI instrument between pitch and catch sides of the instrument.

II. Experimental Setup

A. Line-FLDI System

A schematic of the two-line, multi-point FLDI (2L-FLDI) system is shown in Fig. 3, with the transmitter/pitch side,
P, to the left of measurement plane (section A-A) and the receiver/catch side, C, to the right. A single-mode, vertically
polarized λ0 = 532 nm laser, L, with maximum output power of 300 mW reflects off two turning mirrors, M1P and M2P,
onto the optical axis of the system. A half-wave plate, HWP1P, polarizing beamsplitter cube, PBS, and beam dump,
BD, are used to adjust the laser power that is transmitted into the system. A second half-wave plate, HWP2P, rotates the
polarization angle by 45° relative to the y-axis. A short focal length spherical lens, BE, is then used to expand the beam
in all directions. Next, a Nomarski prism, NP, splits the vertical and horizontal components of polarization by a small
angle about the z-axis in the xz plane and then redirects them such that they cross the z-axis in the xz plane ≈ 267 mm
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beyond the prism’s exit plane. These orthogonally-polarized beams are denoted in the schematic with either blue or
red. After NP, a third half-wave plate, HWP3P, rotates the polarization angle of each beam such that they are oriented
at ±45° relative to the y-axis. Up to this point, the instrument is essentially identical to the two-point FLDI system
described in Bathel et al. [30].
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Fig. 3 Schematic of the two-line FLDI system, with the transmitter side on the left and the receiver side on the
right.

However, after HWP3P, a series of cylindrical lenses are placed at various positions along the instrument’s optical
axis so that lines of focused laser light are formed parallel to the y-axis on the measurement plane. The first of these
is a positive cylindrical lens, PCLP , that is placed so that it collimates the beams with respect to the y-axis while
allowing them to continue to expand in the ±x-directions. In Fig. 2, the magenta color is used hereafter to describe
the propagation of the laser beams when viewed orthogonally to the yz plane. For reference, the coordinate system
orientations for all colors used in the schematic is shown in the top left of Fig. 2. A Wollaston prism, WP, placed
at the crossing point of the two beams formed by NP further splits each beam by 2 arc minutes relative to the z-axis
and parallel to the xz plane. This creates two additional orthogonally-polarized beams. A negative cylindrical lens,
NCLP, is then placed one focal length from WP to further expand the beam in the ±y-directions. A field lens, FLP,
consisting of two back-to-back achromatic doublets, FL1P and FL2P, is used to focus the beams in the xz plane and
collimate them in the yz plane. This is placed at one effective focal length (EFL) from WP such that the central axis
of each beam propagates parallel to one another and the z-axis after exiting FLP. Using this configuration, two line
pairs (each referred to as a Wollaston pair) are formed on the measurement plane (section A-A), with each line oriented
parallel to the y-axis and separated in the x-direction by ∆xWP = 172.6 µm. The two Wollaston pairs (referred to as a
Nomarski pair) are separated by ∆xNP = 1.842 mm. Here it is important to note that the length of the lines, ∆yL , can be
specified with careful selection of BE, PCLP, and NCLP focal lengths.

Beyond the measurement plane (section A-A) in Fig. 3, light from laser lines diverges in the ±x-directions and
remains collimated in y. A second field lens, FLC , consisting of back-to-back achromatic doublets, FL1C and FL2C, is
then placed at a distance from the measurement plane equal to that between FLP and the measurement plane. For this
work, both FLP and FLC are identical. After passing through FLC , the beams are focused in both the x- and y-directions.
Another 2 arc-minute Wollaston prism, WC, is placed at the EFL of FLC to combine the orthogonally-polarized beams
from each Wollaston pair. The location of WC also corresponds to the focus of the laser light in the y-direction. After
passing through WC, the laser light begins to diverge in the y-direction. This light is then collimated in y by placing
a positive cylindrical lens, PCLC, one focal length from WC. Beyond PCLC the laser light from the Nomarski pair
continues to converge in the x-direction until two focused laser lines are formed. The light from these lines, offset
from one another by a small distance in x, are then split into two separate legs of the instrument, L1 and L2, with a
right-angle prism mirror, PM. An isometric view of this splitting of the two laser lines with PM can be seen at the
bottom right of the schematic. After PM, both legs L1 and L2 contained the same optical components. First a turning
mirror, M#C, redirects the beam by 90° and can be adjusted for alignment on to the detector. The beam then passes
through a quarter-wave plate, QWP#C, that is adjusted to remove any ellipticity in the polarization of the beam. Next a
linear polarizer, LP#C, makes the two overlapping orthogonally-polarized beams interfere with one another, and a short
focal length positive cylindrical lens, PCL#C, is used to adjust the thickness of the laser line incident on the linear silicon
PIN photodiode array, PD#. Here it is important to note that careful selection of the focal length of PCLC determines the
length of the laser line incident on PD#. For the experiments described in this work a 16-element silicon PIN photodiode

4



Configuration 1

Wave

∆𝑦𝐿

∆𝑥𝑊𝑃

A-A Spark Test

(a)

Configuration 2

∆𝑦𝐿

∆𝑥𝑊𝑃

Wave

A-A Spark Test

(b)

Configuration 2

∆𝑦𝐿

∆𝑥𝑊𝑃

A-A Flat Plate

(c)

Fig. 4 Laser line orientations obtained with the two-line, multi-point FLDI instrument. The spark test
configurations are shown in (a) and (b), while the flat plate test is shown in (c).

array was used, with each element measuring 0.8 mm high (active area 0.7 mm) for a total height of 12.8 mm and a total
width of 2.0 mm. Therefore, the focal length of PCLC was selected in order to slightly overfill PD# in the ±y-direction.

The orientation of the two laser lines can be changed to address the particular measurement needs for a flow. Figure
4 shows two laser line orientations applied to three configurations that were achieved with the instrument and are later
described in Sections III and IV. Figure 4a shows a configuration (Configuration 1) that can be used if sequential
measurements of an evolving density wave are desired. Here, WP and WC are rotated such that the laser lines within
each Wollaston pair overlap one another, with an overlap offset of ∆xWP. The NP is then rotated such that the overlapping
laser lines in each Wollaston pair are separated by ∆xNP relative to the their minor axes. Figures 4b and 4c show a
configuration (Configuration 2) that can be used if measurements are desired across a spatially-varying disturbance field,
relative to the laser line pair’s (Wollaston pair’s) major axes, with the dominant phase velocity component oriented
parallel to the Wollaston pair’s minor axes. Here, WP and WC are rotated such that the laser lines within each Wollaston
pair are separated by ∆xWP relative to their minor axes. The NP is then rotated so that the Wollaston pairs are separated
by ∆xWP relative to the minor axes of the laser lines. For the experiments performed in this work, the 90° rotation of
the Nomarski pair shown between Figs. 4b and 4c was accomplished by rotating the following optics by 90° about
the instrument’s optical axis: HWP2P, NP, HWP3P, PCLP, WP, NCLP, WC, and PCLC. Additionally, the PM and all
subsequent optics in legs L1 and L2 were mounted together and connected with a rotation mount to the catch side of the
instrument such that they could all be rotated by 90° about the instrument’s optical axis.

B. Knife-Edge Calibration

In order to compute the velocity of a disturbance as it passes through two adjacent measurement locations, the
distance between those locations is needed with high accuracy. In a two-point FLDI system, determination of the
separation distance between the two points is simple; the method used by Bathel et al. [26] uses a CMOS camera
located at the focus (measurement plane) of the system to image the focused spots with a resolution of 3.45 µm per pixel.
Measuring the distance between adjacent measurement points in the laser line is more difficult since there are no edges
in the laser line to delineate separate channels; it is one continuous laser line with varying intensity. The separation of
the line into contiguous channels is performed by the photodiode linear array itself. The spacing of the photodiode
elements themselves is not a measure of the actual separation of the channels in physical space, since the beam can be
magnified (larger or smaller) when focused onto the photodiode element. A linearly-traversing knife-edge system was
used to obtain the channel spacing in physical space.

The channel spacing measurement system comprises a razor blade (knife-edge, KE) fixed to a linear stage actuator.
The initial position of the KE is completely out of the beam path, so that all light passes through to the detector. The
actuator is then traversed in steps of 100 µm along the length of the laser line’s major axis until the beam is entirely
blocked from passing through to the detector. When the KE is not blocking the channel, the signal measured by the
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Fig. 5 Knife-edge calibration results for (a) data set 14 and (b) data set 15.

detector is at its maximum. As the KE moves through the channel, the signal measured by the detector decreases
continuously until the channel is completely blocked, at which point the detector measures its minimum signal.

The results of two KE calibration measurements are shown in Fig. 5. In Fig. 5a, a single photodiode with all 16
channels is used, whereas in Fig. 5b, two photodiodes are used, each with only the even channels connected to the scope
(since the maximum number of channels that could be acquired at a time was 16). In both plots, increasing channel
number is denoted with darkening lines. The circles denote the actual positions where the knife-edge was moved to and
data acquired. The y-axis in each plot is normalized voltage (between 0 and 1), which is obtained by normalizing each
channel by its own maximum and minimum voltage signal when the knife-edge is completely removed from (or inserted
into) the system, as shown in Eq. (3).

Vnorm =
Vcal − Vmin
Vmax − Vmin

(3)

The data for each channel between a normalized voltage of 0.25 and 0.95 is fit with a low-order polynomial (red or blue
line). The difference in position between adjacent channels at Vnorm = 0.5 (red or blue circles) gives the physical channel
separation in space, and is equivalent to the Nomarski pair beam separation from [18, 26]. The mean channel spacing
from the data in Fig. 5a is 526 ± 66 µm. The mean channel spacing from the data in Fig. 5b is 1.036 ± 0.145 mm
for PD1 and 1.030 ± 0.111 mm for PD2, noting that this spacing will be approximately double that of Fig. 5a because
only the even channels are being sampled. These channel spacing values are used in calculations of the velocity of the
disturbances.

C. Laser Induced Breakdown Spark Test

The ability of the system to determine the shape and speed of a weak disturbance is determined using a shock wave
generated by laser-induced breakdown (LIB). The FLDI system is used in conjunction with a high-speed schlieren
(HSS) system and a high-power 532 nm laser (EverGreen) to generate the spark. Two orientations of the two-line FLDI
system are tested, as shown in Fig. 4a and Fig. 4b.

A BNC Model 577 (4-channel) digital delay/pulse generator was used for triggering the LED, SA-Z, EverGreen, and
the FLDI system. The main system clock pulse output was set to 400 kHz. One channel controls when the camera
triggers, and is synced to the system clock so it always runs at 400 kHz. Another channel controls the LED triggering
indirectly through the camera software. A third channel triggers the EverGreen laser and the FLDI scope. The full
frame size of the camera sensor is 1024 × 1024, but in order to run at 400 kHz, the FoV was cropped to 256 × 80. The
oscilloscope was used to acquire a data set at every trigger, ensuring accurate correlation between the schlieren sequence
and the FLDI time record. Insulated 6 ft 50 Ω BNC cables (L-Com, CCTN5806B) terminated at 50 Ω were connected
to the photodiodes, and the sampling rate was 50 MHz with a record length of 50 MS.
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(a) (b)

Fig. 6 Spark test (a) schematic top-view and (b) picture from behind schlieren camera (SA-Z), with light beams
shown in green (FLDI), blue (HSS) and red (LIB).

D. 20 Inch Mach 6 Setup

The FLDI system was installed at the 20 Inch Mach 6 Air Tunnel to take data during testing of a flat plate model.
Large 80/20 T-slotted aluminum cages were used to mount the FLDI breadboards, and were isolated from the tunnel
to reduce vibrations. An accelerometer was mounted to the catch board to monitor the vibrations. The pitch board
(Fig. 7a) and the catch board (Fig. 7b) were both placed on two z-axis translation stages to enable precise vertical
alignment of the laser beams with respect to the flat plate model used in the tests. The use of two stages for each board
also allowed for precise leveling of the boards to ensure the laser traversed the flat plate parallel to its surface. On the
catch board, the two enclosures housing the linear array photodiodes can be seen. For each run, 16 channels of data
were acquired using a National Instruments (NI) PXIe-1062Q chassis with two 8-channel scope modules (Fig. 7c).
Each channel that was recorded by the scope passed through a 4.5 MHz low-pass filter (red tubes in Fig. 7c).

(a) (b) (c)

Fig. 7 FLDI setup at the 20 Inch Mach 6 Air Tunnel, including images of (a) the pitch board, (b) the catch
board, and (c) the NI scope with all 16 channels attached, with 4.5 MHz filters for each.

E. Photodiode Channel Cross-Talk

Measurements were conducted to ensure that each channel was not subjected to cross-talk from an adjacent channel.
Four channels near the center of the photodiode were used (channels 7, 8, 9, and 10), and a knife-edge selectively
blocked each channel one-by-one, directly in front of the photodiode itself (in contrast to the element spacing calibration
from Section II.B). A small compressed air turbulent jet was used to provide the density fluctuations at the laser beam
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focus. The power spectral density of all the channels was plotted to evaluate their influence on each other. Figure 8
shows four separate plots, one for each channel. For each plot, five data sets are shown, ranging from the knife-edge not
blocking any channels (black) to the knife-edge blocking all of the channels (magenta). Because the knife-edge was
introduced from the top of the photodiode (lower channel numbers), it was not possible to block, for example, only
channel 8 without also blocking channel 7.

(a) (b)

(c) (d)

Fig. 8 Photodiode cross-talk power spectral density plots for channel (a) 7, (b) 8, (c) 9, and (d) 10.

The magenta line in each sub-figure of Fig. 8 represents the noise floor of the photodiode, since in this condition no
laser light is incident on the photodiode, as it is being blocked completely by the knife-edge. In Fig. 8a, the only data set
with signal is when the knife-edge is not blocking any channels. In Fig. 8b, non-zero signals can be seen for both the
knife-edge-out case and when the knife-edge is blocking channel 7. The signal for those two cases are nearly identical,
indicating that channel 7 does not have any influence on the signal registered on channel 8. Similar results can be seen
in Fig. 8c and Fig. 8d, where the signals remained unchanged as adjacent channels were covered by the knife-edge.
These results indicate that there is negligible cross-talk between the individual elements (channels) on the photodiodes,
and their results can be interpreted independently.
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F. Beam Location on Flat Plate

The determination of the boundary layer thickness depends on the distance of the measurement location downstream
from the leading edge of the plate. To compare the boundary layer profile with measurements from the FLDI system,
the location of the photodiode channels in relation to the surface of the flat plate must also be accurately determined. To
measure the location of the channels relative to the surface of the flat plate, a similar knife-edge system as the channel
spacing calibration was used, with a linear traversing actuator to which a knife-edge was attached. The measurement
had to be made with the FLDI system in place and the model injected. The actuator/KE system was fixed to the model
surface, which was then injected into the tunnel and the laser allowed to pass over the model surface. The actuator was
controlled remotely and was traversed in steps of 250 µm perpendicular to the surface along the major axis of the laser
line, taking measurements on all channels at every step. For every data set, the mean voltage was obtained from the
1-second acquisition raw data and plotted versus the knife-edge position in Fig. 9a. The channel legend can be seen in
Fig. 9b, which shows the approximate position of the linear array photodiode relative to the flat plate model surface.
From the data, it appears that channels 14 through 16 are covered by the edge of the model, while channels 13 through 1
pass over the top of the model surface to the other side.

(a)

Flow

Flat Plate

(b)

Fig. 9 Determination of the beam location relative to the flat platemodel, with (a) showing the voltagemeasured
on each channel during knife-edge retraction, and (b) showing the approximate location of the beamwith respect
to the model edge/surface.

III. Spark Test Results

A. Configuration 1

A single spark experiment consisted of a single instance of the LIB-generated wave, with data acquisition for both
the FLDI system and the HSS system. For configuration 1, 50 instances of the spark experiment were run. As the wave
expanded from the LIB spark location, it was first registered on channel 1, and was last registered on channel 16, passing
through the other intermediate channels along the way. A plot of a single spark experiment data can be seen in Fig.
10a. These data sets have been shifted to zero on the y-axis by subtracting each channel’s mean voltage from before
the wave arrival. This is done solely for visualization purposes, since the mean voltage for each channel follows the
typical Gaussian distribution of the beam intensity along the line. This Gaussian beam intensity can still be seen in the
maximum voltage for each channel, with the outer channels (1 and 16) reading less signal than the inner channels. Due
to the linear array orientation, the first channel to register a change in the voltage is channel 1. In the raw voltage data,
there appears to be a repetitive low amplitude disturbance, which comes from the pulsing of the high-power LED used
for the simultaneous HSS. While these disturbances do not affect the FLDI results, data was also taken without the HSS
running, and this coupled disturbance in the FLDI data disappears.
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The distance in physical space at the measurement location was obtained using the knife-edge calibration method
described in Sec. II.B. To compute the velocity of the wave traversing the channels of the linear array, the time shift
between the data sets is needed. The peak times of the raw voltage data from Fig. 10a are used. A second-order
polynomial is fit to the data in the region near the peak, and the time at which the peak occurs is determined for each
channel. A plot of the channel distance versus the channel peak time is shown in Fig. 10b with black squares (left axis).
The velocity from one channel to the next is simply the slope of the line connecting the two points. A fit of all the data
points (dashed black line) gives the mean wave velocity as it passes along the laser line. Using all 50 data sets for each
channel, the mean and standard deviation of all the velocities from the fit is 346.05 ± 0.26 m/s. This can be compared
to the sound speed in air at the temperature in the laboratory when the data was taken (76°F) of 345.8 m/s.

(a) (b)

Fig. 10 Configuration 1 (a) raw voltage that has been zeroed by its mean, and (b) channel position versus the
peak time to fit the velocity slope.

Small changes in the peak time or the channel separation distance result in relatively large changes in the velocity.
The right axis of Fig. 10b shows the offset of each channel distance from the linear fit. While these offsets are small (on
the order of tens of microns), the corresponding velocity offset from the mean is quite large (on the order of tens of
meters per second). This can more clearly be seen by simply taking the forward difference between adjacent channels to
compute the slope, and thus velocity of the wave as it passes through the laser line. In Fig. 11, the computed velocity
from this forward difference is shown with red squares, and the sound speed in the laboratory as the dashed black line. A
table with the mean velocities for each channel-pair is shown in Table 1. From both figure and table, it can be seen that
the mean velocities for each channel pair deviate substantially from the sound speed, but the precision for each channel
pair over 50 separate spark experiments is very good. Since the channel-pair spacing is constant from the knife-edge
calibration, this indicates that the relative peak times are extremely consistent over all experiments.

B. Configuration 2

The orientation of the beams for the second configuration of the spark experiment is shown in Fig. 4b. For these
tests, only the even channels of both photodiodes were used (2, 4, 6, 8, 10, 12, 14, 16). In this orientation it was possible
to take an image of the line pairs using a CMOS camera at the beam focus. From this image, the Wollaston beam-pair
separation distances are ∆xWP = 172.6 µm for the top beam and ∆xWP = 172.8 µm for the bottom beam. The Nomarski
beam-pair separation distance is ∆xNP = 1.842 mm.

The raw voltage data on the even channels of both PD1 and PD2 can be seen in Fig. 12a. The top photodiode
responds to the wave first, and is shown in red corresponding to the schematic in Fig. 4b. The bottom photodiode
responds to the wave a short time after, and is shown in blue. Both signals have the characteristic immediate spike as the
shock wave arrives, with an expansion tail, and then the return back to ambient conditions. This is the same structure
that was observed in the two-point FLDI system in Bathel et al. [26]. This is also the structure seen in CFD simulations.
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Sound Speed at 76F
Forward Difference
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Fig. 11 Velocity from FLDI for LIB spark experiment for both forward and central difference calculations.

Table 1 Velocity comparisons from FLDI and HSS for configuration 1 (HSS results will be added).

Channel VFLDI [m/s] VHSS [m/s] Channel VFLDI [m/s] VHSS [m/s]
1 − 2 319.45 ± 1.82 - 9 − 10 355.36 ± 0.85 -
2 − 3 351.02 ± 1.35 - 10 − 11 335.62 ± 0.93 -
3 − 4 343.71 ± 1.07 - 11 − 12 375.62 ± 1.17 -
4 − 5 355.47 ± 1.17 - 12 − 13 349.72 ± 1.20 -
5 − 6 327.78 ± 1.03 - 13 − 14 335.92 ± 1.52 -
6 − 7 370.43 ± 1.13 - 14 − 15 357.34 ± 3.54 -
7 − 8 354.36 ± 0.92 - 15 − 16 324.94 ± 3.58 -
8 − 9 333.95 ± 0.87 -

The data in Fig. 12a has been shifted to zero on the y-axis using the mean voltage of the channel’s signal before the
wave arrives, as was done in Section III.A. The amplitude differences between each channel of a photodiode are still
visible, and follow the familiar Gaussian distribution of the line of laser light. A zoom-view of the initial spike for both
photodiodes is shown in Fig. 12b. The data is now colored differently, where a single color indicates the same channel
on PD1 and PD2. For instance, the dark blue curve represents channel 2 on both PD1 and PD2. The curvature of the
spherical shock wave can be seen in this data set, where the central channels register signal first, and the outer channels
register signal a short time later. This data set also shows that the FLDI line was centered directly below the spark, since
corresponding channels on opposite sides of the detector have very nearly the same delay (i.e. channels 2/16, 4/14, etc.).

To determine the velocity of the wave from the FLDI data, the spacing between the two photodiodes parallel to the
wave path is needed, along with the time between the corresponding channel’s peaks. For each channel, the data near
the maximum voltage is fit with a low-order polynomial, and the peak time obtained from the maximum value of the fit.
The change in time, dt, is computed by taking the difference between the corresponding channel’s peak times from each
photodiode, dt = tch,PD1 − tch,PD2. The separation distance between the two photodiodes is the Nomarski pair separation
distance, ∆xNP.

The resulting velocity from each channel pair between the top and bottom FLDI line is shown in Table 2 in the
central column. Although there is only a single set of schlieren images for every FLDI data set acquired, the schlieren
velocities shown in the right column of Table 2 correspond to the channel location in the schlieren FOV, and schlieren
signal is averaged over the width of the corresponding channel. The velocity of each FLDI channel is quite consistent,
with high precision over the 50 individual spark tests as indicated by the uncertainty of each channel. The HSS velocities
are close to the FLDI velocities, but trend a little higher in general, by approximately 2 m/s.
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Fig. 12 Configuration 2 (a) raw voltage for both photodiodes and (b) zoom-view of the channels colored by
corresponding channels on both photodiodes, and with their peak times identified.

Table 2 Velocity comparisons from FLDI and HSS.

Channel VFLDI [m/s] VHSS [m/s] Channel VFLDI [m/s] VHSS [m/s]
2 352.75 ± 0.23 356.94 ± 11.64 10 351.57 ± 0.15 352.97 ± 9.62
4 351.35 ± 0.16 353.37 ± 6.63 12 352.60 ± 0.09 355.62 ± 5.59
6 351.45 ± 0.33 354.16 ± 11.46 14 353.32 ± 0.23 352.97 ± 3.93
8 351.46 ± 0.13 353.31 ± 3.34 16 354.34 ± 0.15 355.73 ± 5.52

IV. 20 Inch Mach 6 Results

A. Run Summary

The FLDI testing was completed as a subset of a larger testing campaign which included other measurement
techniques. FLDI data was obtained for runs 41 to 69, and high-speed schlieren data was obtained for some of the
important FLDI run conditions in runs 70 to 75. A summary of the Reynolds number conditions for each run, as
well as other run characteristics, can be seen in Table 3. The flat plate model was modular, with removable side rails
(one on each side of the model), removable trip inserts near the leading edge, and a removable rake behind the FLDI
measurement location. Detailed drawings of the model will be provided in the final paper.

Table 3 Reynolds number and other characteristics for all runs at 20 Inch Mach 6.

Re (×106 ft−1) Runs Characteristic Runs
Re = 2.0 42,43,45,48,50-53,57,58,61,63,65,67,71,73,75 Side Rails On 41-64,72-75
Re = 3.0 56 Side Rails Off 65-71
Re = 4.0 49,54,59,62,64,66,68-70,72,74 Trips On 57-62,67-69,72,73
Re = 5.6 55 Trips Off 41-56,63-66,70,71,74,75
Re = 7.2 41,44,46,47 Rake Installed 41-56

Rake Not Installed 57-75

12



B. Freestream Repeatability

Freestream measurements were taken for each run of data, after the model was retracted. The noise (and PSD) of the
freestream is an important factor when trying to understand transition mechanisms. For repeatable runs at the same
conditions, the freestream spectrum should remain unchanged. An example plot of the PSD estimate for Run 64 is
shown in Fig. 13. While the absolute amplitudes of the PSD are different for each channel (due to the difference in
signal intensity across the photodiode), the general trend of the freestream noise is the same, showing a flat response at
lower frequencies, and a steady roll-off at higher frequencies. Further comparisons will be made with data sets from
every run in the final paper.

CH1
CH2
CH3
CH4
CH5
CH6
CH7
CH8
CH9
CH10
CH11
CH12
CH13
CH14
CH15
CH16

Fig. 13 Run 64 freestream PSD for all 16 channels.

C. Boundary Layer Measurements

To determine which channels were being blocked by the flat plate model, data was taken with the model first retracted
and then injected, as shown in Fig. 14a where the mean voltage is plotted for each channel from a one second time series
of acquired data. The lower number channels are farther above the surface of the model. The signal from channels 1
to 9 does not change appreciably between the two scenarios, but as the channel number increases, the signal on the
higher channels drops when the model is injected. However, note that the signal does not drop to near-zero which would
generally be associated with a hard edge. From the data in Section II.F and Fig. 9, it can be assumed that the surface of
the model lies somewhere between channels 13 and 14. More analysis will be performed for the final version of the
paper.

Measurements were taken during the run with the model injected to obtain the boundary layer profile. Data shown
in this section is for Run 64, which had a Reynolds number of 4.02 × 106 ft−1. The RMS voltage is computed for
each channel after normalizing the data based on the Gaussian intensity distribution of the signal on the linear array
photodiode. Figure 14b shows a plot of the channel number versus the RMS voltage. The dark gray box indicates the
probable location of the model edge, and the light gray box indicates that the exact surface location between channels 13
and 14 cannot be determined. The RMS voltage is high near the surface, and decreases away from the surface. The
freestream RMS voltages for each channel are also plotted, and show a nearly steady value for every channel. It is
expected that outside the boundary layer, the RMS voltage would equal that of the measured freestream, and this is what
is shown for channels 8 to 1. Many more data sets will be analyzed in the final paper, for both laminar and turbulent
cases, over a range of different Reynolds numbers, with/without trips, and with/without side rails. Comparisons will
also be made to high-speed schlieren measurements and to rake data.
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