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Abstract 

The Earth’s climate is rapidly changing. Over the past centuries, aerosols, via their ability to 

absorb or scatter solar radiation and alter clouds, played an important role in counterbalancing 

some of the greenhouse gas (GHG) caused global warming. The multi-century anthropogenic 

aerosol cooling effect prevented present-day climate from reaching even higher surface air 

temperatures and subsequent more dramatic climate impacts. Trends in aerosol concentrations 

and optical depth show that in many polluted regions such as Europe and the United States of 

America, aerosol precursor emissions decreased back to levels of the 1950s. More recent 

polluting countries such as China may have reached a turning point in recent years as well, 

while India still follows an upward trend. Here we study aerosol trends in the CMIP6 

simulations of the GISS ModelE2.1 climate model using a fully coupled atmosphere 

composition configuration, including interactive gas-phase chemistry, and either an aerosol 

microphysical (MATRIX) or a mass-based (OMA) aerosol module. Results show that whether 

global aerosol radiative forcing is already declining depends on the aerosol scheme used. Using 

the aerosol microphysical scheme, where the aerosol system reacts more strongly to the trend 

in sulfur dioxide (SO2) emissions, global peak direct aerosol forcing was reached in the 1980’s, 

whereas the mass-based scheme simulates peak direct aerosol forcing around 2010.  

 

Plain Language Summary 

The NASA Earth system model, GISS ModelE2.1, has released new interactive composition 

climate simulations from 1850 to 2014 into the Coupled Model Intercomparison Project Phase 

6 (CMIP6) Diagnosis, Evaluation, and Characterization of Klima protocol archive. The GISS 

model includes two different schemes to simulate aerosols in the atmosphere, driven by natural 

and anthropogenic emissions. The two aerosol schemes differ by degree of complexity. One 

model better resolves aerosol microphysical processes, while the other model has more detailed 

chemistry regarding secondary organic aerosol formation. The models simulate different trends 

in aerosol radiative forcing. An evaluation with satellite data between 2001 and 2014 

demonstrates that the model with more detailed aerosol microphysics has reached maximal 

aerosol direct forcing in the 1980s, and is since on a decreasing global forcing trajectory. This 

has implications for using the trends over recent decades as predictive for greenhouse-gas 

related changes in the future. 
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1 Introduction 

Aerosols and clouds have been on the forefront of climate research for decades (Hansen et al., 

1998) and our understanding of the role of aerosols as climate forcers has increased 

significantly over the past years. Nevertheless, uncertainties are still extremely high compared 

to other forcers of the climate system. Observational constraints for the aerosol direct radiative 

forcing, the anthropogenic component of the aerosol direct radiative effect, are highly uncertain 

(Bellouin et al., 2005, 2008; Su et al., 2013), which contributes to the large spread in forcing 

estimates for 2000 relative to 1850 (−0.02 to −0.58 Wm-2, Myhre et al., 2013)). Modeling 

aerosol radiative forcing is difficult due to the very complex nature of aerosols themselves, 

both due to their fast-changing chemical composition and size distribution, but also due to the 

complex interaction of aerosols with radiation and their impact on cloud macro- and micro-

physics. Additional large sources of uncertainty are emissions, natural and anthropogenic, and 

their evolution over time, which affect the spatiotemporal aerosol distribution in the 

atmosphere. The question about aerosol effects on climate is as urgent as ever, especially since 

many models are reporting very high equilibrium climate sensitivity (Gettelman et al., 2019; 

Golaz et al., 2019), as well as difficulties in matching the historical temperature record with 

transient climate models (Gettelman et al., 2019; Golaz et al., 2019; Held et al., 2020; Sellar et 

al., n.d.; Voldoire et al., 2019). As such understanding trends in forcing, the drivers of climate 

change, as well as the performance of the Community Emission Data System (CEDS) in 

support of CMIP6 (Hoesly et al., 2018) and biomass burning emission (van Marle et al., 2017) 

that are used by the entire climate modeling community, is timely. Understanding composition 

trends over the entire historical simulation period, 1850 to 2014, is challenging, and only ice 

core records can be used to reconstruct aerosol information over such long timescales. During 

the last decades a larger number of measurements of aerosol concentrations have been made 

available from surface, suborbital and orbital platforms. Especially over the last two decades 

when the MODerate resolution Imaging Spectroradiometer (MODIS) and Multi-angle Imaging 

SpectroRadiometer (MISR) instruments started orbiting Earth, a wealth of information has 

become available which helped us promote our understanding of aerosol occurrence and 

evolution in the Earth’s atmosphere (Alfaro-Contreras et al., 2017; Fan et al., 2018; Hu et al., 

2018; Levy et al., 2010, 2013, 2015; Oikawa et al., 2018; Sayer et al., 2014). Through those 

studies, the emission-control measures that led to the cleaning of air over the US and Europe, 

together with the pollution increase that followed the explosion of industrial activity in South 

and East Asia, quickly became apparent (Adesina et al., 2016; Aklesso et al., 2018; Arkian & 
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Nicholson, 2017; Boiyo et al., 2018; Floutsi et al., 2016; Gopal et al., 2016; He et al., 2016; 

Jongeward et al., 2016; Kumar et al., 2018; Mehta et al., 2018; Shokr et al., 2017; Wang et al., 

2017, 2016; Xu et al., 2015). As such satellite retrieved aerosol optical depth (AOD) can be 

used for trend studies, changes in clear-sky shortwave radiative fluxes constrained by the 

observed variability in outgoing shortwave radiation from the Clouds and the Earth’s Radiant 

Energy System (CERES) can be used to look at radiative flux trends over the past two decades  

(Paulot et al., 2018). 

In addition to the trend analysis, in this work we aim to give a detailed description of the aerosol 

configurations of the GISS ModelE2.1 historical Atmospheric Model Intercomparison Project 

(AMIP) simulations. We study the effect of the microphysical aerosol scheme, MATRIX, 

against the mass-based aerosol scheme, OMA, both in terms of AOD and forcing. The OMA 

model, which is the new name of the aerosol model developed at GISS since Tegen & Fung 

(1994) and Koch et al. (1999) and is still under active development, (e.g. Perlwitz et al., 2015a), 

has been used for ozone and aerosol simulations with the GISS model for CMIP3 (Hansen et 

al., 2000), CMIP5 (Schmidt et al., 2014) and CMIP6. This is particularly important, since the 

OMA monthly-mean output is used as offline fields to drive GISS ModelE2.1 in all historical 

and climatological non-interactive atmospheric composition simulations for CMIP6.  

This paper is organized as follows. In section 2, we describe the climate model components, 

with a specific focus on the two aerosol schemes, and the evaluation data sets. In section 3 

results are presented for the global trends from 1850 to 2014 in forcing and composition (3.1), 

a model comparison with ice cores (3.2), a regional analysis of composition and forcing (3.3), 

and a global model-satellite trend analysis between 2001 and 2014 (3.4). Finally, we present a 

summary of the historical aerosol simulations in section 4 and draw conclusions in section 5. 

 2 Methodology  

2.1 The Climate Model   

A full description of ModelE2.1 and evaluation of its coupled climatology during the satellite 

era (1979–2014) and the historical ensemble simulation of the atmosphere and ocean 

component models (1850-2014) are under preparation. The model we are describing here is the 

AMIP composition simulation (GISS, 2019) ( https://doi.org/10.22033/esgf/cmip6.6986)  of 

ModelE2.1 with prescribed sea surface temperature (SST) and sea ice fraction during the 

historical period (Rayner et al., 2003).  The horizontal and vertical resolution of the 

file:///D:/Users/susa/Downloads/ https:/doi.org/10.22033/esgf/cmip6.6986) 
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atmospheric ModelE2.1 is 2◦ in latitude by 2.5◦ in longitude with 40 vertical layers extending 

from the surface to 0.1 hPa in the lower mesosphere.   

Here, aerosols and ozone are calculated prognostically using either the One-Moment Aerosol 

(OMA) or the MATRIX model (‘Multiconfiguration Aerosol TRacker of mIXing state’).  The 

OMA version is designated as physics-version 3 (’p3’) in the CMIP6 archive to signify 

continuity with its CMIP5 predecessor named TCADI in pre-CMIP6 publications. The 

MATRIX version of ModelE2.1 is designated as physics-version (’p5’). The following archive 

numbers identify the five ensemble simulations per model configuration, GISS-E2-1-

G_amip_r[1-5]i1p5f1 (MATRIX) and  GISS-E2-1-G_amip_r[1-5]i1p3f1 (OMA).   The 

monthly aerosol and ozone fields of the simulations of the OMA model, presented here, are 

used to drive all other simulations of the GISS model for CMIP6, that do not include online 

interactive chemistry and aerosols, denoted as NINT (for ‘non-interactive’) in the CMIP6 

archive as physics-version 1 (‘p1’). 

Both aerosol schemes are coupled to the tropospheric chemistry scheme (Shindell et al., 2001, 

2003), which includes inorganic chemistry of Ox, NOx, HOx, CO, and organic chemistry of CH4 

and higher hydrocarbons using the CBM4 scheme (Gery et al., 1999), and the stratospheric 

chemistry scheme (Shindell et al., 2006) which includes chlorine and bromine chemistry 

together with polar stratospheric clouds.  

MATRIX (Bauer et al., 2008, 2010a; Bauer & Menon, 2012), is an aerosol microphysics 

scheme based on the quadrature method of moments. MATRIX represents new particle 

formation (the binary scheme (Vehkamäki et al., 2002) was chosen here), gas-particle mass 

transfer, aerosol-phase chemistry, condensational growth, and coagulation within and between 

particle populations. MATRIX is able to explicitly simulate the mixing state of aerosols (Bauer, 

Ault, et al., 2013). The amount of water in aerosol is calculated with the aerosol 

thermodynamics module EQSAM (Metzger et al., 2002), using the phase state of an ammonia-

sulfate-nitrate-water inorganic aerosol in thermodynamic equilibrium for metastable aerosols, 

except for sea salt where the Lewis parameterization is used (Lewis & Schwartz, 2013) is used. 

As such, hygroscopic swelling of aerosol is already considered and does not need to be 

recalculated during the radiative calculations. Note, a new functionality related to the explicit 

treatment of partitioning of semi-volatile organics (Gao et al., 2017, 2018) that is part of 

MATRIX was not used here, as it was not included in the CMIP6 simulations. In the version 

used here, secondary organic aerosol (SOA) is parameterized as a source of non-volatile 
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aerosol emitted directly from vegetation. A 10% yield from monoterpene emissions is assumed, 

which is added to the non-volatile organic aerosol fraction in the model, and remains 

indistinguishable from organic aerosols from other sources. MATRIX results presented here 

use mechanism M1 (Bauer et al., 2008) that tracks 16 mixing state classes, 51 aerosol tracers 

and resolves eight chemical components; sulfate, nitrate, ammonium, aerosol water, black 

carbon, organic carbon, sea salt and mineral dust. In MATRIX the number of cloud activating 

particles is based on the aerosol activation parameterizations of (Abdul‐Razzak et al., 1998; 

Abdul‐Razzak & Ghan, 2000), which treat multimodal and multicomponent aerosols and 

provide the activated fraction for the number and mass concentrations for each population, 

based on the composition of each population and the cloud updraft velocity. ModelE2.1 only 

includes the first indirect effect, which is the effect of aerosols on cloud droplet number 

concentration (CDNC) and thereby on cloud albedo, cloud effective radii and radiation (Menon 

et al., 2008, 2010). 

OMA (Bauer, Koch, et al., 2007; Bauer, Mishchenko, et al., 2007; Bauer & Koch, 2005; Koch 

et al., 2006; Miller et al., 2006; Tsigaridis et al., 2013), is a mass-based scheme in which 

aerosols are externally mixed and assumed to have a prescribed constant size distribution. 

OMA transports 34 tracers. The following aerosol components are treated in this version: 

sulfate, nitrate, ammonium, carbonaceous aerosols (black carbon and organic carbon, including 

the NOx-dependent formation of SOA and methanesulfonic acid formation (Tsigaridis and 

Kanakidou, (2007)), dust (including heterogeneous gas uptake on dust surfaces (Bauer & Koch 

2005)) and sea-salt. Aerosol hydration in OMA is calculated in the radiation code following 

(Tang & Munkelwitz, 1994). Sea salt has two distinct size classes, and dust that is described 

by a sectional model with an option of choosing from 4 to 6 bins. The default dust 

configuration, which is what is used here, includes 5 bins, a clay and 4 silt classes, from 

submicron to 16 μm in radius. An additional capability of OMA is to simulate the mineralogical 

composition of dust (Perlwitz et al., 2015a, 2015b), but was not used here. OMA only includes 

the first indirect effect. The aerosol number concentrations that impact clouds are obtained 

from the aerosol mass as described in (Menon & Rotstayn, 2006).  

The treatment of emissions is identical for both aerosol models. Sea salt, DMS, isoprene and 

dust emission fluxes are calculated interactively. Anthropogenic dust sources are not 

represented in ModelE2.1. Dust emissions vary spatially and temporally only with the 

evolution of climate variables like wind speed and soil moisture (Miller et al., 2006). The 
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remaining anthropogenic fluxes come from the Community Emissions Data System (CEDS) 

inventory (Hoesly et al., 2018). Biomass burning comes from either the GFED4s inventory 

(van der Werf et al., 2017) for the 1997-2014 period or from (van Marle et al., 2017) for the 

pre-1997 period; both datasets are part of the CEDS inventory. Continuous (effusive) volcanic 

emissions emit SO2 in the model, but eruptive volcanoes are prescribed as stratospheric AOD 

and effective particle size (Arfeuille et al., 2014; Thomason et al., 2018).  The latter are only 

considered in the radiation model, and are not part of the composition simulation in this version 

of the model. All AMIP ensemble results presented here are the mean of 5 ensemble members 

that were started from varying initial conditions. The five simulations were performed by 

starting from the end of a 10-year-long atmospheric control simulation with recurring 

conditions for the year 1850, which brings the model into compositional equilibrium. 

Simulations are run from 1850 until the end of 2014. All other forcings follow the CMIP6 

protocol. 

Before discussing model results, we point to known errors in the CEDS emission inventory 

(https://github.com/JGCRI/CEDS/wiki/Data_and_Assumptions#known-issues-1) that can 

impact our results: (a) Combustion emissions are zero in earlier years for several countries, (b) 

SO2 emissions in the western US are too high compared to US EPA state emissions data, and 

(c) SO2 emissions in the US are overestimated from about 1961 to 1969. The overestimate 

averages 22% over that eight-year period. In addition, we note that the CEDS biomass burning 

emission inventories (van Marle et al., 2017; van der Werf et al., 2017) are biased low (Bauer 

et al., 2019; Mezuman et al., 2019; Pan et al., 2019). 

2.2 Observational Datasets 

Two MODIS instruments are in space on the Terra and Aqua satellites. Terra crosses the 

equator southward at 10:30am local time, while Aqua passes northward at 1:30pm. We use the 

column aerosol optical depth (AOD) at 550 nm observations from Moderate Resolution 

Imaging Spectroradiometer (MODIS) Collection 6 Dark Target and Deep Blue combined 

product (Levy et al., 2010).  The Dark Target AOD product covers the global oceans and only 

the dark surfaces of continents like vegetated areas. Some of the Terra data, and all of the Aqua 

data, have a Deep Blue product, which allows retrievals over additional land surface types.  

The Clouds and the Earth’s Radiant Energy System (CERES; Wielicki et al., 1998) provides 

measurements of the Earth’s radiative budget since 2000. Here, we use the Energy Balanced 
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and Filled product (EBAF, edition 4; Loeb et al., 2018) to estimate the variability of the clear-

sky shortwave outgoing radiation. This product achieves global coverage by combining 

CERES broadband cloud-free fluxes with MODIS radiances for regions that are not completely 

cloud-free at the CERES footprint scale (Loeb et al., 2018).  

Surface aerosol data are measured by the Interagency Monitoring of Protected Visual 

Environments (IMPROVE) network over the United States (Malm et al., 1994, 2004), and by 

the European Monitoring and Evaluation Program (EMEP, www.emep.int), available via the 

NILU-EBAS database for Europe. IMPROVE currently has 212 sites, predominantly rural 

(Hand et al., 2012), while EMEP has around 40 sites measuring aerosol composition in Europe. 

This study uses six ice core records for sulfate and black carbon inclusions. Three cores are 

from high latitude locations in Greenland and Spitzbergen, and three cores are from the mid 

latitudes. The two Greenland ice cores are NEEM, a 411 m deep ice core drilled in 2011 at 

7745’N, 5106’ W at 2454 m a.s.l. in northwest Greenland (Sigl et al., 2013), and the Summit 

core located further east at 7236’N, 3818’W  at 3258m a.s.l. (Keegan et al., 2014). The ice 

core from Spitzbergen, Lomonosovfonna, Svalbard, was drilled at 78°49’N, 17°26’E at an 

elevation of 1202 m a.s.l. (Osmont et al., 2018).  The three cores drilled on glaciers in the mid 

latitudes are: The Colle Gnifetti core, a 82m long ice core from the European Alps (Jenk et al., 

2009; Sigl et al., 2018), drilled in 2003 on Colle Gnifetti (Monte Rosa, 4450 m a.s.l., 45°55’ 

N, 07°52’ E), the Mongolian ice core, Tsambagarav, at 48°39’N, 90°51’E 4130 m a.s.l. (Herren 

et al., 2013), and ice cores drilled at a high-altitude eastern European site in Mt. Elbrus, 

Caucasus (43°21'N, 42°26'E, 5115 m a.s.l.) in Southern Russia near the border to Georgia, 

covering the period 1825–2013 (Lim et al., 2017).  The cores refractory black carbon (rBC) is 

measured by SP2 (Schwarz et al., 2006) while measurements of ions are performed by the use 

of ion chromatography (Sigl et al., 2018).  All ice core concentration records are converted to 

deposition fluxes using core melting rates reported in the data sets and cited publications, and 

are compared to the modeled deposition fluxes on snow. 

 

3 Results 

3.1 Global forcing trends 

The radiative forcing trends over the past decades differ for the two aerosol modules, MATRIX 

and OMA, despite the fact that the host model and anthropogenic emissions were identical. We 
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use instantaneous direct aerosol forcing numbers RFari(i) and cloud forcings (Figure 1a and c) 

using the diagnostics of the historical transient simulations, based on double calls to the 

radiation including and excluding aerosol forcing effects. The transient cloud radiative effect 

follows the definition by Ghan (2013) using the difference in cloud radiative forcing calculated 

as a diagnostic with aerosol scattering and absorption omitted. In addition, we have performed 

fixed-SST simulations under present climate conditions but using 1850 emissions, to calculate 

the effective radiative forcing that includes the effect of rapid adjustments of the atmosphere 

and land surface upon the initial radiative imbalance (Myhre et al., 2014). Those simulations 

are used to report aerosol radiation interactions (RFari) and aerosol cloud interaction (RFaci) 

forcings and are shown in Figure 2. 

The global mean RFari(i) anomalies with respect to 1850 (Fig 1a), show the dominance of the 

cloud forcing over aerosol direct forcing. Using 10-year means around 1850-1859 and 2005-

2014, RFari(i) equals -0.17 Wm-2 for MATRIX and -0.24 Wm-2 for OMA (Fig.1 c), RFari 

equals to -0.28 Wm-2 for MATRIX and -0.31 Wm-2 for OMA (Fig. 2). The cloud radiative 

effect equals to -1.53 Wm-2 for MATRIX and -1.85 Wm-2 for OMA (Fig. 1a), and RFaci equals 

-1.08 Wm-2 for MATRIX and -1.54 Wm-2 for OMA (Fig. 2). 

The most striking difference in RFari(i) between OMA and MATRIX in the CMIP6 model are 

the trends after the 1970s. MATRIX (Fig 1c) shows its strongest direct forcing around 1980s 

and subsequently decreases back to its 1960s magnitude. In contrast, the OMA model shows 

its strongest magnitude around the year 2010, with the remaining years of the historical 

simulation (up to 2014) not enough to conclude whether this marks a trend reversal. Even so 

the overall global mean difference in RFari(i) is not that large between the two models, -0.17 

Wm-2 in MATRIX and -0.24 Wm-2 in OMA. The fact that they differ allows some expectation 

that a trend analysis between the two models and observational AOD, clear sky shortwave 

radiative fluxes and composition measurements can help explain which model performs more 

realistically, and thus inform us if we have already passed the era of maximum anthropogenic 

RFari forcing. The spatial distributions of RFari (Figure 2a and b) shows that MATRIX has a 

stronger negative forcing over the polluted outflow regions over the oceans and positive 

forcings over parts of North and Central Africa. OMA has stronger negative forcings at the 

hotspots of aerosol pollution, such as parts of Asia, Europe and the Eastern US. These regional 

differences lead to a slightly larger magnitude of RFari in OMA compared to MATRIX. The 

differences in regional aerosol composition will be further discussed in section 3.3. 

The global trends in cloud forcing (Figure 1a), caused by all climate change forcers and not 

only aerosol effects show a similar behavior between OMA and MATRIX until 1990, thereafter 
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resulting in MATRIX having a smaller magnitude of cloud forcing compared to OMA. That 

difference can be explained by the temporal evolution of CDNC, shown in Figure 1e. The 

temporal evolution of CDNC follows the trend of RFari(i). The global distribution of 1850 to 

2014 CDNC and RFaci changes (Figure 2c-f) show similar spatial distributions between OMA 

and MATRIX, but with a larger amplitude in OMA leading to more negative RFaci compared 

to MATRIX. Note that the physical and algorithmic link between aerosol loads and CDNC is 

very different between the two models (see section 2). OMA’s aerosol conversion into cloud 

condensation nuclei (CCN) is empirical, while in MATRIX it is based on prognostic aerosol 

microphysics and cloud updraft velocities. The short explanation of the different trends in 

CDNC and RFari(i) is a much stronger sulfate aerosol effect in MATRIX compared to OMA 

(Figure 1d and f), despite identical temporal driving of the SO2 emissions (Figure 1b).  

 

 

3.2 Ice core records 

 

The only source of deposition measurements spanning over the entire historical simulation are 

from ice core records. Here we compare the models to six cores (Fig. 3), three in high latitude 

locations, at Greenland and Spitzbergen, and three cores from the mid latitudes.  

The sulfate time series for the Greenland core (Fig 4), a record dominated by outflow of 

pollution from North America, shows peak sulfate concentrations around 1970. All model 

versions and the core show similar trends, while the CMIP6 models show higher concentrations 

than the CMIP5 model and the core data. It should be considered that Greenland has high 

elevation with a very complex terrain for the resolution of a global model, and the concentration 

levels are an order of magnitude smaller than the other cores used here. The internal annual 

variability between model and core are similar and better resolved in the CMIP6 models that 

are driven by monthly emission data, whereas CMIP5 used decadal mean monthly emissions. 

At Svalbard, the core shows higher concentrations in the 1950s that are not present in the 

models, and also not seen in the other cores from Greenland or Europe, although with a very 

large variability. However, the second maxima around 1980 is matched by the models, as well 

as coincides with the other core records.  The core with the highest sulfate concentration is 

Colle Gnifetti, which is located in the European Alps very close to pollution sources. The match 

between core and models is exceptional, with increasing concentrations in the 1900s and peak 

concentrations in the 1970s. The core from Mongolia shows a very similar time evolution 

compared to Colle Gnifetti, but with longer lasting peak concentrations from 1970 to 1990. 
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The decrease thereafter is linked to the breakdown of Eastern European and Soviet industries 

toward the end of that period.  

Although the comparison between cores and models for sulfate is very good, the black carbon 

(BC) performance is more challenging (Fig. 5). A couple of important points regarding the BC 

comparison is that a) the CMIP5 and CMIP6 models differ more substantially in their BC 

emissions rather than the sulfur dioxide ones, and b) OMA and MATRIX in CMIP6 are very 

similar. This is caused by the fact that the parameterized e-folding time of hydrophobic to 

hydrophilic BC in OMA, a proxy for its aging lifetime, has been tuned in the CMIP6 OMA 

simulation to match that of MATRIX, which does include physically-based aging calculations 

as part of the aerosol microphysics. This new aging timescale for OMA has been evaluated 

using ice cores and HIPPO flight campaign data in Bauer et al. (2013).  

The models’ BC deposition fluxe amounts over Greenland match well with the ice cores, 

however the decreasing trend since North American deforestation as well as the switch from 

coal to fossil fuels since the 1900s is not well captured in the CMIP6 models. BC trends in 

Svalbard are similar between models and core, but with higher concentration levels measured 

in the core. The three mid-latitude cores, Alps, Mongolia and Caucasus, all show much lower 

BC concentrations than the models simulate. The core with the largest BC ice core 

concentration is Elbrus in the Caucasus.  

 

 

3.3 Regional trends in composition and forcing 

 

Understanding global trends requires a regional analysis. For this purpose, we divided the globe 

into 12 sub-regions as indicated in Fig 6. The regions were not chosen by country, rather for 

showing a significant change in either AOD or in forcing between 2001 and 2014: the 

beginning of measurements from Aqua and Terra and the end of the CMIP6 historical 

simulation. Figure 6 includes the emission fluxes of the four major anthropogenic and biogenic 

aerosol precursors, sulfur dioxide, nitric oxide, organic carbon and ammonia, as well as clear-

sky AOD and RFari(i) by MATRIX and OMA.  Figure 7 shows the aerosol mass loads in both 

models for the 12 regions. The regions within the US and Europe are compared to trends in 

surface concentrations (Fig 8) and all regions are compared to trends in satellite-retrieved AOD 

(Fig 9). Trends are calculated using the least-squares linear regression methodology on the 

annual average. Regional satellite trends are only provided when there are no temporal gaps in 

the dataset. Satellite data sampling for model comparison is further explained in section 3.4. 
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In the continental US (A and B in Fig. 6) anthropogenic emissions started to rise in the late 19th 

century. Sulfate dioxide emissions, mainly linked to the energy sector and manufacturing, 

peaked around 1970 – 80 and since then have decreased back to 1900 levels. Note that the 

sharp jump in SO2 emissions in the US in 1960 is a bug in the CEDS emissions (see section 

2.1).  Nitric oxide emissions, a strong indicator of the transportation sector, have retreated at 

present to roughly 1960 values. Ammonia, whose main source is linked to food production, is 

the only aerosol precursor that steadily rises throughout the historical period, since no emission 

control policies are in place and agricultural emissions are strongly tied to population growth. 

Carbonaceous aerosol precursors of OC and BC (only shown in Fig 1b, but in general closely 

follow the OC trend), had their highest emissions in the first half of the historical period, driven 

by deforestation and wood burning. Overall, the aerosol loads in region A and B are dominated 

by sulfate and organic aerosol (Figure 7). Surface aerosol concentration measurements from 

the IMPROVE network are available for North America. Fig. 8 shows trends over the regions 

A and B averaged over 65 and 35 surface stations, respectively. The models are sampled 

according to the spatial and temporal observational data availability, and a linear regression is 

used to calculate the trend. Sulfate has a decreasing trend in the US, with a decrease between 

2001 and 2014 of -0.4 g m-3 (-1.4 g m-3 in MATRIX, -1.2 g m-3 in OMA) over the Western 

US and -3.9 g m-3 (-4.0 g m-3 in MATRIX and -3.6 g m-3 in OMA) over the Eastern US. 

The models simulate the trend in sulfate well in the Eastern US, but overestimate 

concentrations in the Western US. This is most likely partially linked to siting of IMPROVE 

stations in National Parks where topography is complicated and varies at scales much smaller 

than the model grid size. OMA underestimates the seasonal variability in the Eastern US, while 

MATRIX shows a better performance. Station observations of carbonaceous aerosols show a 

weak trend over the 14-year time period, with -1.0 g m-3 in OC and -0.2 g m-3 in BC in the 

Western and -0.2 g m-3 in OC and -0.3 g m-3 in BC in the Eastern US. The models show 

almost no trend in carbonaceous aerosols. In terms of concentrations, the OMA OC simulation 

captures the mean as well as seasonal and interannual variability, while MATRIX 

overestimates OC, especially in summer concentrations. This version of MATRIX doesn’t 

resolve the organic aerosol (OA) semi-volatile nature, a not so uncommon omission in global 

models (Tsigaridis et al., 2014). As such, MATRIX overestimates OA concentrations in the 

summer months, when more organics should partition into the gas phase. Secondary organic 

aerosol partitioning is included in the OMA model (Tsigaridis & Kanakidou, 2003). The 

magnitude of clear-sky AOD (Fig 9) is better simulated using MATRIX than OMA when 
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compared to MODIS, especially over the Eastern US, where the sulfate aerosol simulation was 

much better captured by the MATRIX model. A difference in the model’s clear-sky AOD can 

be caused by the difference in aerosol hydration calculations between OMA and MATRIX (see 

section 2). In both schemes, clear-sky AOD is calculated by accumulating AOD only under 

clear-sky conditions, defined as the absence of clouds in the model column at each model 

timestep. The seasonal and interannual variability in AOD over the continental US (Fig 6a and 

b) is similar between the models over the Western US, and much stronger in MATRIX over 

the Eastern US, in accordance with the sulfate simulation as well as the time evolution of the 

regional SO2 emissions.  

In Europe (Fig. 6d), SO2 emissions show a sharp increase after 1950 and a similar decrease 

since 1980. AOD and RFari(i) largely follow this trend. Major components of aerosol 

composition in Europe are mineral dust, sulfate, organic aerosol and nitrate (Figure 7), however 

the AOD and RFari(i) trends are mainly driven by sulfate. Surface sulfate aerosol 

concentration, based on 25 stations, (Fig. 8) shows a trend of -2.5 g m-3 (-2.0 g m-3 MATRIX, 

-1.5 g m-3 OMA) over 14 years and this coincides with a decreasing trend in AOD (Fig. 9). 

MATRIX shows a better simulation of sulfate concentrations and AOD, for reasons similar to 

what has been discussed for the Eastern US. 

Over the Arabian Peninsula (Fig 6. h) an increasing magnitude of AOD and RFari(i) is 

simulated since 1950, mostly driven by SO2 emissions, with a weak indication that a maximum 

was reached around the year 2010. The aerosol load in region H (Fig 7) is dominated by mineral 

dust, which shows a decreasing trend over the historical simulation. In this region, dust aerosols 

are an important contributor to AOD, and decreased dust emission over Iraq and an increase 

over Oman are possibly connected to increased and decreased irrigation in these two regions, 

respectively, as well as broader changes to the Asian Summer Monsoon through irrigation. A 

detailed analysis of irrigation and dust emission feedbacks will be the subject of a separate 

paper.    

In Northeast China (region L) emissions have increased since the 1950s, with SO2 emissions 

starting to decrease since 2000s, whereas NOx and NH3 still increase.  Organic carbon 

emissions in both Northeast China and in Southeast Asia are higher than in any other region 

studied here and are still on an upward trend, caused by residential use of biomass and other 

fire emissions, such as agricultural burning. Aerosol loads (Figure 7) show that sulfate is still 

the dominating aerosol species but in contrast to all other regions outside of Asia, organic 

aerosol and nitrate play a much stronger role. Both models show an increase in AOD until 
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2014, the end of the simulation, however they disagree substantially in forcing (Figure 6). This 

forcing difference, together with the magnitude difference over India, is mainly responsible for 

the differences seen in the global mean as discussed in section 3.1. MATRIX shows a better 

simulation in AOD compared to OMA (Fig. 9), but both models underestimate AOD over that 

region. A comparison of the trend against MODIS is difficult, because of infrequent clear sky 

conditions in the satellite product, especially during the Summer Monsoon. Both models show 

an increasing trend of about 0.1 in AOD between 2001 and 2014. 

Southeast Asia (region K), which also includes parts of China, has not evidenced a downward 

trend in emissions by the year 2014 as just discussed further North in China. Here the MATRIX 

model captures the MODIS AOD in terms of magnitude and variability, showing an increase 

of 0.1 between 2001 and 2014.  

In India (region J) anthropogenic emissions started to rise in the 1950’s and emissions are still 

following an upward trend at the end of the simulated period. India is globally the only region 

where ammonia plays as an important role as sulfur dioxide. Further, it is the only region 

worldwide where MATRIX shows a still-increasing trend in RFari(i). MATRIX captures the 

AOD trend of 0.2 (2001-2014) but underestimates the summer minima in AOD.  

 

3.4 Global change in AOD and radiative fluxes 

 

The slope of the trend between 2001 and 2014, the beginning of MODIS data collection and 

the end of the CMIP6 historical simulation, for clear sky AOD and shortwave clear-sky 

outgoing radiation at TOA are shown in Fig 10. The slopes presented are based on the 2001-

2014 annual mean data, and have been calculated in two different ways. First, the annual mean 

of the satellite data, using monthly mean data is calculated. An annual mean data point was 

calculated even if only one month was available. The slope calculated from these data using a 

least-squares linear regression methodology is presented in the first row of Fig. 10 a and b. The 

annual means of the two models were sampled for the same months based on the satellite data 

availability, and presented in rows 2 (MATRIX) and 3 (OMA) of Fig. 10 c-f. These model 

slopes are best compared with the satellite, but are missing, depending on location, some 

months in the annual means. Thus, they do not represent exactly an interannual trend. For this, 

we use a second method for the two models, using all data, shown in rows 4 (MATRIX) and 5 

(OMA) of Fig. 10 g-j. The significance of the simulated trends is calculated by using the slopes 

per gridbox in all 5 ensemble simulations, and then calculating the variability of the slopes 

across the ensembles, as the standard deviation over the mean. Figure 10 g-j show results where 
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the models have less than 50% variability across the ensemble members, area with high 

variability are marked out grey. 

For AOD, the world can be divided into areas of positive and negative trends. Negative trends 

in aerosol column load that are captured by MODIS and the models are over and downwind 

the Eastern US, over Central South America and Europe. As seen before, MATRIX simulates 

larger AOD trends than OMA, while the regional distributions are mostly similar. Negative 

trends in MODIS that are not captured by the models are seen over Pakistan, Mongolia and the 

Sahel. The Sahel has experienced a decrease in fire activity in recent years, which is linked to 

a conversion of land use from Savanna to crop land (Ichoku et al., 2016). Changes in fires and 

land use also influence desert dust emissions in West Africa (Bauer et al., 2019). The 

underestimation of biomass burning emissions in the inventory could be responsible for this 

missing effect in the simulations (Pan et al., 2019). Pakistan shows a strong decreasing trend 

in MODIS AOD, which we can’t explain at the moment (Gupta et al., 2013). Increasing trends 

in AOD are seen over Northeast China, Siberia, India and the Arabian Peninsula, Central 

Africa, and the outflow from Central Africa over the Southern Atlantic. The models, especially 

MATRIX, capture these large-scale features. However, changes in biomass burning plumes in 

Central Africa are too small, which is consistent with insufficient emissions over Central Africa 

in the inventory. 

 

We also compared the model simulations against the CERES EBAF data for shortwave clear-

sky outgoing radiation at TOA (Fig 10). We add this comparison as an independent dataset to 

look at trends in regions affected by aerosol changes. The radiation changes are caused by a 

combination of atmospheric composition changes, such as aerosols and ozone, as well as 

changes in surface albedo caused by land and ice changes. For example, the strong increase in 

fluxes around the Antarctic are caused by the change in sea ice cover (King, 2014). However, 

in this analysis attention should be directed to the areas of largest changes in aerosol load. The 

best agreement between AOD and radiation trends can be found over the Eastern US. CERES 

shows a decrease of -1.4 W m-2 over the 14-year time period, MATRIX shows -1.9 W m-2 and 

OMA -0.9 W m-2. The increasing trend in the Indian Ocean is also very similar between models 

and CERES, but the decrease in fluxes over Pakistan, consistent with the reduction of MODIS 

AOD, is again absent in the models. Overall, CERES and models show a comparable 

magnitude in radiative flux trend changes, similar to the AOD trends. However, most regions, 

other than the Eastern US in MATRIX and the Indian ocean in MATRIX and OMA, show very 

high variability (Fig. 10 h-j), and thus the modeled trends are not be significant. MATRIX 
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shows a stronger trend in radiative fluxes compared to both CERES and OMA, and it appears 

to agree with CERES slightly better than OMA, but many regions exhibiting CERES trends 

are unaccounted for, such as negative trends over the Saharan, Namibian and Australian 

deserts, and a positive trend over the Middle East.  

In summary, the slope difference between models demonstrates that MATRIX has stronger 

trends compared to OMA, with the best comparison to MODIS or CERES being probably 

between the two models. The areas where the slopes of AOD and radiation agree the most are 

where aerosols are the strong players in the radiative distribution, while disagreement in slopes 

indicates that aerosols are not as important in the radiative distribution over those regions. 

Alternatively, the model is failing to capture observed aerosol trends (e.g. due to unrealistic 

emission inventories like for biomass burning over equatorial Africa). 

 

4 Summary of model performance 

The OMA model performed a superior simulation of organic aerosol, at least as evaluated over 

the United States, compared to MATRIX, due to a better simulation of summertime organic 

aerosol concentrations (Figure 8), which can be credited to the explicit treatment of secondary 

organic aerosol in OMA (Tsigaridis et al., 2013). Overall the OMA model did show a 

systematic underestimation of sulfate aerosol, which we tentatively attribute to a too low in-

cloud sulfate production. This will be subject of future studies. The black carbon simulation in 

OMA is very similar to MATRIX, as its lifetime has been adjusted to match the prognostic 

calculation of BC in MATRIX (Bauer et al., 2013). OMA’s nitrate aerosol simulation has 

greatly improved since CMIP5 (Nazarenko et al., 2017), due to a bug fix (wet removal of 

ammonia) and now results between OMA and MATRIX are very similar (Mezuman et al., 

2016). Sea salt concentrations and forcing show no trend in the historical simulation. Mineral 

dust does show a decreasing global atmospheric load over time in both models, which after a 

first analysis can be explained by effects of irrigation (Cook et al., 2015) on dust emissions. In 

addition, dust coatings by sulfate and nitrate (Bauer et al., 2007; Bauer & Koch, 2005) lead to 

changes in dust lifetime. Clay and fine silt particles in OMA under pre-industrial conditions 

had about one-day longer lifetime than at present day due to less sulfate and nitrate coatings 

that reduce their wet removal rates. Those changes in mineral dust result in a small positive 

anthropogenic forcing, as the net negative dust direct radiative forcing effect is reduced over 

time. The preindustrial to present day forcings by composition in OMA are as follows; sulfate 
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-0.30, nitrate -0.15, organic aerosol -0.06, black carbon 0.22, sea salt 0.00, and dust 0.05 Wm-

2, resulting in a total net RFari(i) of -0.24 Wm-2. 

The MATRIX model showed a superior simulation of sulfate aerosol and AOD, compared to 

OMA. In MATRIX sulfate aerosol formation depends in addition to its gas and aqueous phase 

production rates on new particle formation and growth. Sulfate, as well as all other inorganic 

aerosols, are distributed over the entire size distribution which impacts aerosol lifetime. In this 

version of MATRIX organic aerosols are treated as non-volatile, which explains the 

overestimation of OA in the US during summer months. A scheme including semi-volatile 

organics has been developed for MATRIX (Gao et al., 2017, 2018) and will be used in future 

studies. As discussed above, the nitrate simulations between OMA and MATRIX are very 

similar as both schemes use the thermodynamic equilibrium model EQSAM (Metzger et al., 

2002). Sea salt and dust emissions parameterizations and the resulting trends are also shared 

between the schemes. Forcing numbers per specie are not given for MATRIX, as aerosols are 

internally mixed. 

Simulating aerosol composition is just the first step to calculate forcing. Even if OMA and 

MATRIX would have identical loads, their aerosol forcing would differ because of three 

factors: particle size, effective refractive indices (which differ for internal and external 

mixtures), and aerosol water. Particle size is constant in OMA, while time- and space-varying 

and depending on particle growth in MATRIX. Refractive indices in OMA only vary for 

hygroscopic particles with ambient relative humidity, while in MATRIX refractive indices 

depend on the individual mixing state of each simulated aerosol population (Bauer et al., 2013) 

and the aerosol water content in each mixing state (Bauer et al., 2010b). Aerosol water, or 

hygroscopic swelling, is very different in the two models, and we suspect a major contributor 

to the differences in AOD and forcing. Similarly, the different complexities in microphysical 

aerosol properties represented in the models, lead to different aerosol – cloud activations and 

ultimately impact forcing. 

5 Conclusions 

This study summarizes the aerosol composition simulations of GISS ModelE2.1 which are 

used as the basis for the GISS CMIP6 (Eyring et al., 2016) coupled simulations with non-

interactive atmospheric composition. The monthly mean aerosol time series from 1850 to 2014 

are used as input for the non-interactive simulations. The model configuration is used for GISS 

ModelE2.1 simulations for AerChemMIP (Collins et al., 2017), AeroCom (Textor et al., 
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2006)(Schulz et al,, 2009) Phase 3 experiments, and as the starting point for the ScenarioMIP 

simulations (O’Neill et al., 2016).  

In conclusion, this study demonstrates how detailed treatment of aerosol microphysical 

processes impact forcing and, in this case, even forcing trends. We raised the question in the 

introduction whether Earth has already reached the maximum negative forcing effects of 

anthropogenic aerosols on a global basis, the most important forcing that counterbalances GHG 

warming, and whether this will be even more the case as reduction of local pollution expands 

across more nations. Our two models show different global forcing trends, both in terms of 

aerosol direct and indirect forcing, driven by the different magnitude of sulfate versus organic 

aerosol effects in the two models. The evaluation of the models with surface composition data 

and satellite AOD and radiative fluxes showed that observations often fall in between the two 

models. As such, we cannot provide a conclusive answer from this study whether peak global 

aerosol forcing has already taken place. However, if the MATRIX model is correct, and most 

regional AOD trend comparisons point to this, then peak aerosol forcing was reached in the 

1980s. As a consequence, it could be possible that the recently observed global warming which 

is primarily driven by greenhouse gases has been augmented by the effect of a decreasing 

aerosol cooling effect on the global scale. This is of major relevance to the validity of some 

recent emergent constraints based on recent temperature trends (Njisse et al, 2020, Tokarska et 

al., 2020). In order to investigate this hypothesis, we are working on a follow-up paper that 

extends the CMIP6 simulations until present day (as opposed to up to 2014 in this study) as 

well as making use of the ScenarioMIP (O’Neill et al., 2016) simulations.  
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Figure 1. Global mean time series (lines) and 1-sigma range across 5 ensemble members 

(shaded areas). A) TOA instantaneous tropospheric aerosol forcing RFari(i) (solid lines) and 

cloud forcing (dashed) for the three model simulations: MATRIX and OMA in the CMIP6 

configuration (climate model, emissions and forcing), and OMA from CMIP5. B) Global 

emission flux anomalies in reference to 1850 for SO2, NH3, NOx, OC, BC, dust and sea salt. 

C) RFari(i). D) Global column load changes since 1850 of aerosol species for MATRIX, and 

F) OMA. E) Global mean cloud droplet number concentration (CDNC) and cloud optical depth 

(COD) changes since 1850.  
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Figure 2 Maps of differences between preindustrial (1850-1859) and present day (2005-2014) 

aerosol conditions for RFari [W m-2] (top row), CDNC [# cm-3] (middle row) and RFaci [W m-

2] (lower panels), for MATRIX (left column) and OMA (right column).  
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Figure 3 Annual mean map of the sum of dry and wet sulfate deposition fluxes in [ng m-2 s-1] 

for the year 2014. Red triangles indicate the locations of the six ice cores used in figures 4 and 

5. 
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Figure 4 Total sulfate deposition fluxes [ng km-2 a-1] for ice cores from Summit in Greenland, 

Colle Gnifetti in the European Alps, Altai Tsambagarav in Mongolia, and Svalbard 

Lomonosovfonna. Ice core values (black), MATRIX (red), OMA (blue) from CMIP6 and 

OMA (green) from CMIP5. Shading indicates the 1-sigma range across the 5 ensemble 

members. 
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Figure 5 Black carbon deposition fluxes [ng km-2 a-1] for ice cores NEEMS and Summit in 

Greenland, Colle Gnifetti in the European Alps (dashed line show BC fluxes multiplied by 10), 

Elbrus in the Caucasus, Altai Tsambagarav in Mongolia, and Svalbard Lomonosofvonna. Ice 

core values (black), MATRIX (red), OMA (blue) from CMIP6 and OMA (green) from CMIP5. 

Shading indicates the 1-sigma range across the 5 ensemble members. 
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Figure 6 Regional time series from 1850 to 2014 of emissions (NH3, NOx, SO2, OC) in 

[Tg*2000 yr -1], AOD (black) (left y-axis) and aerosol direct RFari(i) (blue) (right y-axis) from 

the total aerosols simulated by MATRIX (solid lines) and OMA (dotted lines). The central 

panel shows the AOD change in MATRIX between 1990 and 2014 and the boxed regions used 

in this study. 
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Figure 7 Time series of aerosol mass loading in [Tg] for MATRIX (solid lines) and OMA 

(dotted) as averaged for boxed regions as indicated in Figure 6. Sulfate (red), organics (grey), 

nitrate (green) and black carbon (black) loads correspond to the left y-axis, dust loads (brown) 

to the right y-axis. 
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Figure 8 Time series of regional mean surface concentrations [𝜇𝑔 𝑚-3] (regions as indicated 

in Fig. 6) as measured by the IMPROVE (US) and EMEP (Europe) network (black), for Sulfate 

(top two rows), organic (third row) and black carbon (bottom row). MATRIX (red) and OMA 

(blue) simulations are sampled according to the spatial and temporal availability of the 

observations. The straight lines as well as the numbers give the slope of OMA (o), MATRIX 

(m) and the station data (s). The slope is calculated using a linear regression based on the annual 

mean (colored dots).  
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Figure 9 Time series of clear sky AOD for regions as indicated in Fig 6, for MODIS (black), 

MATRIX (red) and OMA (blue) from 2001 to 2014. The straight lines as well as the numbers 

give the slope of OMA (o), MATRIX (m) and the satellite data (s). The slope is calculated 

using a linear regression based on the annual mean (colored dots).   
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Figure 10 Transient slope between 2001 and 2014 for clear sky AOD [decade-1] in the left 

column and shortwave top of the atmosphere clear sky flux [W m-2 decade-1] in the right column 

as measured by the satellites (top row; MODIS (left), CERES (right)) and simulated by the 

models. Second and third rows show MATRIX and OMA, respectively, sampled based on 

satellite data availability, while 4th and 5th rows show MATRIX and OMA, respectively, using 

all monthly mean data, regardless of satellite availability. Grey areas in the top three rows 

represent missing satellite data for all months and in the bottom two rows where the correlation 

variability across the 5 ensemble simulations (defined as standard deviation over mean) is 

greater than 50%. 

 


