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Abstract

Global observations of near-surface air temperature and specific humidity over land are needed for a variety of applications, including to constrain global estimates of evapotranspiration (ET). Spaceborne hyperspectral observations, such as those from NASA’s Atmospheric Infrared Sounder (AIRS) mission, show promise for meeting this need, yet there are surprisingly few validation studies of AIRS near-surface atmospheric state retrievals. In this study, we use triple collocation to validate AIRS Level 3 retrievals of near-surface atmospheric state over land using twelve years of gridded station observations and two reanalyses. Deseasonalized AIRS retrievals correlate well with deseasonalized ground observations outside the tropics, but correlate less well in the tropics. Lower temporal sensitivity near the surface in the tropics contributes to the lower correlation for near-surface air temperature and is consistent with known physics of the tropical atmosphere, in which temperatures outside the boundary layer (which dominate the AIRS retrieval signal) are poorly correlated with those near the surface. Retrievals in the tropics may also be more susceptible to errors in cloud-clearing algorithms, and to uncertainty in surface emissivity. Since ET is greatest in the tropics, and tropical measurement networks are particularly sparse, this work motivates new approaches for measuring ET in the tropics.
1. Introduction

The near-surface atmospheric state – in particular, near-surface air temperature and specific humidity – plays a critical role in human health, agriculture, and ecosystem function. More generally, the near-surface state both partially constrains, and is partially controlled by, surface fluxes of heat and moisture. For example, evapotranspiration (ET) is the second largest flux in the terrestrial water budget after precipitation, and links the water, energy and carbon cycles (Friedlingstein et al., 2013; Green et al., 2019). ET is controlled, in part, by the near-surface atmospheric state. All else being equal, a higher atmospheric temperature implies a higher vapor pressure deficit (VPD), and thus a higher atmospheric demand driving ET; similarly, lower specific humidity also increases VPD and atmospheric demand. In contrast, increased ET moistens and cools the near-surface atmosphere, creating a negative feedback between ET and the near-surface atmospheric state (Seneviratne et al., 2010). Broadly speaking, ET is not accurately represented in models (Mueller and Seneviratne, 2014). Since models exhibit large biases in near-surface temperatures over many land regions (Ma et al., 2018; Wehrli et al., 2018), errors in near-surface atmospheric variables may be both a cause and effect of errors in modelled ET (McColl et al., 2019b; McColl and Rigden, 2020; Salvucci and Gentine, 2013).

For these and other reasons, global observations of the near-surface atmospheric state over land are urgently needed. Satellite observations of the near-surface atmospheric state show great potential for meeting this need. NASA’s Atmospheric Infrared
Sounder (AIRS; Chahine et al., 2006) retrievals have been used extensively to evaluate the accuracy of surface warming trends (Susskind et al., 2019), and climate and weather model predictions (Gettelman et al., 2006; Jiang et al., 2012; Tian et al., 2013). Several widely-used ET schemes have used observations of near-surface state variables from AIRS as inputs, including near-surface air temperature and specific humidity (Badgley et al., 2015; Mallick et al., 2015; Martens et al., 2017; Vinukollu et al., 2011). It has also been used for estimating related quantities, such as vapor pressure deficit (Giardina et al., 2018).

However, while promising, there is some reason for skepticism regarding the accuracy of near-surface state retrievals from spaceborne hyperspectral observations. Consistent with its primary mission objectives, the AIRS retrieval is mainly based on information from the free troposphere, with relatively little contribution from the atmospheric boundary layer. Any spectral signal from the near-surface environment must either be strong enough to overwhelm competing signals higher in the atmosphere, or be strongly correlated with them (Wulfmeyer et al., 2015).

Given their increasingly widespread use, it is somewhat surprising that relatively few validation studies have been conducted of AIRS near-surface state retrievals over land. Most previous validation studies of near-surface AIRS retrievals have focused on individual sites or focus regions (Dang et al., 2017; Ferguson and Wood, 2010; Gao et al., 2008; Hearty et al., 2018; Prakash et al., 2019; Tobin et al., 2006), or globally-averaged performance over land (Divakarla et al., 2006). The AIRS retrieval algorithm
has been substantially updated since most of these original validation studies were conducted (Susskind et al., 2014). There is a clear need for validation of AIRS near-surface temperature and specific humidity over land that is both spatially resolved and global in coverage, and is up-to-date with changes in the AIRS retrieval algorithm.

This study meets that need, primarily by comparing AIRS observations to gridded station measurements of near-surface air temperature and specific humidity with approximately global coverage over land (the Hadley Centre's Integrated Surface Database, or HadISD (Dunn et al., 2016, 2014, 2012)). One approach to this comparison would be to estimate differences between AIRS observations and station observations, and attribute differences between the two to errors in the AIRS observations. However, an important confounding factor in making this comparison is the scale mismatch between point-scale station measurements, and spatially-distributed Level 3 AIRS retrievals, which, in this study, can be thought of as approximate averages over 1° × 1° regions. The scale mismatch induces so-called ‘representativeness errors’ in the station data. That is, even if AIRS retrievals were free of all errors, we would still expect there to be differences between the station observations (which measure quantities at a point) and the AIRS retrievals (which are gridded 1° × 1° spatial averages). Essentially, they are measuring different, but correlated, quantities. Therefore, attributing a difference between an AIRS retrieval and a station measurement solely to errors in the AIRS retrieval would overestimate the AIRS retrieval error: some of the
difference is due to the scale mismatch between the station observation and AIRS retrieval (Prakash et al., 2019).

In this study, we use an established technique for handling the scale mismatch in satellite validation studies, called ‘triple collocation’ (Stoffelen, 1998), extended by McColl et al. (2014). The technique is robust to the presence of representativeness errors induced by the scale mismatch, resulting in an unbiased assessment of the performance of AIRS retrievals. Triple collocation (TC) requires the use of a third estimate of near-surface air temperature and specific humidity, with errors that are largely uncorrelated with those of AIRS and HadISD. We use reanalysis estimates for this purpose (and discuss the strengths and weaknesses of this choice later). TC has been used to validate satellite retrievals of soil moisture (e.g., Draper et al., 2013; Gruber et al., 2016), wind speed (e.g., Stoffelen, 1998; Vogelzang et al., 2011), precipitation (e.g., Alemohammad et al., 2015; Roebeling et al., 2012), landscape freeze/thaw state (Lyu et al., 2018; McColl et al., 2016) and other geophysical variables.

To our knowledge, this study is the first application of TC to validating retrievals of near-surface air temperature and specific humidity. Further details on TC and the datasets used in this study are given in section 2; the results are presented in section 3, and interpreted through the lens of known physics of the atmosphere in section 4.

2. Data and methodology
In this section, we describe the datasets used in this study, detail how they are compared and deseasonalized, and give an overview of TC.

2.1 Data

In this study, five global datasets (AIRS L3, TES L3, MERRA2, ERA-interim, and HadISD) are used, spanning the time period 30 August 2002 to 31 December 2014. In order to match the data in space and time, we selected time series that overlap across the three datasets and regridded the data onto a common grid (detailed below).

2.1.1 Satellite datasets

The primary focus of this study is on AIRS retrievals. However, to provide context for our results, we also examined retrievals from the Tropospheric Emission Spectrometer (TES; Beer, 2006).

2.1.1.1 AIRS

AIRS launched into orbit on May 4, 2002 aboard NASA’s Aqua satellite (Aumann et al., 2003; Chahine et al., 2006; Tobin et al., 2006). It provides retrievals at 100 vertical levels with nominal accuracy of 1 K/km, although the true vertical resolution varies with height and location (Maddy and Barnet, 2008), as does the true accuracy. AIRS has 2378 spectral channels, and measures infrared brightness from radiation emitted from Earth's surface and the atmosphere (Susskind et al., 2014, 2011). Each infrared wavelength is sensitive to temperature and water vapor over a particular range of heights in the atmosphere (Menzel et al., 2018). Based on overlapping trapezoidal
perturbation functions, air temperature and water vapor retrievals are obtained by optimizing the fit to 147 and 66 channels, respectively. Cloud-cleared radiances are used to retrieve the AIRS Standard Product (Susskind et al., 2011).

The product was separated into ascending (1:30 PM local time) and descending (1:30 AM local time) ‘observations’ per day. Only the ascending overpass was used in this study, as we are primarily interested in daytime conditions. Specifically, we used the variables SurfAirTemp and H2O_MMR_Surf of the AIRS Level 3 Version 6 Daily Standard Physical Retrieval product (AIRS3STD.006), with a horizontal resolution of 1° × 1° (Susskind et al., 2011), as near-surface air temperature and specific humidity.

Level 3 AIRS products only include retrieved quantities with Level 2 quality flags labelled “best” or “good”. Quality flags are determined based on a weighted sum of several parameters found to correlate with retrieval accuracy, including internal indicators of scene contrast, retrieval convergence, and differences between results at different stages of the retrieval (Susskind et al., 2011).

2.1.1.2 TES

TES was launched in July 2004 aboard the EOS Aura mission (Beer, 2006). Like AIRS, TES measures infrared brightness from radiation emitted from Earth’s surface and the atmosphere. TES has a higher spectral resolution (~0.12 cm\(^{-1}\)) compared with that of AIRS (~1 cm\(^{-1}\)), but AIRS has nearly 1000 times the sampling density of TES (Worden et al., 2019).
TES is in a sun-synchronous orbit with a local overpass time of 1:30 PM local time, available every other day. Specifically, for near-surface air temperature, we used the variable TATMAAtSurface from the TES/Aura L3 Atmospheric Temperatures Daily Gridded V005 product; and H2OAtSurface from the TES/Aura L3 Water Vapor Daily Gridded V005 product. Both products have a spatial resolution of $2^\circ \times 4^\circ$. In this study, for TES, we use data spanning the period August 22, 2004 – December 31, 2014.

2.1.2 In-situ dataset

The U.K. Met Office Hadley Centre's Integrated Surface Database (HadISD) is a global sub-daily, quality-controlled and station-based dataset which includes observations of near-surface air temperature and specific humidity (Dunn et al., 2016, 2014, 2012). The major climate variables, including temperature and dewpoint temperature, have passed quality control tests, which aimed to remove erroneous observations but not extreme values (see Dunn et al. (2016, 2014, 2012) for further details). In this study, we used version 2.0.2.2017f, consisting of 8103 stations, which were selected based on their record length and reporting frequency.

2.1.3 Reanalysis datasets

In addition to the satellite and in-situ datasets, two reanalysis datasets of near-surface air temperature and specific humidity are used in this study. Triple collocation requires three different datasets with largely uncorrelated errors (discussed further in section 2.2.1).
2.1.3.1 MERRA-2

The second Modern-Era Retrospective Analysis for Research and Applications (MERRA-2), produced by NASA’s Global Modeling and Assimilation Office (GMAO), is the latest satellite reanalysis product of the modern era (Gelaro et al., 2017). Based on the first MERRA, MERRA-2 assimilates a range of satellite and other observations into the GEOS model (Jiang et al., 2015; Molod et al., 2015). It has spatial and temporal resolutions of 0.5° × 0.625° and 1 h, respectively.

2.1.3.2 ERA-Interim

ERA-Interim, produced by the European Centre for Medium-Range Weather Forecasts (ECMWF), is a global atmospheric reanalysis and covers the period from 1979 to the present. In this study, we used 0.75° × 0.75° gridded surface data with a temporal resolution of 6 h (Berrisford et al., 2011; Dee et al., 2011). Because it only has four analyses per day at 00, 06, 12 and 18 UTC, we used cubic spline interpolation to obtain hourly data to temporally match the reanalyses to the AIRS overpass time. The results of this analysis are qualitatively insensitive to the choice of interpolation method. We used 2-m temperature as the near-surface air temperature and calculated the near-surface specific humidity from the 2-m dewpoint temperature and surface pressure.

2.1.3.3 Other data processing

The Level 3 AIRS and TES observations used in this study are provided at a much coarser resolution than the MERRA-2, ERA-Interim and HadISD observations. In order
to match AIRS (TES) data in space, MERRA-2 and ERA-Interim data were resampled onto a $1^\circ \times 1^\circ$ ($2^\circ \times 4^\circ$) grid prior to analysis using nearest neighbor resampling. HadISD station data were resampled to the AIRS (TES) observation scale by simple averaging of all station observations within a given AIRS (TES) grid cell (Fig. 1 shows the number of HadISD used in the average for each AIRS grid cell). Similarly, MERRA-2, ERA-Interim and HadISD data were temporally matched to the ascending (~1:30 PM local time) AIRS (TES) observations by nearest neighbor resampling.

Prior to performing triple collocation, the seasonal cycle was removed from each dataset: that is, the monthly mean of each dataset was subtracted from each observation in the dataset. We remove the seasonal cycle to allow a fairer comparison between the tropics (where the seasonal cycle is typically minimal) and higher latitudes (where the seasonal cycle is often larger). The correlation coefficient can be thought of as a normalized signal-to-noise ratio (McColl et al., 2014). Since the seasonal cycle often contributes substantially to the observed temperature and humidity signals, this implies that the AIRS retrievals would exhibit lower correlation coefficients in the tropics compared to higher latitudes, even if there were no differences in the measurement noise of the AIRS retrievals between the tropics and higher latitudes. Removing the seasonal cycle eliminates this confounding effect on the estimated correlation coefficient.
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222 Figure 1. Number of HadISD stations included in each AIRS pixel in the analysis.

223 2.2 Methodology

224 2.2.1 Triple collocation

225 Given three different types of observations of a given target variable, triple collocation
226 (TC) estimates the error standard deviations (Stoffelen, 1998) and correlation
227 coefficients (McColl et al., 2014) of each observation type with respect to the target
228 variable, without assuming any of the three types of observations are free of errors. This
229 is critical since, as discussed earlier, station observations contain substantial
230 representativeness errors: the number of HadISD stations included in each AIRS pixel
231 in the analysis is typically one or two (Fig. 1). TC treats all three measurements of the
232 target variable as linearly but noisily related to the target variable:
\[ X_i = \alpha_i + \beta_i T + \varepsilon_i \]

where the \( X_i \) (\( i = 1, 2, 3 \)) are observations from the three collocated measurement systems; \( T \) is the unknown target variable; \( \alpha_i \) and \( \beta_i \) are the ordinary least squares intercepts and slopes, respectively; and \( \varepsilon_i \) are mean-zero additive random errors. This is a common assumption that is often made implicitly in many validation studies (Gruber et al., 2016). In this study, the unknown target variables are near-surface air temperature and specific humidity. The three types of observations used are HadISD \((i = 1)\), a satellite product \((i = 2); \) either AIRS or TES) and a reanalysis product \((i = 3); \) either MERRA2 or ERA-Interim).

TC assumes that the three observation types have errors which are uncorrelated with one another \( (\text{Cov}(\varepsilon_i, \varepsilon_j) = 0, i \neq j) \), and with the target variable \( (\text{Cov}(\varepsilon_i, T) = 0) \). These assumptions are likely to be at least partially violated (Yilmaz and Crow, 2014), although there is little information available to refine this assertion. We note that these assumptions are not unique to TC, and are implicitly made (and likely violated) in most validation studies. For example, Gruber et al. (2016) showed that adopting a traditional validation strategy – estimating the correlation coefficient and root-mean-squared difference (RMSD) between satellite observations and ground observations, and interpreting higher correlation coefficients and lower RMSDs as indicators of better satellite performance – requires exactly the same assumptions.
Given these assumptions, the TC estimation equations for the standard deviation of the random error $\sigma_{TC}$ and the coefficient of determination $R_{TC}^2$ are:

\[
\sigma_{TC} = \sqrt{\frac{Q_{11} - \frac{Q_{12}Q_{13}}{Q_{23}}}{Q_{22} - \frac{Q_{12}Q_{23}}{Q_{13}}}} \quad R_{TC}^2 = \frac{Q_{12}Q_{13}}{Q_{11}Q_{23}} \]

where $Q_{ij}$ represents the covariance between sample time series from observations $X_i$ and $X_j$; and $\sigma_{TC_i}$ and $R_{TC_i}^2$ are the noise error standard deviation and correlation coefficient of observation $X_i$ with respect to the target variable, respectively.

TC is not able to estimate absolute values of the additive and multiplicative bias terms ($\alpha_i$ and $\beta_i$, respectively). However, it can estimate relative values: that is, if the HadISD station observations are treated as unbiased ($\alpha_1 = 0$ and $\beta_1 = 1$), the relative additive and multiplicative biases for the AIRS and reanalysis observations are given by (McColl et al., 2014):

\[
\hat{\beta}_2 = \frac{Q_{23}}{Q_{13}}, \hat{\beta}_3 = \frac{Q_{23}}{Q_{12}}
\]

\[
\hat{\alpha}_2 = \bar{X}_2 - \hat{\beta}_2 \bar{X}_1, \hat{\alpha}_3 = \bar{X}_3 - \hat{\beta}_3 \bar{X}_1
\]

where $\bar{X}_i$ is the sample mean; and $\hat{\alpha}_i$ and $\hat{\beta}_i$ are the relative additive and multiplicative biases, respectively. For simplicity of notation, we drop the $\sim$-symbol and denote the relative bias terms as $\alpha_i$ and $\beta_i$ for the remainder of the manuscript.
The multiplicative bias $\beta$ can be interpreted as the temporal ‘sensitivity’ of the measurement to the underlying target variable $T$: small values of $\beta$ result in small temporal fluctuations in the measurement $X$ even for large temporal fluctuations in $T$.

The term ‘sensitivity’ has different meanings in different contexts. In this work, the AIRS temporal ‘sensitivity’ refers to $\beta$ estimated for the Level 3 AIRS product in its current form. It does not refer to the sensitivity of the AIRS instrument. For example, the Level 3 AIRS product may exhibit lower temporal sensitivity to the observed temperature than the AIRS-observed radiances due to artifacts of the retrieval algorithm or other processing. We also distinguish ‘temporal sensitivity’ (estimated in this study) from ‘vertical sensitivity’, which is a measure of the spatial (vertical) resolution of the AIRS profile (Maddy and Barnet, 2008). This study focuses solely on AIRS near-surface products, and therefore does not evaluate vertical sensitivity.

Like all validation metrics, quantities estimated by TC are subject to sampling error. We used bootstrapping (Efron and Tibshirani, 1994; chapter 6) with 5000 replicates to quantify the uncertainty in estimates of $\alpha_i$ and $\beta_i$. When plotting $\alpha_i$, estimates of $\alpha_i$ with a 95% confidence interval that overlapped zero were manually set equal to zero. When plotting $\beta_i$, estimates of $\beta_i$ with a 95% confidence interval that overlapped one were manually set equal to one. This ensures that reported non-zero estimates of $\alpha_i$ and non-unity estimates of $\beta_i$ are unlikely to be artifacts of sampling error. In addition, if any TC-estimated $\sigma^2_{\text{TC}_i}$ was negative, or any TC-estimated $R^2_{\text{TC}_i}$ was negative or greater than one, it was discarded. Similarly, in rare cases in which estimates of $\beta_i$...
were negative or greater than two, they were discarded, along with the corresponding \( \alpha_i \). These values can arise if sampling error is significant or if one of the assumptions of TC is violated.

Since the primary focus of this study is on the error statistics of the AIRS products, rather than the HadISD or reanalysis products, we simplify our notation for the remainder of the study. Specifically, instead of writing \( \sigma_{TC}^2 \) and \( R_{TC}^2 \) for the standard deviation of the random error and the coefficient of determination for the AIRS products, respectively, we write \( \sigma_{TC}(AIRS) \) and \( R_{TC}^2(AIRS) \) instead. Similarly, instead of writing \( \alpha_2 \) and \( \beta_2 \), we write \( \alpha(AIRS) \) and \( \beta(AIRS) \).

3 Results

In this section, we present the major results of the triple collocation validation analysis of AIRS retrievals of near-surface air temperature and specific humidity. The estimated coefficient of determination \( R_{TC}^2(AIRS) \) is relatively high at mid- and high-latitudes for both air temperature and specific humidity (Fig. 2). Averaging reported \( R_{TC}^2(AIRS) \) values over latitudes outside the region \([10^\circ S, 10^\circ N]\) gives 0.71 and 0.58 for air temperature and specific humidity over land, respectively. However, within the tropics, performance of AIRS retrievals over land degrades substantially. Averaging reported \( R_{TC}^2(AIRS) \) over latitudes within the region \([10^\circ S, 10^\circ N]\) gives 0.38 and 0.19 for air temperature and specific humidity, respectively. This result is qualitatively consistent
if the analysis is performed separately for different seasons, for both air temperature (Fig. 3) and specific humidity (Fig. 4).

Figure 2. Global maps and latitudinal averages of triple collocation (TC)-estimated coefficient of determination $R_{TC}^2$ (AIRS) for deseasonalized near-surface a) air temperature and b) specific humidity over land, using HadISD, AIRS and MERRA-2 at the ascending time.
Figure 3. Global maps and latitudinal averages of triple collocation (TC)-estimated coefficient of determination $R_{TC}^2$ (AIRS) for deseasonalized near-surface air temperature over land for a) June-August (JJA) b) September-November (SON) c) December-February (DJF) d) March-May (MAM). HadISD, AIRS and MERRA2 data at the ascending time were used in the triple collocation analysis for this figure.
Figure 4. Global maps and latitudinal averages of triple collocation (TC)-estimated coefficient of determination $R_{TC}^2$ (AIRS) for deseasonalized near-surface specific humidity over land for a) June-August (JJA) b) September-November (SON) c) December-February (DJF) d) March-May (MAM). HadISD, AIRS and MERRA2 data at the ascending time were used in the triple collocation analysis for this figure.

The standard deviation of the noise error in the AIRS retrievals, $\sigma_{TC}(\text{AIRS})$, is shown in Fig. 5. For AIRS retrievals of near-surface air temperature over land, $\sigma_{TC}(\text{AIRS})$ is lowest in the tropics. However, for retrievals of near-surface specific humidity over land, $\sigma_{TC}(\text{AIRS})$ is highest in the tropics. These results are also qualitatively consistent if the analysis is performed separately for different seasons, for both air temperature (Fig. 6) and specific humidity (Fig. 7).

Maps of relative additive and multiplicative biases (Figs. 8 and 9, respectively) are presented, again, for retrievals of both near-surface air temperature and specific humidity. In most parts of the world, relative additive biases are indistinguishable from zero for AIRS retrievals of specific humidity (Fig. 8b). For air temperature, they are negative in most parts of the world, and are most negative in the eastern United States and Europe (Fig. 8a). In the tropics, the relative additive bias is closer to zero. The relative multiplicative bias is less than one for AIRS retrievals of both air temperature (Fig. 9a) and specific humidity (Fig. 9b). It is particularly low in the tropics for AIRS
retrievals of air temperature (lack of observations in the tropics makes it difficult to evaluate the equivalent claim for specific humidity).

Figure 5. Global maps and latitudinal averages of triple collocation (TC)-estimated noise error standard deviations in AIRS retrievals of deseasonalized a) near-surface air temperature and b) near-surface specific humidity over land, using HadISD, AIRS and MERRA2 data at the ascending time.
Figure 6. Global maps and latitudinal averages of triple collocation (TC)-estimated noise error standard deviations in AIRS retrievals of deseasonalized near-surface air temperature over land for a) June-August (JJA) b) September-November (SON) c) December-February (DJF) d) March-May (MAM). HadISD, AIRS and MERRA2 data at the ascending time were used in the triple collocation analysis for this figure.

Figure 7. Global maps and latitudinal averages of triple collocation (TC)-estimated noise error standard deviations in AIRS retrievals of deseasonalized near-surface
specific humidity over land for a) June-August (JJA) b) September-November (SON) c) December-February (DJF) d) March-May (MAM). HadISD, AIRS and MERRA2 data at the ascending time were used in the triple collocation analysis for this figure.

Figure 8. Global maps and latitudinal averages of triple collocation (TC)-estimated additive biases in AIRS retrievals of deseasonalized a) near-surface air temperature and b) near-surface specific humidity over land, using HadISD, AIRS and MERRA2 data at the ascending time. Estimated values that were not statistically significantly different from zero were manually set to zero.
Figure 9. Global maps and latitudinal averages of triple collocation (TC)-estimated multiplicative biases in AIRS retrievals of deseasonalized a) near-surface air temperature and b) near-surface specific humidity over land, using HadISD, AIRS and MERRA2 data at the ascending time. Estimated values that were not statistically significantly different from one were manually set to one.

To evaluate the impact of choice of reanalysis on the TC analysis, the presented results were repeated using ERA-Interim instead of MERRA2 (not shown). The results are qualitatively similar to those using MERRA2, indicating differences in reanalysis choice do not have a substantial effect on the results of this study. Furthermore, the results are qualitatively similar if TES retrievals of near-surface air temperature and specific humidity are used instead of AIRS (not shown). TES retrievals exhibit
systematically lower correlations with ground measurements (not shown), which are likely a result of its much coarser spatial resolution.

There is some concern in the use of TC in this study that its assumptions are violated by including reanalyses, which ingest AIRS observations, perhaps inducing error correlations between measurements that are assumed to be zero by TC. In addition, the AIRS retrievals include a component based on a neural net trained on ECMWF reanalysis (Blackwell and Milstein, 2014; Milstein and Blackwell, 2016). Near the surface, the AIRS retrieval may be substantially influenced by the reanalysis training set, again potentially creating error correlations between measurements that violate the assumptions of TC. In Appendix A, we demonstrate that error cross-correlation between the AIRS retrieval and the reanalyses is unlikely to explain the estimates of lower AIRS multiplicative bias in the tropics (Fig. 9). We show that, if anything, the presence of error cross-correlation would overestimate the multiplicative bias of AIRS in the tropics. Therefore, our results are unlikely to be an artifact of violations of the assumptions of TC.
4 Discussion

4.1 Reconciling latitudinal patterns of $R^2_{TC}(AIRS)$ and $\sigma^2_{TC}(AIRS)$

A striking feature of Fig. 2 is the relatively low $R^2_{TC}(AIRS)$ in the tropics, both for near-surface air temperature and specific humidity over land. This suggests AIRS retrievals of near-surface air temperature and specific humidity have poorest performance over land in the tropics. However, for near-surface air temperature, the noise error standard deviation $\sigma_{TC}(AIRS)$ is also lowest in the tropics (Fig. 5): on this measure of performance, AIRS retrievals of near-surface air temperature exhibit strongest performance over land in the tropics. The same results hold if the analyses are conducted separately for each season (Figs. 3 and 6), suggesting it is not an artifact of differences in seasonality between the tropics and higher latitudes.

How should these results be reconciled? The correlation coefficient is an increasing function of the signal-to-noise ratio, meaning, for a given noise error standard deviation, it can take on any value between zero and one (McColl et al., 2014). Low correlations have three major causes: 1) large random error (‘noise’) in the observation (i.e., high $\sigma$); 2) small observation temporal sensitivity to the true signal (i.e., low $\beta$) and/or 3) small variability in the true signal (i.e., low standard deviation of $T$). The differing results in the tropics tell us that, while the noise error in retrievals of near-surface air temperature over land is lowest in the tropics, the measured signal must be proportionally lower, either due to lower $\beta$, lower variability in $T$, or both. TC is not
able to estimate the variance of $T$, but it is likely that lower variability in temperature
and humidity in the tropics contributes to the lower correlations observed in the tropics
(although differences in the seasonal cycle between the tropics and higher latitudes do
not contribute, since all time series were deseasonalized prior to analysis, and
qualitatively similar results are obtained if the analysis is conducted separately for each
season). However, in addition to this effect, a substantial contributor to the reduction in
measured signal is the relatively low multiplicative bias $\beta$ (AIRS) which dampens the
observed signal relative to station observations (i.e., $\beta$ (AIRS) < 1), particularly in the
tropics (Fig. 9). Therefore, the low AIRS correlation coefficients in the tropics for near-
surface air temperature over land are due, at least in part, to relatively low temporal
sensitivity (i.e., low $\beta$) rather than relatively high noise (high $\sigma$), above and beyond
likely differences in variability of near-surface air temperature and specific humidity
between the tropics and mid-latitudes.

4.2 Possible causes of lower temporal sensitivity in the tropics over land

A major result of this study is that AIRS retrievals of terrestrial near-surface state show
significant potential in the extra-tropics but less potential in the tropics, where
correlation with ground observations is relatively low. Why does AIRS perform well
outside the tropics, but not in the tropics? In particular, why is the temporal sensitivity
$\beta$ (AIRS) – which we have identified as one cause of the low correlation in near-surface
air temperature over land – systematically lower in the tropics?
Here, we review several possible causes for the poorer performance of AIRS in the tropics compared with higher latitudes. The list of possible causes reviewed in this section is clearly not exhaustive, but is provided to contextualize the results presented in the previous section.

First, clouds are more prevalent in the tropics, and likely confound retrievals to a greater extent than at higher latitudes. AIRS includes a cloud-clearing algorithm to mitigate this problem (Susskind et al., 2003), but errors remain (Chahine et al., 2006), and will likely be greater in the tropics.

Second, it is possible that systematic uncertainties in surface emissivity also contribute (Chahine et al., 2006). While surface emissivity directly impacts retrievals of surface temperature, it also contributes indirectly to retrievals of near-surface air temperature. If uncertainties in surface emissivity are greater for tropical forests than other land cover types, or greater for coastal regions, then this may partially explain the poorer performance in the tropics.

Third, differences between the first-order structure of the atmosphere in the tropics and extra-tropics may also contribute. Waves in the tropical free troposphere spread temperature signals horizontally, resulting in a relatively constant temperature in the free troposphere (Sobel et al. (2001) term this the “weak temperature gradient” (WTG) approximation). This implies that anomalies in near-surface atmospheric temperature that propagate into the free troposphere will be rapidly smoothed out by tropical waves;
further, it implies that free tropospheric temperatures will be relatively insensitive to, and poorly correlated with, near-surface temperatures. Since the AIRS retrieval signal is dominated by contributions from the free troposphere (Susskind et al., 2003; Wulfmeyer et al., 2015), it suggests that Level 3 AIRS retrievals – in their current form -- will be only weakly sensitive to, and therefore only poorly correlated with, near-surface air temperatures in the tropics (AIRS also provides a more direct retrieval of surface temperature, but this differs significantly from the near-surface air temperature of interest in this study). Previous studies have found that AIRS air temperature retrievals from the boundary layer and free troposphere have relatively low correlation in the tropics (Holloway and Neelin, 2007; Wu et al., 2006). This result is also present in radiosonde datasets, so is not an artifact of AIRS (Holloway and Neelin, 2007; Wu et al., 2006). Outside the tropics, the WTG approximation does not apply, and free tropospheric temperatures are more sensitive to variations in near-surface temperatures. The increased temporal sensitivity leads to higher correlations between AIRS observations and ground observations, despite the fact that AIRS is primarily measuring the free troposphere. In contrast, the WTG approximation does not directly apply to specific humidity, which is generally sensitive to cloud microphysics, entrainment and other spatially variable processes (Emanuel, 2018). This may partially explain why noise error contributes more to lower correlations for specific humidity in the tropics (Fig. 5b), compared with air temperature (Fig. 5a).

4.3 Implications for satellite retrievals
These results have implications for other satellite retrievals of near-surface atmospheric temperature and specific humidity, such as those from MODIS. The same error sources listed in the previous section that impact retrievals in the tropics will likely impact retrievals from MODIS and other satellites. While global validation studies are useful (Famiglietti et al., 2018), surface observations are relatively sparse in the tropics, meaning global validation exercises may overstate the global accuracy of satellite retrievals. Accurate estimates of the terrestrial near-surface state are particularly important in the tropics since that is where terrestrial ET is largest (Budyko et al., 1980; Fisher et al., 2008). Our work suggests that separate validation studies focused on the tropics are warranted. It also motivates the development of new techniques for estimating ET in the tropics.

Errors in retrievals of near-surface air temperature and specific humidity in the tropics can significantly impact satellite-derived estimates of tropical ET. Although a full error propagation analysis is beyond the scope of this study, we provide a first-order estimate of the induced errors in ET for typical conditions in the tropics. A typical set of conditions in the tropics (Fisher et al., 2009) are used as a reference state: available energy (the difference between net radiation and ground heat flux) $R_n - G = 200$ W/m$^2$, aerodynamic conductance $g_a = 1/50$ m/s, surface conductance $g_s = 1/100$ m/s, surface pressure $P = 101,325$ Pa, near-surface air temperature $T_a = 300$ K, and relative humidity RH = 0.7. An ensemble ($N = 10,000$) of conditions are generated by adding independent Gaussian zero-mean errors to the reference near-surface air
temperature and specific humidity, with standard deviations of 1 K and 1 g/kg, respectively, consistent with typical values estimated in this study. No errors are added to the other reference variables. The ensemble of reference conditions is then used to generate an ensemble of ET estimates using standard bulk flux gradient equations and the surface energy budget. The mean of the ensemble of ET estimates is equal to the synthetic true value: 167 W/m². The standard deviation of the resulting ensemble of ET estimates is 16 W/m², which represents uncertainty in the estimate due to random errors in near-surface air temperature and specific humidity. This estimate of ET error does not include the effects of biases in air temperature and specific humidity, or errors of any kind in other input forcings (net radiation, ground heat flux or pressure) or parameters (surface conductance and aerodynamic conductance). A recent global intercomparison of different ET estimates found typical root-mean-squared-errors of 21-56 W/m² (Michel et al., 2016). While these numbers are not directly comparable, the comparison suggests that errors in estimates of near-surface air temperature and specific humidity will contribute substantially to total ET errors in the tropics. However, additional analyses are required to fully characterize the impact of errors on ET over the full range of conditions, which is left to future work.

Outside the tropics, there are many regions in which the AIRS retrievals perform well. There is significant potential in these regions for estimating ET using satellite retrievals of near-surface air temperature and specific humidity (e.g., Martens et al., 2017). While ET is instantaneously a function of more than just these two variables, recent work
suggests that at daily and longer time scales, near-surface air temperature and specific humidity explain most of the observed variability in evaporative fraction (McColl et al., 2019b; McColl and Rigden, 2020; Salvucci and Gentine, 2013). In addition, outside the tropics, AIRS retrievals have the potential to better constrain land-atmosphere coupling at scales relevant to models (Roundy and Santanello, 2017). For example, satellite air temperature retrievals could be combined with satellite soil moisture observations to estimate soil moisture-air temperature correlations in regions at mid-latitudes with significant soil moisture memory (Koster and Suarez, 2001; McColl et al., 2019a, 2017a, 2017b; Seneviratne and Koster, 2011) and potential for land-atmosphere feedbacks (Koster et al., 2004; Tuttle and Salvucci, 2016).

5. Summary and Conclusions

This study has evaluated the performance of AIRS retrievals of near-surface air temperature and specific humidity over land. Our evaluation is novel in at least two respects. First, to our knowledge, this is the first study to apply triple collocation to evaluating retrievals of near-surface air temperature and specific humidity. Second, it is the first evaluation study of any kind of AIRS near-surface atmospheric measurements that is both global (rather than specific to a particular site or region) and spatially resolved (rather than averaging results, for example, over all land surfaces). The novel aspects of the study’s methodology allow us to reach the main new finding of this study: AIRS retrievals of the near-surface atmospheric state are less accurate in the tropics compared to higher latitudes, at least with respect to the correlation
coefficient and temporal sensitivity, even after removing the seasonal cycle. We provide several plausible reasons for why this might be expected, including higher uncertainties due to clouds, surface emissivity and the weak correlation between the near-surface atmosphere and the free troposphere in the tropics. Finally, implications are discussed for ET products that use AIRS as inputs to estimate ET in the tropics. While further studies are required to comprehensively quantify the impact of errors in AIRS retrievals on relevant ET products, a first-order estimate suggests that errors of around 10% should be expected in the tropics, solely due to random noise error. Including additive and multiplicative biases, and errors in other inputs, will increase the expected error. Since ET is greatest in the tropics, and tropical measurement networks are particularly sparse in that region, this work motivates new approaches for measuring ET in the tropics.
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Appendix A: Impact of error cross-correlation on AIRS temporal sensitivity estimates

In this section, we examine how positive error cross-correlation between AIRS and the reanalysis data ($\text{Cov}(\varepsilon_2, \varepsilon_3) > 0$) could impact estimates of AIRS temporal sensitivity ($\hat{\beta}_2$). Subscripts 1, 2 and 3 refer to the HadISD station data, AIRS observations and reanalysis, respectively.

Relaxing the assumption that $\text{Cov}(\varepsilon_2, \varepsilon_3) = 0$, the standard triple-collocation estimate for $\hat{\beta}_2$ (McColl et al., 2014) becomes

$$\hat{\beta}_2 = \frac{Q_{23}}{Q_{13}} = \frac{\beta_2 \beta_3 \sigma_T^2 + \text{Cov}(\varepsilon_2, \varepsilon_3)}{\beta_3 \sigma_T^2}$$

It is clear from this equation that the estimate is unbiased when $\text{Cov}(\varepsilon_2, \varepsilon_3) = 0$.

However, if the error covariance is positive, the temporal sensitivity estimate $\hat{\beta}_2$ is positively-biased:

$$\hat{\beta}_2 = \frac{Q_{23}}{Q_{13}} = \beta_2 + \frac{\text{Cov}(\varepsilon_2, \varepsilon_3)}{\beta_3 \sigma_T^2} > \beta_2$$

In the tropics, natural variability ($\sigma_T^2$) is more likely to be systematically lower than at higher latitudes, rather than higher (even after removing the seasonal cycle). From the above equation, this implies that, if anything, positive error cross-correlation would cause TC-estimated $\hat{\beta}_2$ to be higher in the tropics compared to outside the
tropics. Since we observe $\hat{\beta}_2$ to be lower in the tropics in Fig. 9, this pattern is unlikely to be an artifact caused by violations of the assumptions of TC.
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Figure 2

a) $R^2_{TC}(AIRS)$ near-surface air temperature

b) $R^2_{TC}(AIRS)$ near-surface specific humidity
Figure 3

a) $R_{	ext{TC}}^2$ (AIRS) near-surface air temperature [-] for JJA

b) $R_{	ext{TC}}^2$ (AIRS) near-surface air temperature [-] for SON

c) $R_{	ext{TC}}^2$ (AIRS) near-surface air temperature [-] for DJF

d) $R_{	ext{TC}}^2$ (AIRS) near-surface air temperature [-] for MAM
Figure 4

a) $R^2_{TC}(AIRS)$ near-surface specific humidity [-] for JJA

b) $R^2_{TC}(AIRS)$ near-surface specific humidity [-] for SON

c) $R^2_{TC}(AIRS)$ near-surface specific humidity [-] for DJF

d) $R^2_{TC}(AIRS)$ near-surface specific humidity [-] for MAM
Figure 7

a) $\sigma_{TC}$ (AIRS) near-surface specific humidity [-] for JJA

b) $\sigma_{TC}$ (AIRS) near-surface specific humidity [-] for SON

c) $\sigma_{TC}$ (AIRS) near-surface specific humidity [-] for DJF

d) $\sigma_{TC}$ (AIRS) near-surface specific humidity [-] for MAM
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