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Foreword

Capacity development of Chemical Weather and Air Quality Forecasting (CW-AQF) attracts
considerable attention from research communities and governments worldwide for a number of
reasons. Increasing numbers of human mortality rates due to human exposure to ambient and
indoor air pollution are reported. Recent scientific advancements in numerical weather
prediction (NWP) and CW-AQF have been made using 3-D integrated meteorology-chemistry
modeling systems and advanced data assimilation techniques combined with near-real time
observations. There is a need for governments to utilize information from CW-AQF to issue
health-related alerts, with increasing involvements of National Meteorological and Hydrological
Services (NMHSs) and other federal and state-level environmental protection agencies in CW-
AQF and Multi-hazard Early Warning Systems (MHEWS). Consequently, a growing number of
forecasters use 3-D numerical models worldwide for CW-AQF and MHEWS. On the other hand,
those models become progressively complex and would be difficult to adapt for real-time
deployment and operation of CW-AQF without adequate training and guiding materials. An
important step towards the development of WMO competency for CW-AQF would be to train
and guide appropriate experts.

As part of its mandate to contribute to the protection of lives and property, WMO pays
attention to the development of the training capacity of experts dealing with atmospheric
pollution. Recognizing the urgent need for the successful implementation and application of
3-D numerical models for CW-AQF, WMO, through the Education and Training Office and
Global Atmosphere Watch Scientific Advisory Group on Applications (GAW SAG APP), initiated
the development of training materials and best practices for CW-AQF. The overarching goals of
this initiative are to disseminate some practices from NMHSs and the academic community
with the aim of building the scientific capacity of researchers and operational meteorologists in
developing countries. Hence this publication aims to help forecasters worldwide, especially
those in developing countries, to use 3-D CW-AQF models and NWP for operational forecasting,
early warning, policymaking, and action-taking to reduce air pollution and associated human
health effects and provide climate co-benefits in the most appropriate and efficient way. It will
also provide practical information about the best operational CW-AQF practices and
standardized procedures for successful deployment and application. Finally, it will assist in
preparing materials that could be adapted for training by NMHSs, WMO training centers, and
other users from environmental authorities and academic institutions.

The publication has been developed by some 80 experts on numerical weather prediction, air
quality forecasting, anthropogenic and natural emissions (including wildfires, dust storms, air
toxics, and volcanic eruptions), data assimilation, as well as ensemble and probabilistic
forecasting. It also contains a review of existing worldwide research and development
experience and real-time CW-AQF, incorporates existing education materials,
recommendations and best practices in recognized meteorological training institutions, and
identifies the critical needs for management competence enhancement in CW-AQF. This is the
first edition of this publication and efforts will be made to revise it in the future.

We expect that this publication will enhance the capacity of all stakeholders in their efforts to
develop and implement chemical weather and air quality forecasting systems by bringing more
scientific knowhow into relevant operations on air quality forecasting. In this way, tangible
contributions will be made, from the perspective of the science-policy interface, towards the
implementation of relevant policy and decision support aimed at improving quality of life and
environmental protection.

(Prof. Petteri Taalas)
Secretary-General

Xi
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Chapter 1. Introduction
1.1 Purpose, Scope, Focus, and Targeted Audiences

Air quality is the state of the atmospheric chemical substances at a given time and place. While
weather is the state of the atmosphere with respect to heat or cold, wetness or dryness, calm
or storm, and clearness or cloudiness at a given place and time, chemical weather is the
ambient air quality conditions at a given place and time. In the forecasting community, the
terms of chemical weather and air quality are exchangeable. Chemical weather and air quality
forecasting (CW-AQF) has attracted increasing attention from research communities and
governmental organizations worldwide, including many National Meteorological and
Hydrological Services (NMHSSs), for several reasons. This increased attention is driven by
several factors including (i) increasing human exposure and associated health impacts and
public concerns in many regions where air quality remains poor, particularly in developing
countries; (ii) recent scientific advancements in numerical weather prediction (NWP) and CW-
AQF using three-dimensional (3-D) integrated meteorology-chemistry modeling systems and
advanced data assimilation techniques combined with near-real time observations;

(iii) increasing needs for governments to make informed decisions on issuing air quality health
alerts for the protection of human health and on taking preventative actions to reduce
pollutant emissions; and (iv) increasing involvements of NMHSs and other federal and state-
level environmental protection agencies in CW-AQF and Multi-hazard Early Warning Systems
(MHEWS) where high pollution episode forecasting (e.g., sand and dust storms) is an
important element.

Atmospheric pollution is determined by emissions, chemical transformation, and removal
processes, and the latter two are strongly controlled by meteorological processes. Therefore,
adequate meteorological forecasting is prerequisite in AQF, and NWP is thus the key and
necessary element of any AQF system. For this reason, it is a core task for the World
Meteorological Organization (WMO) and NMHSs to engage in CW-AQF related activities, and
examples of well-established activities include the volcanic ash advisory and assessment
centers (VAACs) and the WMO Emergency Response Activities Programme for nuclear
emergencies and extended to other non-nuclear airborne hazardous substances (e.g., dust,
smog, volcanic ash, chemicals, bio-aerosols including pollen).

In a number of countries (e.g., Canada, Finland, France, the Russian Federation, Sweden, the
United States of America) NMHSs are also responsible for, or collaborating on, air quality
monitoring, forecasting, and assessment. In such countries or in countries where an NMHS is
closely collaborating with its environmental protection authorities (e.g., Australia) the CW-AQF
systems are usually better organized and more efficient and developed. One of the best
examples of this is the first operational global atmospheric composition forecasting system (as
a service) by the European Copernicus Atmosphere Monitoring Service (CAMS)
(https://atmosphere.copernicus.eu/) building on the products of the European Center for
Medium-range Weather Forecasts (ECMWF). As a result, an increasing number of forecasters
are using 3-D numerical models worldwide for CW-AQF and MHEWS. A complicating factor is
that these models become increasingly complex and may not be operated easily for real-time
deployment and operation of CW-AQF without adequate training and guidance materials.

Recognizing the urgent need for the successful implementation and application of 3-D
numerical models for operational CW-AQF, WMO in a collaborative effort of the Education and
Training Office and the Global Atmosphere Watch Program, with the Scientific Advisory Groups
on Applications (GAW SAG APP) and Urban Research Meteorology and Environment (GURME),
initiated the development of guidance materials for training and demonstrating best practices
for CW-AQF using 3-D numerical models in late 2017. The overarching goals of this initiative
are to provide readers with the best existing experience from NMHSs and the academic
community, and to build the scientific capacity of researchers and operational meteorologists
in developing countries. This goal will be achieved by bridging research and operations and by
making sustained contributions towards the implementation of relevant policy and decision
support aimed at improving quality of life through enhancing the science-policy interface. The
specific objectives are to (i) help forecasters worldwide, especially those in developing
countries, with the use of 3-D CW-AQF models and NWP for operational forecasting, early


https://atmosphere.copernicus.eu/
http://www.wmo.int/gaw/
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warning, policymaking, providing actionable information to reduce air pollution and associated
human health effects and climate co-benefits in the most appropriate and efficient way;

(ii) provide practical information about the best operational CW-AQF practices and
standardized procedures for the successful deployment and application, and (iii) prepare
materials that could be adapted for training by NMHSs, WMO training centers, and other users
from environmental authorities and academic institutions.

The publication is developed as an effective, long-lasting educational and outreach tool to
cover training materials and best practices for 3-D CW-AQF. It includes 12 chapters and 24
demonstration cases. It will target both entry-level and more experienced forecasters, and
benefit the meteorological and air quality related communities, such as climate and public
health communities. It includes fundamentals of CW-AQF and advanced materials such as
applications of computational fluid dynamics (CFDs), chemical data assimilation (CDA), and
inverse modeling for 3-D CW-AQF. This is the first version of the publication. It will be updated
in the future to reflect the state-of-the-science development and advancement of CW-AQF.

1.2 Content and Characteristics

The publication is developed by experts in numerical weather predictions, air quality
forecasting, anthropogenic and natural emissions (including wildfires, dust storms, air
pollutants, air toxics (e.g., benzene and 1,3-butadiene), pollen episodes, and volcanic
eruptions), observations and data assimilation, as well as ensemble and probabilistic
forecasting. The guide will review existing worldwide research, development experience, and
real-time 3-D CW-AQF advancements reported in relevant literature and WMO publications. It
will also incorporate existing education materials, recommendations and best practice in
recognized meteorological training institutions, and identify the most urgent needs for
enhancing management competence in CW-AQF related issues. It will (i) describe basic
principles, effective methods, and best practices important in the deployment and application
of a 3-D model for CW-AQF on different scales: from global to urban; (ii) summarize the
current status, the state-of-the-science CW-AQF models and their application and evaluation,
special considerations and specific issues for urban applications and extreme pollution events,
as well as advanced techniques for improved CW-AQF and uncertainty quantifications;

(iii) provide practical recommendations for developing countries and urbanized regions how
better build a CW-AQF system on national, regional, or city levels. It will also provide a
number of demonstration cases of real-time CW-AQF for WMO regions including Europe, North
and South America, Asia, Oceania, and Africa as well as on a global scale.
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1.3 Impacts of Air Pollutants on Health, Ecosystems, and Economy and Importance of
CW-AQF in Air Quality Regulation

Air quality refers to the chemical state of the atmosphere at a given time and place and how it
affects people and ecosystems. Like weather, air quality affects everyone. Air pollutants
include gaseous and particulate species that may lead to non-carcinogenic and/or carcinogenic
adverse health effects. Numerous studies (e.g., Greenbaum et al., 2001 ; the World Health
Organization (WHO), 2004 ; Georgopoulos et al., 2009; Phalen and Phalen, 2011;
https://www.apti-learn.net/LMS/EPAHomePage.aspx) show that acute (short-term) exposure
to high levels of these species may pose serious temporary health concerns such as eye
irritation, difficulty breathing, pulmonary and cardiovascular health effects and premature
death. Chronic (long-term) exposure may lead to health concerns such as cancer, premature
death, and damage to the body's immune, neurological, reproductive, and respiratory systems.
People with pre-existing heart and lung diseases and diabetics, the elderly, and children (so-
called sensitive groups) are at an even greater risk for air pollution-related health effects. In
addition, these pollutants and their derivatives can cause many adverse effects on the
environment including visibility impairment, acid deposition, global climate change, water
quality deterioration, and plant and eco-environmental system damages (e.g., Ecological Society
of America (ESA), 2004; Seinfeld and Pandis, 2006; Krupa et al., 2006).

To protect human health and the environment, the WHO has issued guidelines and several
countries and states have issued regulations (e.g., WHO, 2010). Most of countries also have
enacted national air quality standards, e.g., the U.S. Environmental Protection Agency (EPA)
has set the National Ambient Air Quality Standards (NAAQSs) for six air pollutants to protect
human health (U.S. EPA, 1996; Seinfeld and Pandis, 2016) and has updated them regularly.
These pollutants are sulfur dioxide (S02), nitrogen dioxide (NO2), carbon monoxide (CO),
ozone (03), lead (Pb), and particulate matter with aerodynamic diameters less than or equal
to 2.5 ym (PM2.5) and 10 pm (PM10).

Table 1.1 summarizes air quality standards of major air pollutants implemented by WHO and
several countries. In Europe, the European Union (EU) issues directives, which subsequently
become air quality standards or goals in 28 member states (EU, 2008) and are still in force.
The pollutants regulated by the EU include the six pollutants regulated in the U.S. as well as
benzene (C6H6), a volatile organic compound (VOC) with known carcinogenic health effects,
polycyclic aromatics, and some heavy metals. Despite significant progress in understanding
emissions and fates of these pollutants as well as in reducing their ambient levels in urban
areas particularly in developed countries in the past half century, air pollution has now become
the world’s largest single environmental health risk, responsible for human mortality and
morbidity. WHO reported that in 2012 ~7 million people deaths (1/8 of total annual global
deaths) are linked to exposure to outdoor and indoor air pollution (3.7 and 3.3 million,
respectively) (WHO, 2014). In particular, PM pollution has been directly linked to premature
deaths in many countries in the world (e.g., Schwartz, 1991; Dockery et al., 1993; Kunzli et al.,
2000; Matanoski and Tao, 2002; Millman et al., 2008; Jayachandran, 2009; Zhang et al., 2010).
Air pollution has also been responsible for increased hospital admissions and school/work loss
days.

To protect citizens from unhealthy air, many countries have real-time air quality forecasting
(RT-AQF) programs in place to forecast the concentrations of pollutants of special health
concerns such as O3, NO2, PM2.5, and PM10 (e.g., Manins, 1999; U.S. EPA, 1999; Pudykiewicz
and Koziol, 2001; Baklanov et al., 2007; Kukkonen et al., 2012). Such information has been
used to issue early air quality alerts that allow government and people to take precautionary
measures such as temporarily banning major emission sources, favoring carpooling or taking
public transportation to reduce air pollution and avoid or limit their exposures to unhealthy levels
of air pollution (Wayland et al., 2002). It has also been used to issue warnings to avoid outdoor
physical exercise and hay fever warnings to avoid exposure to Pollen. Air quality forecasting has
been used to schedule and plan numerous field campaigns to effectively track pollutant plume
transport and sample pollutant concentrations, which maximizes the usage of expensive
instrumented platforms such as airplanes and other limited measurement resources (e.g., Lee et
al., 1997; Flatgy et al., 2000). RT-AQF has been deployed during major sport events such as the
Olympic Games in Beijing and the 2010 Commonwealth games in Delhi and political summits
such as the G-20 in Hangzhou (Wang et al., 2009; Wu et al., 2010; Marrapu et al., 2014; Li et


http://www.amazon.com/Robert-F.-Phalen/e/B001JSA0DE/ref=ntt_athr_dp_pel_1
http://www.amazon.com/Robert-N.-Phalen/e/B0071HA71W/ref=ntt_athr_dp_pel_2
https://www.apti-learn.net/LMS/EPAHomePage.aspx
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al., 2017). Accurate RT-AQF can therefore offer tremendous societal and economic benefits by
enabling advanced planning for individuals, organizations, and communities in order to avoid
exposure, and reduce pollutant emissions and their adverse health impacts. Driven by crucial
regulations, societal and economic needs, scientific advancements, and increasing availability of
high-performance computing capacity, RT-AQF has evolved from weather forecasting and
developed into a new discipline that integrates science and technology from several disciplines
including meteorology, atmospheric chemistry/air quality, mathematics, physics, environmental
statistics, and computer sciences/engineering.

There are also several specialized applications of CW-AQF system developments for specific
atmospheric pollution episodes involving harmful contaminants that affect not only health but
many other sectors of economics. In particular, sand and dust storms pose a major challenge
to sustainable development in arid and semi-arid regions of the planet. Airborne dust presents
serious risks for human health. Sand and dust storms are also detrimental for ecosystems and
diverse socio-economic sectors. Surface dust deposits are a source of micro-nutrients for both
continental and maritime ecosystems. Although dust can work as fertilizer, it has many
negative impacts on agriculture, including reducing crop yields by burying seedlings, causing
loss of plant tissue, reducing photosynthetic activity, and increasing soil erosion. Reductions in
visibility due to airborne dust also have an impact on air and land transport. Poor visibility
conditions are a hazard during aircraft landing and take-off operations — flight landings may be
diverted, and departures may be delayed. Dust can also scour aircraft surfaces and damage
engines. Reduced radiation at the surface has an impact on the output from solar power
plants, especially those that rely on direct solar radiation. Dust deposits on solar panels are a
main concern of plants operators. Volcanic eruptions also contribute to natural aerosols directly
via emissions of ash and other particulates, or indirectly through the release of sulfur gases
that subsequently condense to form sulfate aerosols. Volcanic aerosols are particularly
important for aviation safety and climate modeling, as was witness by the eruption of the
Icelandic Volcano Eyjafjallajokull, that paralyzed for several days air traffic throughout Europe.

Society is impacted by both long-term and short-term changes to atmospheric composition.
Volcanic ash, desert dust, natural and anthropogenic gas emissions are good examples
demonstrating both immediate impacts, for example, on aviation and human health — and
longer-term, including climate forcing and impacts from the changing atmospheric
composition. While both present a range of challenges, the former places considerable
additional demands in terms of data timeliness and temporal and spatial resolutions. This
near-real-time need for observations is indeed a common requirement across a range of
impacts, but one that is not always conducive to the significant processing involved in
producing fully assured atmospheric composition data. However, timely data can be produced
and has the potential to be of considerable use for a wide range of applications. In recognition
of this, the WMO GAW Programme (GAW, 2017) has identified the need for increased support
for the development and expanded use of services and research activities concerning the
forecasting of atmospheric composition and its induced environmental phenomena.

Such impact-based forecast and assessment systems will help decision-makers to improve air
quality and public health, mitigate the occurrence of acute air pollution episodes, particularly in
urban areas, and reduce the associated impacts on agriculture, ecosystems, and climate. The
suggested approach combines an ensemble of state-of-the-art models, high-resolution
emission inventories, space observations and surface measurements of most relevant chemical
species to provide hindcasts, analyses, and forecasts of regional air pollution in a specific
region (using boundary and initial conditions from global CW-AQF system such as the CAMS)
and downscaling for selected countries and urban areas.
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Table 1.1 Ambient air quality standards® of WHO, the European Union (EU), and several countries

Organization

or Country Time Scale CO Pb SOZ NOZ 03 PMas s PM1o
WHQ?2 Short-term 10,000 (8 h) - 20 (24 h) 200 (1 h) 100 (8 h¥) 25 (24 h) 50 (24 h)
30,000 (1 h) 500 (10 min)
Long-term - - - 40 (1 yr) - 10 (1 yr) 20 (1 yr)
EU34 Short-term 10,000 (8 h?) - 350 (1 h) 200 (1 h) 120 (8 h?®) - 50 (24 h)
125 (24 h)
Long-term - 0.5 (1 yr) - 40 (1 yr) - 25 (1 yr) 40 (1 yr)
U.S.A.° Short-term 9 ppm (8 h) 0.15 (3 mo) 75 ppb (1 h) 100 ppb (1 h) 0.07 ppm (8 h?) 35 (24 h) 150 (24 h)
35 ppm (1 h)
Long-term - - - 53 ppb (1 yr) - 12, 15°¢ (1 yr) -
China® Short-term 10,000 (1 h) 1.5 (3 mo) 1509, 500¢ (1 h) 200 (1 h) 1609, 200¢ (8 h?) 359, 75¢ (24 h) 504, 150¢
4,000 (24 h) 509, 150° (24 h) 80 (24 h) 1009, 160¢ (8 h?) (24 h)
Long-term 1(1yn) 209, 60° (1 yr) 40 (1 yr) 1594, 35° (1 yr) 409, 70¢
ayn
Brazil Short-term 10,000 (8 h) - 365°, 100° (24 h) | 320°, 190¢ 160 (1 h) - 150 (24 h)
40,000 (1 h) (1 h)
Long-term - - 80P, 40° (1 yr) 100 (1 yr) - - 50 (1 yr)
Australia’ Short-term 9 ppm (8 h) 0.20 ppm (1 h) 0.12 ppm (1 h) 0.10 ppm (1 h)f 25 (24 h) 50 (24 h)
0.08 ppm (24 h) 0.08 ppm (4 h)’
Long-term - 0.5 (1 yr) 0.02 ppm (1 yr) 0.03 ppm 8 (1yn) 25 (1 yr)
ayn)
South Africa® Short-term 30,000 (1 h) - 500 (10 min) 200 (1 h) 120 (8 h?) - 75 (24 h)
10,000 (8 h) 350 (1 h)
125 (24 h)
Long-term - 0.5 (1 yr) 50 (1 yr) 40 (1 yr) - - 40 (1 yr)
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The concentration unit is pg m~3 unless otherwise noted; all values are primary standards unless
otherwise noted.

2maximum daily 8-h mean;
bprimary standard (applicable to the health of the population);
¢secondary standard (applicable to the well-being of the population);

dGrade-1 standard (applicable to natural reserves, scenic areas and other specially protected areas in
China);

®Grade-I11 standard (applicable to residential areas, commercial-traffic-residential areas, cultural areas,
industrial areas and rural areas in China);

fPhotochemical oxidants (as O3).

IWHO (2005), Air Quality Guidelines Global Update 2005. Particulate matter, ozone, nitrogen dioxide and
sulfur dioxide, WHO/SDE/PHE/OEH/06.02, 2006, ix + 484 pages, ISBN 92 890 2192 6.

2WHO (2000), Air quality guidelines for Europe, 2nd edition, 2000, Second edition, WHO Regional
Publications, European Series, No. 91, 2000, x + 273 pages, ISBN 92 890 1358 3.

3http://ec.europa.eu/environment/air/quality/standards.htm.

4EEA (European Environment Agency) (2017), Air quality standards, available at
https://www.eea.europa.eu/themes/air/air-quality-standards, European Environment Agency, Kongens
Nytorv 6, 1050 Copenhagen K, Denmark.

Shttps://www.epa.gov/criteria-air-pollutants/naaqgs-table.

SMinistry of Environmental Protection (MEP) (2012), Ambient air quality standards. (Document GB 3095-
2012) (in Chinese).
"https://soe.environment.gov.au/theme/ambient-air-quality/topic/2016/national-air-quality-standards.

8https://www.environment.gov.za/sites/default/files/legislations/nemaqa_airquality _g32816gon1210_0.p
df.


http://www.euro.who.int/en/health-topics/environment-and-health/air-quality/publications/pre2009/air-quality-guidelines.-global-update-2005.-particulate-matter,-ozone,-nitrogen-dioxide-and-sulfur-dioxide
http://www.euro.who.int/en/health-topics/environment-and-health/air-quality/publications/pre2009/air-quality-guidelines.-global-update-2005.-particulate-matter,-ozone,-nitrogen-dioxide-and-sulfur-dioxide
http://www.euro.who.int/en/health-topics/environment-and-health/air-quality/publications/pre2009/who-air-quality-guidelines-for-europe,-2nd-edition,-2000-cd-rom-version
http://ec.europa.eu/environment/air/quality/standards.htm
https://www.eea.europa.eu/themes/air/air-quality-standards
https://www.epa.gov/criteria-air-pollutants/naaqs-table
https://soe.environment.gov.au/theme/ambient-air-quality/topic/2016/national-air-quality-standards

Chapter 1 page 7
1.4 History and Current Status of CW-AQF

Many aspects of the history, current status, and major future challenges of CW-AQF have been
described in detail in the literature (e.g., Lawrence et al., 2005; Kukkonen et al., 2012; Zhang
et al., 2012a, b; Baklanov et al., 2014; Ryan, 2016; Bai et al., 2018). The history of CW-AQF
can be traced back to 1960s, when the U.S. Weather Bureau (USWB), i.e., the predecessor of
the U.S. National Weather Service (NWS), provided the first forecasts of air stagnation or
pollution potential using NWP models to forecast conditions conducive to poor air quality (e.g.,
Niemeyer, 1960). These forecasts were conducted solely from a meteorological perspective
without considering the emissions and chemistry of air pollutants. Two main approaches can
be distinguished in CW-AQF: empirical/statistical methods and Chemical Transport Models
(CTM). A detailed review of the empirical/statistical approaches can be found in Zhang et al.
(2012a) and Bai et al. (2018) and a detailed review of the CTM approaches can be found in
Kukkonen et al. (2012), Zhang et al. (2012a), and Ryan (2016).

From the late 1970s to the mid-1990s, real-time CW-AQF has been mainly performed using
empirical approaches and statistical models trained with or fitted to historical air quality and
meteorological data (e.g., McCollister and Wilson 1975; Wolff and Lioy 1978; Aron, 1980).

The statistical approaches usually require dense and a large quantity of historical measured
data under a variety of atmospheric conditions (e.g., 2-3 years observed O3 or PM2.5
concentrations). They are simple to use and generally not computationally expensive. These
techniques showed some RT-AQF skill. They, however, have several common drawbacks. For
example, they cannot predict concentrations during periods of unusual emissions and/or
meteorological conditions that deviate significantly from the historical record (Stockwell et al.,
2002). The forecast accuracy typically depends on the skill of commonly used meteorological
predictors, which usually neglect or use simplified parameterizations (e.g., turbulence,
convection, and precipitation) for some meteorological processes (e.g., morning inversion,
regional pollutant transport) that are important to the evolution of air pollutants (Ryan, 1995).
These statistical models provide neither the direct linkages between precursor emissions and
resultant pollution nor the interrelationships among multiple pollutants (i.e., the interactions
among pollutants that may potentially exacerbate one pollution problem while another problem
is being alleviated). Explicit treatments for such linkages and interactions in RT-AQF models
are essential to the enhancement of understanding of the physical-chemical system, the
improvement of short- and long-term RT-AQF skill, and the development of integrated
emission control strategies for multi-pollutants.

Since the 1990s, RT-AQF systems based on CTMs have been developed rapidly and are
currently in operation in many countries, including Australia, Canada, Japan, the U.S., France,
Denmark, Germany, Norway, the U.K., Spain, Belgium, Finland, Turkey, the Netherlands,
Brazil, Chile, China, Singapore, Egypt, and South Africa. Progress in CTM development and
computing technologies has allowed daily RT-AQFs using simplified (e.g., Vautard et al., 2001)
or more comprehensive 3-D CTMs, such as offline-coupled (Tilmes et al., 2002; Honoré¢ et al.,
2008; Schaap et al., 2008; Chen et al., 2008; Baldasano et al., 2008; McKeen et al., 2009;
Sofiev et al., 2006, 2015; Lawson et al., 2017), and online-coupled meteorology-chemistry
models (e.g., Grell et al., 2005; de Freitas et al., 2005; Baklanov et al., 2008; Flemming et al.,
2009; Vogel et al., 2009, 2013; Chuang et al., 2011; Zhou et al. 2012; Savage et al., 2013; Li
et al., 2017). The use of a coupled meteorology-chemistry model for RT-AQF represents a
significant advancement in routine operational RT-AQFs and would greatly enhance
understanding of the underlying complex interplay of meteorology, emission, and chemistry.
Offline and online coupled models are defined in Chapter 2.3.2. Model evaluation demonstrates
that a modeling approach based on CTM has skills consistent with or better than many
statistical forecasting tools (McHenry et al., 2004; Manders et al., 2009).
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Online-coupled meteorology atmospheric chemistry models have greatly evolved in recent
years (Zhang, 2008; Grell and Baklanov, 2011). Although mainly developed by the air quality
modeling community, these integrated models are also of interest to numerical weather
prediction and climate modeling as they can consider both the effects of meteorology on air
quality, and the potentially important effects of atmospheric composition on weather. Migration
from offline to online integrated modeling and seamless environmental prediction systems
(World Weather Open Science Conference (WWOSC), 2015; Coupled Chemistry-
Meteorology/Climate Modeling (CCMM), 2016) is recommended for consistent treatment of
processes and allowance of two-way interactions between physical and chemical components,
particularly for air quality and NWP communities. Applications that may benefit from CCMM are
numerous and include (Baklanov et al., 2017): chemical weather forecasting (CWF), numerical
weather prediction for precipitation, visibility, thunderstorms, etc., integrated urban
meteorology, environment and climate services, sand and dust storm modeling and warning
systems, wildfire atmospheric pollution and effects, volcano ash forecasting, warning and
effects, high impact weather and disaster risk, effects of short-lived climate forcers, Earth
system modeling and projections, data assimilation for CWF and NWP, and weather
modification and geo-engineering. Online integrated models, however, need harmonized
formulations of all processes influencing meteorology and chemistry that are not required for
offline models.

Multi-model ensemble air quality forecasting has been emerging for CW-AQF on global scale
and regional scales (e.g., over Europe and China). For example, the regional air quality
production of the CAMS is based on ensemble of seven state-of-the-art numerical air quality
models developed in Europe. Under the MarcoPolo — Panda, EU Projects under the Seventh
Framework (FP7) Programme (http://www.marcopolo-panda.eu/), nine different models are
used for multi-model ensemble over China. The most recent the International Cooperative for
Aerosol Prediction multi model ensemble (ICAP MME) consists of seven global models
(Sessions et al., 2015). Multi-model ensemble results provide a range and an indication of the
robustness of the forecasts and help improve the accuracy of CW-AQF. Data assimilation of
satellite observations has been implemented in some CW-AQF models such as ECMWF
Integrated Forecasting System (IFS)-CTMs developed by ECMWF (Flemming et al., 2009) and
the Goddard Earth Observing System Model, Version 5 Earth System Model (GEOS-5 ESM)
developed by the National Aeronautics and Space Administration of the U.S. (Nielsen et al.,
2017).

There are also already commendable published works that provide a very thorough treatment
of meteorological and air pollution modeling (see for example, Jacobson 2005; Seinfeld and
Pandis, 2016; Sokhi et al., 2018). The recent publication (Sokhi et al., 2018) combines the
fundamental and practical aspects of mesoscale modeling for CW-AQF. It provides an overview
of the fundamental concepts of air pollution and meteorological modeling including
parameterization of key unresolved processes and then considers equally important aspects
such as model integration, performance evaluation, policy relevance, and user training.
Therefore, that publication could be used as good complementary material for these training
materials, when a reader needs to learn deeper meso-meteorological aspects of CW-AQF.
Compared to previous publications, this one covers many aspects of CW-AQF at both
introductory and more advanced levels for a variety of users from research and operation
communities. It emphasizes the best operational CW-AQF practices and standardized
procedures for CW-AQF. Of course, this document does not purport to cover all aspects of CW-
AQF modeling but instead its content has been developed around topics that build upon the
experience of a large number of meteorological services and air pollution modeling research
and user groups from different continents, mainly from Europe, North and South America.
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Summary

Chemical weather and air quality forecasting has received increased attentions from
research communities and governments, including many NMHSs.

The main goal of this book is to provide training material and best practice on the
use of 3-D CW-AQF models and NWP for operational forecasting, early warning, and
policymaking for researchers and operational meteorologists, particularly for those
in developing countries.

This book includes fundamentals of CW-AQF and advanced materials such as
computational fluid dynamics, chemical data assimilation, and inverse modeling for
3-D CW-AQF.

This book also provides a number of demonstration cases of real-time CW-AQF for
Europe, North and South America, Asia, Oceania, and Africa as well as on a global
scale.

Real-time CW-AQF was based on empirical approaches and statistical models prior
to the mid-1990s but since 1990s it has utilized mainly 3-D chemical transport
models including online-coupled meteorology atmospheric chemistry models, some
with advanced techniques such as multi-model ensemble and chemical data
assimilation.
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Chapter 2. History and Characteristics of CW-AQF
2.1 Introduction

In this chapter, the history and major characteristics of chemical weather-air quality
forecasting (CW-AQF) are reviewed. Section 2.2 introduces the history of numerical weather
prediction (NWP) and CW-AQF as well as their similarities and differences. It also summarizes
the development of an AQF system based on existing practice in National Meteorological and
Hydrological Services (NMHSs). Section 2.3 introduces the history of Chemical Transport
Models (CTMs) or Air Quality Models (AQMs) as well as similarities and differences of air quality
backcasting and forecasting. Section 2.4 describes major characteristics of CW-AQF and
defines offline and online coupling of meteorology and chemistry. Finally, Section 2.5
summarizes key points.

2.2 Similarities and Differences between Weather Forecasting and CW-AQF
2.2.1 History of Numerical Weather Prediction

Meteorological conditions control the atmospheric pollution transport, diffusion, and deposition,
therefore the prediction of meteorological conditions and fields is a key element for
atmospheric pollution forecasting in CW-AQF models. Meteorological processes impacting
atmospheric pollution and chemistry are presented in Table 2.1. NWP is the science of
forecasting the weather by using the governing physical equations of the atmosphere. The
history of NWP has been reviewed and described by several authors including Lynch (2010)
and Harper et al. (2007). More fundamental background information about atmospheric
processes and NWP methods can be found in most relevant books of Pielke (2002), Jacobson
(2005), and the World Weather Open Science Conference (WWOSC) (2015). A brief review of
the history of NWP is provided below.

It is interesting to highlight that the first formulation of an NWP model, suggested by

L.F. Richardson in 1920s (Richardson, 1922), in addition to the hydrostatic Bjerknes' primitive
equations of motion, included also one additional equation for pollutants (dust). However, his
attempt to produce by manual calculations a 6-hour forecast for the state of the atmosphere
over two points in central Europe took at least six weeks and was not very successful. The first
successful NWP was performed using the Electronic Numerical Integrator and Computer
(ENIAC) digital computer in 1950 in USA by Charney et al. (1950) and, in 1954, C.-G. Rossby
assembled an international group of meteorologists in Stockholm and produced the first
operational weather forecast based on the barotropic equation (Harper et al., 2007). Over the
following years more powerful computers have been used to increase the size of initial
datasets and include more complicated versions of the equations of motion. The development
of regional limited area models facilitated advances in forecasting the tracks of tropical
cyclones as well as air quality in the early 1980s. The first global NWP models, which initializes
and forecasts the weather throughout Earth's troposphere, were introduced in 1980 by the
U.K. National Meteorological Center’s Global Spectral Model (Kalnhay, 2003), and in 1985 by the
European Centre for Medium-Range Weather Forecasts model (ECMWF, 2002). NWP models
solve systems of differential equations based on the laws of physics, thermodynamics and fluid
motion, and use a coordinate system which divides the planet into a 3-D grid. Winds, heat
transfer, radiation, relative humidity, and surface hydrology are calculated within each grid and
evaluate interactions with neighboring points. The use of model ensemble forecasts since the
1990s helps to define the forecast uncertainty and extend weather forecasting further into the
future than otherwise possible. Nowadays modern NWP systems are being developed in the
direction of seamless prediction of the Earth System with coupled models of the atmosphere
and ocean covering prediction time scales from minutes (for nowcasting) to seasons (WWOSC,
2015).
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Table 2.1 Impacts of meteorology on atmospheric pollution and chemistry

Variable or process

(Baklanov et al., 2014).

Impact on air pollution and chemistry

Temperature

1. Modulates chemical reactions and photolytic rates

2. Modulates biogenic emissions (isoprene, terpenes,
dimethyl sulfide, etc.)

3. Influences the volatility of chemical species

4. Determines aerosol dynamics (coagulation, condensation,
nucleation)

Temperature vertical gradients

Determines vertical diffusion intensity (or turbulent mixing)

Temperature and humidity

Affects aerosol thermodynamics (e.g., gas-particle
partitioning, secondary aerosol formation)

Water vapor

Modulates hydroxyl radical (OH) concentrations, size of
hydrophilic aerosol

Cloud liquid water

Determines wet scavenging and atmospheric composition

Cloud processes

Affects mixing, transformation and scavenging of chemical
compounds

Precipitation

Determines the wet removal of trace gases and aerosol

Land surface parameterization
(soil type and vegetation cover,
soil moisture, leaf area)

Affects natural emissions (e.g., dust, BVOCs) and dry
deposition

Lightning Determines free troposphere nitrogen oxides (NOy)
emissions
Radiation Determines photolysis rates and influences many chemical

reaction rates; Determines isoprene emissions

Wind speed and direction

Determines horizontal transport and vertical mixing of
chemical species; Influences dust and sea-salt emissions

ABL height

Influences mixing in the boundary layer and concentrations




Chapter 2 page 17

2.2.2 History of 3-D CW-AQF

The history of 3-D CW-AQF has been reviewed in detail in Zhang et al. (2012). Starting in the
mid-1990s, building on already existing NWP models, 3-D numerical AQMs have significantly
advanced real-time CW-AQF, as those models account for emissions, chemistry, and removal
processes that were not included in previous methods. These efforts first began in Germany in
1994 (e.g., Rufeger et al., 1997), Japan in 1996 (e.g., Ohara et al., 1997), Australia in 1997
(e.g., Manins et al., 2002), and Canada in 1998 (e.g., Pudykiewicz and Koziol, 2001) and then
expanded into many countries in Europe (e.g., Reimer et al., 2000; Brandt et al., 2001; Jakobs
et al., 2002), Asia (Han et al., 2002; Uno et al., 2003; Wang et al., 2009), North America
(Pudykiewicz et al., 2003; McHenry et al., 2004; Otte et al., 2005), South America (E.D.
Freitas et al., 2005; Andrade et al., 2015; S.R. Freitas et al., 2016), and Africa (see Chapter 9
for several case studies in Africa). In addition to applications for short-term forecasts of air
pollution for the public, 3-D AQMs have also been applied to chemical forecasting during field
campaigns. Lee et al. (1997) and Flatgy et al. (2000) represent the first CW-AQF to support
the planning of field experiments for the troposphere and stratosphere, respectively. Following
the two studies, a number of CW-AQFs have been applied before and during field campaigns
(e.g., Kang et al., 2005; McKeen et al., 2005, 2007, 2009).

In the mid-to-late 1990s, many countries recognized an increasing need to implement a
centralized, national air quality forecasting system. The Minister for the Environment in
Australia funded the Air Pollution in Major Cities Program and developed their CW-AQF model
in 1998. The Meteorological Service of Canada (MSC) initiated a CW-AQF program for eastern
Canada in 1999, which was extended to cover all of subarctic Canada in 2001 (Pudykiewicz et
al., 2003). In 1999, the U.S. EPA developed guidelines for O3 forecasting (U.S. EPA, 1999),
which was extended to add PM2.5 in 2003 (U.S. EPA, 2003). The U.S. National Oceanic and
Atmospheric Administration (NOAA) and EPA collaboratively developed a national CW-AQF
model, the National Air Quality Forecast Capability (NAQFC), and provided O3 forecast
guidance to state and local forecasters (Stockwell et al., 2002; Wayland et al., 2002; Dabberdt
et al., 2004). They conducted the first pilot studies of predicting O3 in 2002 and both O3 and
PM2.5 in 2004 for the New England region in 2002 using three numerical CW-AQF models
(Kang et al., 2005; McKeen et al., 2005, 2007). Region-wide efforts by universities and
research organizations are prevalent in the U.S. (e.g., Hogrefe et al., 2007; Chen et al., 2008;
Cai et al., 2008; Chuang et al., 2011; Yahya et al., 2014; Zhang et al., 2016), Europe (e.g.,
San José et al., 2002, 2007; Chenevez et al., 2004; Manders et al., 2009; Rouil et al.,2009;
Sofiev et al., 2009), Australia (e.g., Cope et al., 2004; 2005), South America (Freitas et al.,
2005; Andrade et al., 2015; S.R. Freitas et al., 2016), and many countries in the world. CW-
AQF has also been a focus for several large-scale international projects. For example, the EU-
funded Global and regional Earth-system (Atmosphere) Monitoring using Satellite and in-situ
data (GEMS) project developed a comprehensive data analysis and modeling system for
monitoring the global distribution of atmospheric composition with a focus on Europe
(http://gems.ecmwf.int). GEMS included 72-h forecasts using 12 state-of-the-art regional
chemical weather models on a pre-operational daily basis (http://gems.ecmwf.int). These
models used the operational meteorological forecasts of the European Centre for Medium-
Range Weather Forecasts (ECMWF) and the GEMS global chemical weather data. The European
Cooperation in Science and Technology (COST) ES0602 action established the European
Chemical Weather Forecasting Portal (http://www.chemicalweather.eu/). The portal provided a
forum for benchmarking approaches and practices in data exchange and multi-model
capabilities for CW-AQF and an access to more than 20 CW-AQF models and their forecasting
products over 31 areas in Europe. The action included approximately 30 participants from 20
countries, and its duration is from 2007 to 2011.

Prior to the mid-2000s, CW-AQF has mainly used offline-coupled 3-D air quality models that
use pre-calculated meteorological fields. Online-coupled meteorology and chemistry models
have been increasingly used for CW-AQF since 2000s (Zhang, 2008; Grell and Baklanov,
2011). Since short-lived pollutants influence climate, weather, and air quality conditions, the
AQ community is interested in online-coupled models to understand the feedback mechanisms
and to design air quality policies that can maintain future air quality at acceptable levels under
changing climate conditions (Alapaty et al., 2012). These online-coupled models can
realistically simulate the two-way feedback between meteorology and chemistry in one
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atmosphere, representing the-state-of-the-science. More sophisticated techniques such as 4-
dimensional variational methods (4D-Var), Kalman-filtering, and ensemble methods have also
been used in conjunction with 3-D CW-AQF models to improve CW-AQF results. Elbern and
Schmidt (2001) conducted one of the first applications of chemical data assimilation for CW-
AQF using 4D-Var to assimilate O3 and NO2 observations during August 1997 over central
Europe and showed a significant improvement in the associated O3 forecasts. The first
reported ensemble O3 forecasting was conducted with a three-member CHIMERE ensemble
using three global NWPs over Europe (Vautard et al., 2001). As one of the early real-time
ensemble CW-AQFs, McKeen et al. (2005, 2007) applied several CW-AQF models to forecast
03 and PM2.5, respectively, during the 2004 NEAQS/ICARTT study and found that multi-model
ensemble forecasting outperformed individual forecasting because the average multi-model
forecast provides error compensation as well as a greater consistency and reliability than the
individual model forecast (Hagedorn et al., 2015). The same set of CW-AQF models was
applied to forecast O3 and PM2.5 during the Second Texas Air Quality Study (TexAQS I1)/Gulf
of Mexico Atmospheric Composition and Climate Study (GoMACCS), with the ensemble
forecasting performing better than most individual members (McKeen et al., 2009), which
represents the first PM2.5 ensemble, bias-corrected, and Kalman filter-corrected forecasting.
Doraiswamy et al. (2009) conducted ensemble forecasting of O3 and PM2.5 over the state of
New York using the Community Multiscale Air Quality (CMAQ) modeling system with the
Weather Research and Forecasting (WRF) and the Mesoscale Model version 5 (MM5) and found
that the ensemble forecasts often, but not always, perform better than individual member
forecasts and that weighting or bias correction approaches may improve performance. Mallet
(2010) coupled an ensemble forecasting of O3 with chemical data assimilation to overcome the
limitations of pure ensemble forecasting and showed a 28% reduction in the root mean square
error (RMSE). Hybrid approaches using both statistical and 3-D models have also been applied
to improve the accuracy of the CW-AQF (e.g., Eben et al., 2005; Guillas et al., 2008; Kang et
al., 2008; Rouil et al., 2009). There are increasing numbers of CW-AQF applications of CTMs
coupled with Computational Fluid Dynamical (CFD) models over industrial plants and urban
areas at horizontal grid resolutions of 1-10 m (e.g., San José et al., 2006, 2009). These
applications predict chemical concentrations in the urban canopy taking into account the
complex building structure.

The real-time CW-AQF efforts since the 1990s have focused primarily on O3 (e.g., Cope et al.,
2004; McHenry et al., 2004; McKeen et al., 2005) and have only recently been expanded to
include PM2.5 and PM10 (e.g., McKeen et al., 2007, 2009; Chuang et al., 2011; Zhang et al.,
2016). Some also forecast other pollutants such as SO2, NOx, CO, VOCs, air toxics, and dust
(e.g., Cope et al., 2004; Baklanov et al., 2007; Kaminski et al., 2008; Kallos et al., 2009;
Elbern et al., 2010). For example, in Europe, NO2 is included in forecasts because of common
exceedances of the air quality standard. Because there were no exceedances of the hourly and
annual NO2 standard, NO2 has typically not been included in the U.S., although the recent
promulgation of a 1-h average near-source NO2 standard may soon generate some interest for
NOZ2 forecasting in North America. The forecast products are issued in terms of spatial maps or
site-specific values of hourly concentrations and time-averaging concentrations (e.g.,
maximum 8-h average concentrations based on the U.S. National Ambient Air Quality Standard
(NAAQS)), as well as the Air Quality Index (AQI) or similar indices.

The U.S. EPA established the Pollutant Standard Index (PSI), also known as the Air Pollution
Index (API) in 1978, which was replaced by the Air Quality Index (AQI) to include a simple
color scheme in 1997 to link air quality concentrations and associated health effects to a
simple color-coded index that can be easily and consistently reported to the public (U.S. EPA,
2000, 2009). Canada established the Air Quality Health Index (AQHI), which uses a 6-

hr average of a weighted suite of pollutants (Taylor, 2014). Similar indices exist in more than
37 countries in the world (e.g., Australia, Brazil, Chile, China, Denmark, France, Germany,
India, Japan, Mexico, U.K.). Eder et al. (2010) described approaches to use national RT-AQF
guidance to develop local AQI forecasts. The AQI used in the U.S. is a dimensionless, six-color-
coded index for reporting daily air quality to the public in a manner as easily understood as
weather forecasts (U.S. EPA, 2009). It provides a simple, uniform system to relate daily
forecasted levels of criteria pollutants (e.g., O3, PM, NO2, CO, and SO2) to health advisories
and alerts for sensitive groups and the general public and suggests actions to reduce exposure.
The AQI converts a forecasted pollutant concentration to a number on a scale of O to 500. A
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value of 100 generally corresponds to the NAAQS established for each pollutant under the
Clean Air Act. Values below 100 are considered satisfactory. Values above 100 indicate that
the air is unhealthy and poses a health concern. For example, the 100-200 level may trigger
preventive actions such as limiting certain activities and enforcing potential restrictions on
industrial activities by state or local officials. A European AQI, the Common Air Quality Index
(CAQI) was developed to compare air quality in different European cities (Elshout and Léger,
2007). An important feature of CAQI is that it accounts for both urban background monitoring
conditions at city background sites and traffic (i.e., near-source) pollution at/near traffic
monitoring sites. The background index indicates the outdoor air quality in the city experienced
by the average citizen. The mandated background index comprises NO2, PM10, and O3, with
CO and SO2 as auxiliary components. The traffic index indicates air quality in busy streets,
which is generally the poorest air quality in the city. Citizens living in, working in, and visiting
these streets as well as those in vehicles are all affected. The mandated traffic index comprises
NO2 and PM10, with CO as an auxiliary component. The two indices provide an improved
assessment of current air quality over city averages, because some monitoring networks are
designed to monitor areas of poor air quality and others provide an average city picture. CAQI
has 5 levels of pollution, using a scale of 0-25 (very low), 25-50 (low), 50-75 (medium), 75-
100 (high), and =100 (very high) and the matching colors are green, light green, yellow, red,
and dark red, respectively.

Starting in the late 1990s, real-time measurement data became available for validating the
CW-AQF model in real-time or near real-time. Real-time data repositories were then developed
by environmental agencies to provide an effective platform for communicating RT air quality
conditions and forecasts to the public via the Internet and other media. For example, in 1997,
the U.S. EPA developed the Aerometric Information Retrieval Now (AIRNow) network
(www.airnow.gov) that receives real-time O3 and PM pollution data from more than 115 U.S.
and Canadian agencies as well as CW-AQFs from about 400 U.S. cities and represents a
centralized, nationwide, governmental repository for real-time data. Similar programs exist in
the EU within the Global Monitoring for Environment and Security (GMES) Programme, the
European Commission Seventh Framework Programme, several European COST Actions and
EU networks, and various air quality agencies in France, China, and other countries.

2.2.3 Similarities and Differences of NWP and AQF

NWP involves the predictions of short-term weather to make more informed daily decisions.
Likewise, CW-AQF involves predictions of poor air quality days for public health notification and
episodic control programs and for planning specialized air monitoring programs. NWP and AQF
are similar in several aspects. For example, they both have certain lead time requirement,
typically with 5-10 days in advance for NWP and 1-3 days in advance for CWF. The shorter
lead time for CWF is because of a much greater computational demand in terms of CPU time
and disk storage required. They both use simplified and optimized parameterizations or
mechanisms in numerical models to meet the time requirements, and do not involve any
tuning and adjusting of model options. They both use real-time (RT) or near-real time (NRT)
datasets for input, which are generated using automatic data downloading and pre-processing.
While AQF is built upon NWP and traditional air quality modeling, it differs from them in many
aspects including driving force, goals and societal/economic benefits, end users, model inputs
and formulation, products and evaluation of products, and special techniques for accuracy and
efficiency.

Table 2.2 summarizes these differences.

Weather impacts the lives of many people. NWP information can be used to plan for daily
activities such as appropriate dressing, travel, and outdoor activities, for industry and
agricultural activities such as power production from wind and solar energy as well as crop
planting and harvesting. It minimizes the adverse impact of weather-related hazards and
disasters such as lightning, hail, tornadoes, hurricanes, and ice storms. AQF is driven by
societal pressures to minimize the human, environmental and economic impacts of air
pollution. It provides warnings for sensitive groups and information for actions to reduce
exposure and emissions in a timely manner and for planners of large field campaigns to save
costs. NWP (0-10 days and beyond) has a much wider user base from many commercial and
public service sectors (e.g., industry, transportation, agriculture) and the general public than
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AQ forecasts. Compared to end users of the NWP information, AQF includes special end users
such as air quality regulators and polluters. NWP forecasts are always needed, for normal
conditions as well as for extreme events and hazardous conditions. AQ mainly needs to
forecast start, duration and end of extreme pollution events. Correct AQ forecasting of these
AQ episodes is mainly controlled by the underlying NWP forecast because the emissions data
tends to be mainly climatological, namely, the ‘real’ emissions tend to be relatively constant
over longer timescales (e.g., emissions from power generation. While time-varying emissions
are desirable to reflect the variability of real-world emissions, in reality, time-resolved emission
information is not always available. Exceptions are wildfire and dust emissions, which can be
observed in real time, or modeled dynamically based on the NWP fields.

The model inputs for NWP include the initial and boundary conditions (ICONs and BCONSs) for
meteorological variables and topographical data. Additional inputs are needed for AQF such as
chemical ICONs and BCONSs as well as emissions of primary species. NWP simulates all major
meteorological processes such as dispersion, transport, turbulence, mixing, radiation, and
cloud microphysics, whereas AQF simulates additional physico-chemical processes affecting the
fates of air pollutants such as chemistry, aerosol microphysics, and dry and wet deposition.
This makes the computational demand for AQ forecasts greater in terms of CPU time and disk
storage than NWP at the same resolution. This is particularly true if the CW-AQF is carried out
with online-coupled models. AQF is thus more technically and computationally difficult than
NWP (Stockwell et al., 2002). The NWP and CW-AQF modeling communities have different
targets with respect to temporal and spatial scales, as well as different requirements for the
accuracy of the description of the meteorological processes involved in such modeling. For AQ
forecasting, the key issue is usually the ground-level concentrations of pollutants, whereas for
NWP models, skill is typically based on screen-level temperature, precipitation and wind. Most
current NWP models do not incorporate detailed chemical processes, even though aerosols can
affect fog formation, visibility and precipitation via radiative and microphysical processes,
which in turn can influence forecasting skill.

The products of NWP are weather-related variables including temperature, precipitation, wind
speed and direction, fog and visibility, and cloud coverage. Compared to NWP that only
forecasts tracer vapor water and its condensates, CW-AQF forecasts much more trace gases
and aerosols. The products of CWP include forecasted O3, NO2, PM2.5, and PM10
concentrations, additional customized products, and post-calculated AQI and color codes based
on forecasted products. NWP products are evaluated using temporal variation and spatial
distribution overlaid with observations and discrete statistics. Additional methods such as
categorical evaluation have been used to evaluate AQF products. Bias correction, ensemble
forecasting, and data assimilation have been used to improve the accuracy and efficiency of
NWP. While data assimilation techniques are being extended to AQF (so-called chemical data
assimilation), additional techniques such as data fusion using multiple data sources including
data from AQF models, surface networks, and satellite retrievals have been used for AQF. In
some cases, actual operational NWP forecasting is far more costly than CW-AQF because it is
performed at the highest possible resolution and because of the high cost of data
assimilation. NWP data assimilation to initialize NWP forecasting with observations is
compulsory whereas CW-AQF can also be carried out with initializing the tracer fields with
observations. Chemical data assimilation can of course improve AQ forecasts. Because of the
need to do NWP data assimilation, networks to exchange weather observations are far more
advanced (e.g., synoptic observation, sondes, and satellites) than the AQ observations
networks.

2.2.4 Development of an AQF System Based on Existing Practice in NMHSs

Operational commitment, ownership of well-tested meteorological model and data assimilation
systems and access to powerful high-performance facilities make the National Weather and
Hydrological Services (NWHS) well suited to carry out operational CW-AQ forecasting.
However, in many countries CW-AQ forecast systems have been developed and run by
environmental institutions and not by the NWHS. AQF is often not part of the mandate of the
NMWS but falls under the responsibility of national or regional environmental protection
agencies (EPAs). A further reason why NWHS sometimes do not engage in CW-AQ forecasting
might be the larger uncertainty of the current AQ forecasts compared to NWP forecasts as well
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as the lack of operational near real-time access to AQ observations. The mandate of national
or regional EPAs is to monitor air quality and to ensure compliance with air quality legislation.
This often also motivates the need for AQ forecasts, which can be run in cooperation with other
institutions such as NWHS. An example of this joint effort is the National Air Quality
Forecasting Capability (NAQFC), which runs an AQ forecast system in cooperation between
NOAA and the US EPA (Staijner et al., 2012).

Table 2.2 Major differences between weather forecasting and air quality forecasting

(Zhang, 2020)

Attribute

Weather forecasting

Air Quality Forecasting

Driving force, goals, and
societal/economic benefits

Plan for daily economic and
leisure activities such as
agriculture, renewable
energy, transport, and
minimize adverse impact of
weather-related disasters

Societal pressures to minimize
the human, environmental and
economic impacts; Warnings
for sensitive groups; actions to
reduce exposure and
emissions in timely way; cost-
saving for large field
campaigns for AQ observations

End users Researchers, forecasters, Researchers, forecasters, air
decision-makers, farmers, quality regulators, decision-
the public, the media, many | makers, polluters, the pubilic,
commercial and public the media, some commercial
service sectors sectors

Model inputs ICONs and BCONSs for Additional ICONs and BCONs

meteorological variables,
topographical data

for chemical species;
emissions of primary species

Model formulations

Meteorological processes
such as dispersion,
transport, turbulence,
mixing, radiation, cloud
microphysics

Additional physico-chemical
processes for chemical species
such as chemistry, aerosol
microphysics, dry and wet
deposition

Products

Temperature, precipitation,
wind speed and direction,
cloud coverage

Forecasted Oz, NO2, PM. 5, and
PMo concentrations,
customized products, and
post-calculated AQI and color
codes

Evaluation of products

Temporal variation and
spatial distribution overlaid
with observations; discrete
statistical evaluation

Temporal variation and spatial
distribution overlaid with
observations; discrete
statistical evaluation;
categorical evaluation

Special techniques for
accuracy and efficiency

Bias correction, ensemble
forecasting, data assimilation

Bias correction, ensemble
forecasting, chemical data
assimilation, and post-
simulation data fusion
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A CW-AQ related area in which NMHSs have been contributing since the 1980s is the modeling
of accidental release from nuclear emergencies and the forecast of plume from volcanic
eruptions. This activity requires fast response times and high-quality forecasting of the wind
fields, which can best be achieved by operational NWHSs. Several NMHSs have included
stratospheric O3 in their global NWP models as a prognostic variable since the mid-1990s
(Derber and Wu, 1998) in order to assimilate satellite observations of O3 within the NWP data
assimilation framework. Besides the monitoring of the man-made O3 depletion, the crucial role
of O3 in the atmospheric radiation budget and its link to wind fields (Allaart et al., 1993)
through its tracer characteristics motivated the introduction of O3 in these NWP models.

Many CW-AQ forecast systems consist of CTMs driven by external meteorological fields, the so-
called offline-coupled model system (Kukkonen et al., 2012). In contrast, online-coupled CW-
AQ models simulate the tracer transport and the sink and source processes integrated in a
meteorological model (Zhang, 2008; Baklanov et al., 2017). This approach has the clear
advantage that the meteorological fields are available at much higher temporal resolution, i.e.,
at every time step, compared to the offline CTMs that use meteorological predictions on an
hourly or a longer time scale. A further potential benefit of the online-coupled approach is the
possibility to use the chemistry and aerosol fields to simulate the impact of atmospheric
composition on the radiative transfer or the cloud micro-physics. For this reason, NMHSs will
play a vital role in pursuing CW-AQ activities with online-coupled models. A complication of the
online-coupled approach is that NWP models have been optimized to achieve good NWP scores
while CW-AQ specific requirements such as mass conservation during the advection, boundary
layer diffusion or the interaction with the land surface have often not been given a high
priority.

An important but also expensive component of global and regional NWP forecasting systems
run by NMHSs is data assimilation. Data assimilation is used to enhance the accuracy of the
ICONSs, which is vital for the quality of the NWP forecast. Data assimilation of atmospheric
composition observations is comparatively less well developed than data assimilation for NWP
(Bocquet et al., 2015). On the other hand, reasonable AQ forecasts can be made even without
assimilation of composition in-situ and satellite observations to improve CW ICONs or to infer
emissions. Still, the expertise in data assimilation methods and the capabilities for observation
processing at NMHS centers can be utilized for atmospheric composition assimilation. For
example, the Integrated Forecasting System (IFS) of the European Centre for Medium-Range
Weather Forecasts has been extended to enable the simulation of atmospheric composition
over the last 15 years (Morcrette et al., 2009; Flemming et al., 2015). Hence, the IFS can also
be used for the assimilation of atmospheric composition retrievals (Inness at al., 2015). The
IFS is the global model of the European Copernicus Atmosphere Monitoring Service, which
provides global five-day forecasts of aerosol, reactive and greenhouse gases at a resolution of
40 km as well as reanalysis of atmospheric composition. While the priority of the global CAMS
system at ECMWF is the assimilation of satellite retrievals, pioneering developments on the
assimilation of in-situ AQ observations to improve AQ forecasting were carried out at
Environment Canada, which uses the Global Environmental Multiscale model - Modeling Air
quality and CHemistry (GEMS-MACH) model to provide CW-AQ forecasts at different
resolutions (Ménard and Robichaud, 2005).

Simulating atmospheric chemistry and aerosol dynamics required by the CW-AQ forecast has a
substantial computational cost, which can more than double the run time of the NWP model it
is embedded in. This often prohibits online-coupled CW-AQ NWP systems from being run at the
same resolution as the operational NWP forecast. To reduce the cost of CW-AQ systems
integrated in NWP models, the CW-AQ systems are often run at a lower resolution than the
operational NWP forecast. An alternative way to reduce the cost without compromising on the
resolution is the application of simplified approaches to simulate atmospheric composition.
Using simplified tracers, e.g., wildfire CO or aerosol emissions, is a common approach to make
AQ forecasting feasible as an integrated part of the high-resolution NWP model system. An
important class of simplified CW-AQ systems is dedicated sand and dust storm forecasting
systems, which only include emissions, removal and transport of desert dust without the need
for complex chemistry or aerosol physics. Dust is a major natural hazard and its forecasting is
of huge societal benefit. That is why WMO has established the Sand and Dust Storm Warning
Advisory and Assessment System (SDS-WAS) to improve capabilities for more reliable sand
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and dust storm forecasts (https://public.wmo.int/en/our-mandate/focus-areas/environment/SDS).
Strong dust events are also known to impact the weather, which is further strong motivation to
simulate them in coupled CW-AQ-NWP systems.

Table 2.3 provides a few examples of CW-AQ models currently being used by NMHSs. More

details of these models such as meteorology and chemistry coupling, grid resolution, physics
and chemistry options, and references along with non-NMHS models are provided in Chapter 3.

Table 2.3 Examples of CW-AQ Forecast Models used by NMHSs

NMHS

CW-AQ Forecast Model

DWD, German

EURAD model coupled to EM

UK Met offices, U.K. UKCA, UKAQ

Met.no, Norway EMEP

FMI, Finland SILAM

DMI, Denmark EnviroHirlam, DERMA
Météo France, France MOCAGE

SMHI, Sweden MATCH

KNMI/TNO, Netherlands

LOTOS-EUROS

FMI, SMHI, Météo-France, Met.no, KNMI

CAMS regional AQ ensemble

ECMWF, U.K.

CAMS global model

Many NMHSs Dust forecast system?
Environment Canada, Canada GEM-MATCH
NOAA/EPA, U.S.A. NAQFC

CMA, China GRAPES - CUACE
MSS, Singapore ASEAN-NAME

SAWS, EMA, Africa RegCM-CHEM4.5
Maroc Météo, Morocco ADMS-Urban

https://public.wmo.int/en/our-mandate/focus-areas/environment/SDS
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2.3 Similarities and Differences between CW-AQF and Backcasting Applications
2.3.1 History of Chemical Transport Models or Air Quality Models

3-D CTMs or AQMs have evolved over five generations since the 1970s, with roughly one
generation per decade reflecting the advancements in scientific understanding and numerical
and computational technologies. Each generation includes significant upgrades in model
formulation and representations of major atmospheric processes. Reviews of some AQMs can
be found in the literature (e.g., Seigneur, 1994, 2001; Peters et al., 1995; Russell and Dennis,
2000; Zhang, 2008, 2015; Baklanov et al., 2014).

The first generation AQMs were developed in the early 1970s. Those models treated transport,
emissions, and very simple chemistry with a few to —~30 reactions among only a few
transported species. The second generation AQMs expanded the chemistry to simulate 50-100
gas-phase reactions and 10-40 aqueous-phase reactions among 30-60 transported species.
They treated bulk or internally mixed aerosols, and parameterized dry deposition. Some
treated resolved and convective cloud, cloud scavenging, and wet deposition processes. Unlike
the 1st and 2nd generation AQMs that focused on a single pollutant/pollution problem, the 3rd
generation AQMs were designed to address multi-pollutants and/or pollution problems by
including more comprehensive chemistry (typically 100-300 gas-phase reactions and 20-100
aqueous-phase reactions) and aerosol and cloud microphysics. While the 1st generation
models used analysed meteorological fields, the 2nd and most of the 3rd generation models
used offline calculated meteorological fields that cannot simulate the feedback of chemistry to
meteorology. A few 3rd generation models such as GATOR-MMTD (Jacobson et al., 1996;
Jacobson, 1997(a), (b) and MCCM (Grell et al., 2000) included coupled meteorology and
chemistry. In addition to much more comprehensive chemistry, aerosol, and cloud treatments,
the 4th generation AQMs have two distinct features. First, they use online-calculated
meteorological fields from an advanced meteorological model (e.g., the WRF model) that
allows the simulation of all-important feedback between chemistry and meteorology/climate
(Grell et al., 2005; Fast et al., 2006; Zhang et al., 2010, 2012 ; Wong et al., 2012). Secondly,
some of them are downscaled by an urban/local scale model such as a human exposure model
to simulate the health effect of pollutants (Jacobson, 2007; Baklanov et al., 2007) or an urban
traffic model to simulate air pollution on a freeway or neighborhood scale (San José et al.,
2009). Examples of the 1st, 2nd, and 3rd generation AQMs include the Sulfur Transport
Eulerian Model, version 1 (STEM I) (Carmichael et al., 1986), the Regional Acid Deposition
Model (RADM) (Chang et al., 1987; Stockwell et al., 1990), and the CMAQ modeling system
(Binkowski and Roselle, 2003; Byun and Schere, 2006), respectively. Examples of 4th
generation models include the GATOR-GCMOM (Jacobson, 2001, 2002) and the WRF with
Chemistry (WRF/Chem) (Grell et al., 2005).

Since the early 2010s, the 5th generation AQMs have emerged. Their major feature is the use
of one model framework across scales with unstructured variable resolution mesh (defined as a
network that is formed of cells and points), which allows smoothly-varying mesh transitions
and thus overcomes possible abrupt transitions that may be encountered using the traditional
one-way and two-way grid nesting techniques. Scale-aware physical parameterizations are
being developed to provide seamless simulations from global to local scales. This generation
models are designed to simulate the interactions of small-scale phenomena (e.g., clouds, small
hydrologic basins, and small estuaries) with large-scale phenomena (e.g., planetary
atmospheric waves and Earth-ocean circulations). The Model for Prediction Across Scales for
Atmosphere (MPAS-atmosphere) (MPAS-A) released by the U.S. NCAR in 2013 is an example
(Duda et al., 2014).

CTMs or AQMs have traditionally been used to retrospectively simulate historical poor air
quality scenarios in support of regulation and planning, due primarily to computational
constraints and a lack of real-time chemical measurements. Given their relative maturity in
sciences and the advancement in computational technology, some of the 2nd, 3rd, and 4th
generations AQMs have been deployed for CW-AQF since the mid to late 1990s.
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2.3.2 Similarities and Differences of Air Quality Backcasting and Forecasting

Compared with traditional air quality modeling for research-grade and regulatory applications
aiming at simulations of past high pollution events, AQF has its unique technical challenges
and lead time requirements, and involves a number of real-time operational issues that did not
exist previously for backcasting. Table 2.4 summarizes major differences between air quality
backcasting and forecasting. Different from AQF which is aimed at producing warnings of high
pollutant concentrations that will likely pose immediate health threats to the population, air
quality backcasting (AQB) is driven by regulatory guidance and compliance aimed at
reproducing historic pollution episodes with a high accuracy. The end users for AQF products
involve much larger communities than those of AQB. Those differences lead to differences in
many aspects of backcasting and AQF. For example, while AQB generally has no specific time
window requirements for deliverables, AQF requires a fast-short-term prediction on a day-by-
day basis. This delivery-time pressure dictates the implementation of a fully automated system
to download and preprocess RT or NRT datasets for AQF model set up and simulations and the
use of a fast set of model options or optimized model codes for an efficient deployment of AQF.
In contrast, AQB uses the best available historical observational dataset based on pre-
processed archived files. AQB often uses the best available model treatments to reproduce the
species concentrations observed during a historic pollution episode; AQF typically uses
simplified, optimized options for dynamics, chemistry, and physics treatments that are fast
enough yet reasonably accurate to meet time requirements for operational forecasting. It
involves no mechanisms/options tuning and adjusting. AQF often applies special techniques to
achieve accuracy and computational efficiency in a very short turnaround time, which are often
not needed for AQB. For product evaluation, while AQF products can be evaluated using
evaluation protocols for traditional AQMs, it is more meaningful to use categorical evaluation
with threshold statistics (e.g., probability of detection, false alarm ratio) (e.g., McHenry et al.,
2004 ; McKeen et al., 2005, 2007, 2009; Kang et al., 2008), because the primary value of CW-
AQFs is their guidance for issuing health advisories and alerts of an air pollution episode and
the categorical indices determine the likelihood of such an episode. AQF requires a specific
information technology infrastructure that is not always needed for AQB (e.g., web-based
interfaces, the construction of application-specific and/or client-oriented datasets, and a timely
access to forecast products).

2.4 Major Characteristics of CW-AQF
2.4.1 Expected Characteristics of CW-AQF

Figure 2.1 shows a diagram of an RT CW-AQF model system from global to urban scales based
on typical configurations available from current CW-AQF models (Zhang et al., 2012a). At each
scale, a meteorological model and an air quality model are needed; they may be coupled
online or offline. At a global scale, the GCM and the global CTM (GCTM) (e.g., ECHAMS5,
Roeckner et al., 2006; MOCAGE, Rouil et al., 2009), are initiated with climatological or
reanalysis or observational data. The GCM produces the meteorological fields needed by the
GCTM. An emission model is required to project real-time emissions based on energy/fuel
consumption data, vehicle fleets, and other activities at all scales. An emission processor
converts projected emissions into model-ready gridded emission files. Forecasted
meteorological information is needed for meteorology-dependent emissions (e.g., biogenic
emissions, sea-salt and erodible dust emissions, VOC evaporation).
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Table 2.4. Major differences between air quality backcasting and forecasting

(Zhang, 2020).

Attribute Air Quality Backcasting Air Quality Forecasting
Driving force, Goals and Regulatory guidance and See Table 2.2
societal/economic benefits compliance; advancement in
sciences, regulatory analyses
and policymaking
End users Researchers, regulators, See Table 2.2

decision-makers,

Time requirement for
products

No time window
requirements

1-3 days in advance Next-day’s
forecasted products must be
available before a specific time
(e.g., 2 pm) today

Input datasets and format

Best available historical
dataset based on pre-
processed archived files

Real-time or near real-time
dataset through automatic
downloading, quality-assured
and quality-controlled, and pre-
processing

Model mechanisms and
treatments

Best available options

Simplified, optimized options to
meet time requirements

Model option tuning and
adjusting

Yes, model options or
processes are often tuned
and improved

No, no tuning and adjusting
made to the selected set of
model options

Products

Concentrations and
deposition fluxes of chemical
species

See Table 2.2

Evaluation of products

Temporal variation and
spatial distribution overlaid
with observations; discrete
statistical evaluation

See Table 2.2

Special techniques for
accuracy and efficiency

None or rarely use

See Table 2.2

IT infrastructure

No special requirements

Web-based interfaces;
interactive, user-friendly virtual
environments
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Figure 2.1. An automated RT-AQF system from global to urban scales.

The three model systems at global, regional, and urban scales are shown as offline-coupled
meteorology-chemistry models. They can be online-coupled meteorology (climate) air quality
systems (taken from Zhang et al., 2012a).
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The regional scale CW-AQF systems (e.g., CHIMERE, Rouil et al., 2009; EURAD, Elbern et al.,
2010) use meteorological ICONs and BCONs from a GCM and chemical BCONs from a GCTM.
Chemical ICONs from either a GCTM or observations are needed to initiate the first day’s
forecasting, those for subsequent days will then use previous day’s forecast. The forecasting
product will be post-processed and evaluated using real-time (or near real-time) observations.
Products such as species concentrations and AQIls will be submitted to the media, websites,
and subscribers. Some CW-AQF systems employ bias correction techniques to correct large,
systematic biases for next day forecasts based on the previous day’s forecast and observations
(e.g., McKeen et al., 2005, 2007; Kang et al., 2008). The initial CW-AQFs for the current day
issued on a previous day may be updated in the morning based on updated meteorological
forecasting to improve the accuracy of the forecasting products. Some CW-AQF systems
include an extended subsystem for urban scale air quality and/or human exposure and
environmental health forecasting (e.g., Tilmes et al., 2002; Baklanov et al., 2007; San José, et
al., 2009). The urban CW-AQF requires urban meteorological forecasts, background
concentrations forecasted from the regional CW-AQF model, and traffic emissions that are
calculated using detailed traffic information. The output includes the spatial and temporal
distributions of forecasted concentrations. The neighborhood scale human exposure or
environmental health forecasting requires urban meteorological forecasts, forecasted
concentrations and deposition from a regional CW-AQF model, demographic and geographic
data (e.g., total number of population and age distribution, location and time-activity of
people), and health data (e.g., mortality, morbidity, hospital admissions) (Baklanov et al.,
2007 and references therein). The output includes the spatial and temporal distributions of the
forecasted total dose and relative risks of adverse health outcomes. The entire data retrieval,
model simulation, and product processing is automated on a day-to-day basis to ensure
completion of forecasts in time.

2.4.2 Coupling of Meteorology and Chemistry

Among current AQF models, a meteorological model and an AQM may be coupled online or
offline. While an offline meteorological model (e.g., MM5, Grell et al., 1995 or WRF, Michalakes
et al., 2001) provides meteorological forecasts separately from a regional AQF model (e.g.,
CMAQ, Byun and Schere (2006)), an online-coupled meteorology and chemistry model (e.g.,
WRF/Chem, Grell et al., 2005) generates both meteorological and chemical forecasts within the
same time step. The use of offline-coupled meteorology and AQMs does not permit the
simulation of meteorology-chemistry feedback such as aerosol feedback to radiation and
photolysis, which are important and may affect the next hour’s air quality and meteorological
predictions (Grell et al., 2004, 2005; Zhang, 2008; Zhang et al., 2010; Baklanov, 2010). Such
systems may introduce biases in CW-AQF. For example, Otte et al. (2005) and Eder et al.
(2006) reported a poor performance of their offline-coupled Eta/CMAQ modeling system during
cloudy periods due to neglecting aerosol feedback to radiation and cloud formation processes.
Furthermore, atmospheric information at a time scale smaller than the output time interval of
the meteorological model (e.g., 1-h) is lost in the offline-coupled model systems (Grell et al.,
2004; Zhang, 2008; Korsholm et al., 2009). Online-coupled models are increasingly used for
applications in which the feedback may be important (e.g., locations with high frequencies of
clouds and large aerosol loadings), the local scale wind and circulation systems change quickly,
and the coupled meteorology-air quality modeling is essential for accurate model simulations
(e.g., CW-AQF or simulating the impact of future climate change on air quality). Compared
with offline AQMs, online models can provide more realistic treatments of the atmosphere,
particularly in regions with a fast local circulation or a high aerosol loading and cloud coverage,
where meteorology and radiation may be modified by the presence of chemical species
through various feedback mechanisms) (Zhang, 2008; Grell and Baklanov, 2011). Therefore,
an AQF system that is based on an online-coupled meteorology-chemistry model can better
represent the real atmosphere and thus provide more accurate AQFs.

Two coupling frameworks are conventionally used in all mesoscale and global online-coupled
models: online access model (also referred to as separate online model) and online integrated
model (also referred to as a unified online model). Online access model couples a meteorology
model with an air quality model in which the two systems operate separately but exchange
information every time step through an interface (or coupler). Online integrated models
integrate an air quality model into a meteorology model as a unified model system in which
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meteorology and air quality variables are simulated together in one-time step without an
interface between the two models. In models with a unified online coupling, the equations can
be solved simultaneously with a nonlinear equation solver or the meteorological and air quality
processes can be solved using operator splitting; the latter is more often used at present. The
main difference between the two types of coupling is that the transport of meteorological and
chemical variables is typically simulated with separate schemes in separate online models but
the same scheme in unified online models. In contrast to the online access models, offline
CTMs or AQMs do not exchange data between meteorological and chemical calculations, the
data flows one way, i.e., meteorology information generated from the meteorological models
to the CTM or AQM that uses such information.

2.5 Summary

o Initiated in the 1920s, operational NWP models have evolved from simple
formulations to more complicated atmospheric models with ensemble forecasting or
coupled atmosphere and ocean models, from regional to global, and from minutes
(for nowcasting) to seasons.

) 3-D chemical transport models have been deployed for operational CW-AQF in
many countries since the mid-1990s, and online-coupled meteorology and
chemistry models as well as advance techniques such as ensemble forecasting and
chemical data assimilation have been increasingly used for CW-AQF since the
2000s.

. NWP and CW-AQF are similar in several aspects such as lead time requirement, and
the use of simplified and optimized parameterizations or mechanisms. They differ in
many aspects including driving force, goals and societal/economic benefits, end
users, model inputs and formulation, products and evaluation of products, and
special techniques for accuracy and efficiency.

. Since the 1980s, NWHSs have engaged in CW-AQ modeling ranging from the
modeling of accidental release to data assimilation as well as sand and dust storm
forecasting systems, and they are playing a vital role in pursuing operational CW-
AQF with online-coupled models.

o Compared with air quality backcasting for research-grade and regulatory
applications, operational CW-AQF has its unique technical challenges, lead time
requirements, and evaluation protocols, and it involves a number of real-time
operational issues such as the requirement of automatic operations, bias correction,
and interactive web-based interfaces;

) An ideal RT-AQF system is an automated model system consisting of a hierarchy of
models including both offline- and online-coupled meteorology-chemistry models
from global to urban scales. Compared with offline AQMs, an online-coupled
meteorology-chemistry model generates both meteorological and chemical
forecasts within the same time step and can thus better represent the real
atmosphere and thus provide more accurate AQFs.
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Chapter 3. Fundamentals of 3-D CW-AQF Models
3.1 Introduction

Deterministic, 3-D chemical weather and air quality forecasting (CW-AQF) models explicitly
solve the mathematical equations that describe physical and/or chemical relations among the
chemical species concentrations and the governing atmospheric processes, based on the mass
conservation principle. Along with information about the meteorological state, which may be
specified or computed, CW-AQF systems require initial and boundary conditions (ICONs and
BCONSs, respectively) for atmospheric constituents. In this chapter, fundamentals of CW-AQF
models are described. Section 3.2 introduces the major types of CW-AQF models. Current 3-D
CW-AQF models on global, regional, and urban/local scales are reviewed in terms of
component models, spatial scale, and coupling between meteorology and chemistry. Section
3.3 introduces major meteorological and NWP models. These models were developed for their
applications on various spatial and temporal scales. Major characteristics of representative
models are reviewed. Section 3.4 describes atmospheric planetary boundary layer and
parameterizations of key boundary-layer processes. Section 3.5 describes atmospheric gas-
phase, aqgueous-phase, and heterogeneous reactions, as well as major chemical mechanisms
that are most commonly used in CW-AQF models. Section 3.6 describes chemical composition,
size distribution, mixing state, and major thermodynamic and dynamic processes of
atmospheric aerosol as well as common modeling approaches for aerosol properties and
processes used in CW-AQF models. Section 3.7 describes atmospheric removal processes of
gases and aerosols including dry deposition, wet deposition, and gravitational settling and
major formulations used in CW-AQF models. Sections 3.8 and 3.9 describe the interactions of
chemical species with radiation through direct effects and with cloud through indirect effects,
respectively. The representations of aerosol direct and indirect effects as well as feedback in
representative CW-AQF models are reviewed.

3.2 Model Types and Existing Models
3.2.1 Model Types

CW-AQF models can be grouped, in several different ways, into different categories (Zhang,
2020).

. Based on the underlying model framework, CW-AQF models can be grouped into
three categories: Eulerian, Lagrangian, and hybrid models. Eulerian models use
fixed grids (both vertically and horizontally) and solve the appropriate
mathematical equations simultaneously in all grid cells. While most CW-AQF models
are Eulerian, some are Lagrangian (e.g., NAME, DERMA) and a few have a hybrid
structure (e.g., SILAM). Lagrangian models use moving grids and follow individual
air parcels over time using the meteorological field to advect and disperse the
pollutants. Lagrangian models are typically computationally more efficient than
Eulerian models, but less suitable for data assimilation. Because of limitations in
their formulations, they struggle to properly characterize the interaction of a large
number of individual sources when nonlinear chemistry is involved.

. Based on spatial scale, CW-AQF models can be grouped into four types in terms of
horizontal grid resolution: local (< 1 km), urban (1 km — 12 km), mesoscale (12 -1
000 km), and global (1 000-20 000 km). A CW-AQF model can be coupled with a
street-network model to forecast air pollutant concentrations at street level. An
example is the Street-in-Grid (SinG) model that is composed of the CTM Polair3D of
the Polyphemus air quality modeling platform (Mallet et al., 2007) and of the
street-network model, MUNICH (Model of Urban Network of Intersecting Canyons
and Highways) (Kim et al., 2018). Some (Eulerian) models adopt a hybrid approach
to scale, using nested or adaptive grids. In the nested grid models, a fine-resolution
grid is nested over a region of interest (e.g., an urban center) inside a mode using
a coarse grid over a larger domain. In the adaptive grid models, the grids are
periodically refined or coarsened, with a finer mesh retained in regions with sharp
concentration gradients. This method effectively reduces the number of grid points
without losing overall accuracy.
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. Based on temporal scale, CW-AQF models can be grouped into two types: episodic
(or short-term) and long-term models. They are designed for simulations of hours
to days, or weeks to months, respectively. Most CW-AQF models are episodic
models, aimed at forecasting atmospheric composition or extreme air-quality
events up to a few days or one week ahead of time. Longer-term models can be
used for forecasting air quality in the context of weeks or seasons, or can be used
for retrospective studies (reanalyses) of air quality. Here we are not considering AQ
assessment models based on diagnostic equations or semi-empirical methods.

o Based on the chemistry coupling with the meteorology, there are two main types:
online-coupled models and offline models. The main characteristics of these models
are described in detail in Kukkonen et al, (2012) and Baklanov et al. (2014). In
online-coupled models, the meteorological fields are generated internally in the
CW-AQF model itself (also called online integrated models, e.g., WRF/Chem) or
externally by a coupled meteorological model (also called online-access models,
e.g., two-way coupled WRF/CMAQ), or offline-coupled models in which
meteorological fields are generated externally by a meteorological model that is not
coupled with AQM (e.g., SILAM or CAMx coupled offline with NWP models). As
defined in Chapter 2, online-coupled models can be grouped into online-access and
online-integrated models. WRF/Chem, Meso-NH-C, COSMO-Art, Enviro-HIRLAM,
and GEM-MACH15 are examples of online-integrated models. The two-way coupled
WRF-CMAQ, COSMO-MUSCAT, and RAMS/ICLAMS are examples of online-access
models.

. Based on community involvement, CW-AQF models may be a community-based
model or a non-community based model. They differ in their development, support,
and availability to the users. A community-based model is a model that is first
developed by one or more institutions to address the community’s needs and then
released to the research community free of charge. Researchers in the community
may further develop or improve modules in the released model, which may be
included in the next version of the model for public release. Examples of community
models include CMAQ, WRF/Chem, and Polyphemus. This type of model is also
referred to as an open-source model. A non-community based model is developed
and used by one or more institutions only. An agreement or a contract is usually
required to use a non-community model. Payment is often required. It may be
provided to a small number of collaborators free of charge but it is not intended for
public release. In some cases, those models are closed sources or proprietary.
Examples of non-community models include GRAPES—CUACE.

3.2.2 Existing 3-D CW-AQF Models

A number of 3-D global and regional models have been deployed for RT CW-AQF. Tables 3.1
and 3.2 summarize 17 global and 56 regional/urban RT CW-AQF models that are currently
used in Australia, North America, South America, Europe, Asia, and Africa in terms of
component models (i.e., meteorological models, air quality models, microscale models), spatial
scale, and coupling between meteorology and chemistry. Case studies using some of these
CW-AQFs along with detailed model descriptions over all six continents are given in Chapter 9.
The full names of models and associated organizations are provided in a list of acronyms and
symbols in an appendix in the supplementary material. Among these models, nine global
models and twenty-three regional models are multiscale models. Eleven global models (i.e.,
GEM-AQ, GEM-MACH, GRAPES—CUACE, LMDzt-INCA, ECHAM5, MASINGAR, NMMB/BSC-CTM,
ECMWF/CAMs, MetUM, NCEP-NGAC, and GEOS-5 ESM) and twenty-one regional models (e.g.,
WRF/Chem, WRF/Chem-MADRID, GEM-MACH15, COSMO-Art, Enviro-HIRLAM, and CFORS) are
online-coupled models. Most online coupled models are online-integrated models, which
represent the direction of current CW-AQF model development. Three global models (LMDzt —
INCA, NMMB/BSC-CTM, ECMWF/CAMS) and eight regional models (i.e., two-way coupled
WRF-CMAQ, DACFOS, COSMO-MUSCAT, MEMO/MARS, BOLCHEM, ADMS URBAN, LOTOS-
EUROS, and RAMS/ICLAMS) are online-access models.


http://www.bsc.es/earth-sciences/mineral-dust-forecast-system
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For global models, meteorological fields are produced by reanalysis data such as National
Centers for Environmental Prediction (NCEP) or general circulation models such as GEM,
ECMWF/IFS, LMDzt, ECHAM5, and GEOS-5. In online-integrated models such as GEM-AQ,
ECHAMS5, and GEOS-5 ESM, a chemistry module is incorporated into a GCM. In offline or
online-access models, an AQM is driven by data from meteorological reanalysis (e.g., BSC-
CTM) or used in conjunction with a GCM (e.g., MOCAGE, MOZART-3, TM5), respectively.
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Table 3.1 Component Models, Spatial Scale, and Coupling of Meteorology and Chemistry in Global CW-AQF Model Systems
(modified from Zhang et al., 2012).

Country/ Model Meteorological AT QeI Microscale MetM -AQM
. . Model Scale . References
Organization System Model (MetM) (AQM) Models coupling
Canada/Environ | GEM-MACH GEM GEM-MACH15 None Global/ Online- Talbot et al., 2008; Moran et al.,
Canada Regional Integrated 2010; Anselmo et al., 2010
Canada/ GEM-AQ GEM AQ None Global/ Online- Neary et al., 2007; Kaminski et al.,
York Univ. Regional Integrated 2008;
http://ecoforecast.eu/index.php?id=2
China/CMA and GRAPES- GRAPES CUACE None Global/ Online- Wang et al., 2010, 2018
CAMS CUACE Regional Integrated https://www.sciencedirect.com/scienc
e/article/pii/S1352231017308026;
Zhou et al., 2016, 2018
Finland/FMI SILAM ECMWF/IFS; SILAM None Global/ Offline Sofiev et al., 2006, 2015; Sofiev and
WRF; HIRLAM; Regional Vira, 2010; Kukkonen et al., 2011;
AROME; COSMO Kouznetsov and Sofiev (2012);
HARMONIE Marecal et al., 2015;
http://silam.fmi.fi/
France/LMD LMDzt -INCA ECMWF/IFS; INCA v3 None Global Online-Access Hauglustaine et al., 2004; Folberth et
LMDzt v4.0 with al., 2006;
nudged with NCEP
France/Météo- MOCAGE ARPEGE (global) MOCAGE None Global/ Offline Dufour et al., 2004 ; Rouil et al.,
France-CNRM ALADIN (regional) Regional 2009; http://www?2.prevair.org/
ECMWF
Germany/MPIM ECHAMS ECHAM5 ECHAM5 None Global Online- Roeckner et al., 2006; K. Zhang et
Integrated al., 2010;
http://www.mpimet.mpg.de/en/scien
ce/models/echam.html
Norway NIAR/ FLEXPART ECMWEF FLEXPART None Global Offline Forster et al., 2004 ; Stohl et al.,
FLEXPART NCEP 2005; https://www.nilu.no/flexpart
Japan-FRCGC GR-RT CW- CCSR/NIES/FRCG | CHASER None Global/ Offline for Takigawa et al., 2007
AQF C atmospheric (global) Regional | global/regional
GCM (global) WRF/Chem | Onlmeo-l .
WRF (regional) (regional) ntegrated for

regional



http://ecoforecast.eu/index.php?id=2
https://www.sciencedirect.com/science/article/pii/S1352231017308026
https://www.sciencedirect.com/science/article/pii/S1352231017308026
http://silam.fmi.fi/
http://www2.prevair.org/
http://www.mpimet.mpg.de/en/science/models/echam.html
http://www.mpimet.mpg.de/en/science/models/echam.html
https://www.nilu.no/flexpart
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Country/ Model Meteorological Al QUELTR7 Microscale MetM -AQM
. . Model Scale . References
Organization System Model (MetM) (AQM) Models coupling
Japan/JMA MASINGAR AGCM MASINGAR None Global Online Tanaka et al., 2003;
http://www.jma.go.jp/en/kosa/
Spain, BSC-CNS | NMMB/BSC- NMMB BSC-CTM None Global/ Online-Access Pérez et al. (2011); Jorba et al.,
CT™M (dust module) regional 2012; Spada et al., 2013; Badia and
Jorba (2014); Spada (2015);
https://dust.aemet.es/
mineral-dust-forecast-system
UK/ECMWF, ECMWEF-IFS IFS MOZART-3, None Global/ Online-Access Flemming et al., 2009; Mangold et
MACC CTMs; TM5, or Regional al., 2011;
ECMWF/CAMS MOCAGE; https://atmosphere.copernicus.eu/
C-IFS
UK/Met Office MetUM MetUM Dust module None Global/ Online- Johnson et al. (2011);
Regional Integrated https://www.metoffice.gov.uk/resear
ch/
US/FNMOC/NRL | NAAPS NOGAPS NAAPS None Global Offline http://www.nrlimry.navy.mil/aerosol;
http://www.usno.navy.mil/FNMOC/
US/NASA GEOS-ESM GEOS GEOS-Chem None Global Online- Chin et al., 2002; Rienecker et al.
GOCART Integrated 2008; Colarco et al., 2010; Long et
al., 2015; Nielsen et al., 2017;
https://gmao.gsfc.nasa.gov/
US/NCAR, MATCH-NCAR | NCEP/NCAR MATCH-NCAR None Global Offline Rasch et al.,1997; Lawrence et al.,
Germany/MPIC 2003;
US/NOAA-NCEP | NEMS GFS- NEMS GFS NGAC None Global Online- Lu et al., 2010, 2013, 2016
NGAC (dust only) Integrated



http://www.jma.go.jp/en/kosa/
https://dust.aemet.es/
https://atmosphere.copernicus.eu/
https://www.metoffice.gov.uk/research/
https://www.metoffice.gov.uk/research/
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Table 3.2 Component Models, Spatial Scale, and Coupling of Meteorology and Chemistry in Regional/Urban
CW-AQF Model Systems (modified from Zhang et al., 2012 and Kukkonen et al., 2012).

. Air Quality . MetM -
Cour)try_/ Model System USEEeleger] Model U Scale AQM References
Organization Model (Metiv) Models .
(AQM) coupling
Australia/CSIR | AAQFS LAPS, UM, CSIRO’s CTM None Regional Offline Manins, 2002; Cope et al., 2004;
(@] Or AQFx CCAM; C-CTM Lawson et al. 2017,
ACCESS https://www.epa.vic.gov.au/for-
community/airwatch/air-notices
Austria/ZAMG | ALADIN- CAMXx ALADIN- CAMXx None Regional Offline http://www.umr-cnrm.fr/aladin/
Austria http://www.camx.com
Brazil/CPTEC CCATT-BRAMS BRAMS CCATT None Regional Online- Freitas et al., 2009, 2011,2017;
Integrated | Longo et al., 2013
http://meioambiente.cptec.inpe.br/
index.php?lang=en
Canada/Enviro | GEM-AURAMS regional GEM AURAMS None Regional Offline McKeen et al., 2005, 2007, 2009;
n Canada
Canada/Enviro | GEM-CHRONOS regional GEM CHRONOS None Regional Offline Pudykiewicz and Koziol, 2001;
n Canada McKeen et al., 2005, 2007, 2009;
Canada/Enviro | GEM-MACH15 GEM chemistry None Regional Online- Talbot, 2007
n Canada from Integrated
AURAMS
China/IAP- EMS-Beijing MM5 NAQPMS, None Regional Offline Wang et al., 2009
CAS CMAQ, CAMx
China/ Two-way WRF (ARW) CMAQ None Regional Online- Li et al., 2017
Zhejiang Univ. | coupled WRF- Access
CMAQ
Denmark/ THOR The US NCEP, DEOM BUM Regional Offline Brandt et al. (2001); Tilmes et al.,
DMU-ATMI Eta DEHM (UPM, OSPM 2002;
OSPM) DREAM https://envs.au.dk/en/
Denmark/DMI | Enviro-HIRLAM HIRLAM DERMA, M2UE Continental/ Online- Chenevez and Jensen, 2001;
CAMX, Regional/ Integrated/ | Sgrensen et al., 2007, Baklanov et
Enviro- urban Access al., 2011; 2017 and references
HIRLAM therein;

http://hirlam.org/index.php/docum
entation/chemistry-branch



https://www.epa.vic.gov.au/for-community/airwatch/air-notices
https://www.epa.vic.gov.au/for-community/airwatch/air-notices
http://www.umr-cnrm.fr/aladin/
http://www.camx.com/
http://meioambiente.cptec.inpe.br/index.php?lang=en
http://meioambiente.cptec.inpe.br/index.php?lang=en
https://envs.au.dk/en/
http://hirlam.org/index.php/documentation/chemistry-branch
http://hirlam.org/index.php/documentation/chemistry-branch
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. Air Quality . MetM -
Cour?try_/ Model System ASEEeleger] Model IS Scale AQM References
Organization Model (Metiv) Models .
(AQM) coupling
Denmark, 1. UAQIFS- 1. HIRLAM 1. AirQUIS Some include Regional/ Offline Baklanov, 2006; Baklanov et al.,
Finland, Norway 2. HIRLAM (dispersion) population local 2006
Norway, 2. UAQIFS- 3. RAMS 2. CAR-FMI exposure
Spain, Italy/ Finland 4. RAMS (dispersion) models,
FUMAPEX 3. UAQIFS- 5. LAMI 3. CAMx (O3 some include
UAQIFS® Spain 6. HIRLAM only) urban
4. UAQIFS- 4. FARM dispersion/
Italyl 5. NINFA- statistical
5. UAQIFS- OPPIO/ADAM | models
Italy2 6. DERMA-
6. UAQIFS- ARGOS
Denmark
Egypt/EMA; RegCM-CHEM RegCM4.6 RegCM- None Regional Online- Zakey et al, 2006, 2008, Shalaby
South Africa/ CHEMA4.6 Integrated | et al., 2012, and Salah et al., 2018
SAWS
France/AIRPA | ESMERALDA MM5 CHIMERE None Regional Offline Vautard et al., 2001a, b;
RIF? http://www.esmeralda-web.fr
France/INERIS | Prev’air MM5, WRF, CHIMERE, None Regional Offline Vautard et al., 2001a; Rouil et al.,
ECMWF/IFS MOCAGE, 2009; http://www?2.prevair.org/
Polair3D
France/CEREA | POLYPHEMUS ECMWEF, Polair3D MUNICH Regional/ Offline Mallet and Sportisse, 2006; Mallet
MM5, WRF urban et al., 2007; Debry et al, 2007;
Sartelet et al. 2007, 2012; Zhu et
al. (2016); Chrit et al. (2017),
http://cerea.enpc.fr/polyphemus/
France/CNRS, Meso-NH-C Meso-NH-C Meso-NH-C None Continental/ Online- http://mesonh.aero.obs-
Météo-France regional/ Integrated | mip.fr/mesonh;
urban/local http://www.cnrm.meteo.fr
/surfex/;
Tulet et al., 2003
Germany/FRIU | EURAD-RIU MM5 EURAD-IM None Regional Offline Elbern et al., 2010;
UK,RIU, www.eurad.uni-koeln.de
Cologne
Germany/FU- RCG GME REM- None Regional Offline http://www.trumf.de; Stern (2003)
Berlin, CALGRID



http://www.esmeralda-web.fr/
http://www2.prevair.org/
http://cerea.enpc.fr/polyphemus/
http://mesonh.aero.obs-mip.fr/mesonh
http://mesonh.aero.obs-mip.fr/mesonh
http://www.cnrm.meteo.fr/surfex/
http://www.cnrm.meteo.fr/surfex/
http://www.eurad.uni-koeln.de/
http://www.eurad.uni-koeln.de/
http://www.eurad.uni-koeln.de/
http://www.trumf.de/
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. Air Quality . MetM -
Cour?try_/ Model System st s e Model ks (il Scale AQM References
Organization Model (Metiv) Models .
(AQM) coupling
Institute for
Meteorology
Germany/KIT | COSMO- ART COSMO ART None Continental/ Online- Vogel et al., 2009, 2013;
regional Integrated
Germany/LIT COSMO- COSMO MUSCAT None Continental/ Online- Wolke et al., 2004; 2012;
R MUSCAT regional Access http://projects.tropos.de/cosmo_m
uscat/
Germany/ M-SYS METRAS MECTM MITRAS- Regional/ Online- Trukenmuller et al., 2004;
Uni. of MICTM urban/local Integrated | Schatzmann et al., 2006;
Hamburg https://www.mi.uni-
hamburg.de/en/arbeitsgruppen/me
mi/modelle.html
Germany/IMK- | MCCM MM5 Chem None Continental/ Online- Grell et al. (2000)
IFU (MM5-Chem) regional/ Integrated
urban
Greece/Aristot | MEMO/MARS MEMO MARS-aero None Regional/ Online- Moussiopoulos et al., 2012
le University urban Access
Greece/NKUA | CAMX-AMWFG SKIRON/Dust | CAMx None Regional Offline http://www.mg.uoa.gr/ICLAMS/ind
ex.php; http://www.camx.com
Greece/NKUA | MM5-CAMXx MM5 CAMXx None Regional Offline http://lap.phys.auth.gr/gems.asp
, AUT
Greece/Univer | SKIRON/TAPM SKIRON/dust; | CAMx v4.31 None Regional Offline Kallos et al., 2007, 2009; Mitsakou
sity of Athens Eta et al., 2008; Spyrou et al., 2010;
https://forecast.uoa.gr/en/
Italy/CETEMPS | ForeChem MM5 CHIMERE None Regional Offline Curci et al., 2010;
pumpkin.aquila.infn.it/forechem/
Italy/ARIANE FARM RAMS FARM None Regional Offline http://www.aria-net.it/
Ts.r.l.
Italy/CNR- BOLCHEM BOLAM CHEMistry None Continental/ Online- http://bolchem.isac.cnr.it
ISAC modules regional Access
Italy/ITCP RegCM-Chem RegCM4 RegCM- None Continental/ Online- http://gforge.ictp.it/gf/project/regc
Chem4 regional Integrated | m



http://projects.tropos.de/cosmo_muscat/
http://projects.tropos.de/cosmo_muscat/
https://www.mi.uni-hamburg.de/en/arbeitsgruppen/memi/modelle/mectm.html
https://www.mi.uni-hamburg.de/en/arbeitsgruppen/memi/modelle/mitras.html
https://www.mi.uni-hamburg.de/en/arbeitsgruppen/memi/modelle/mictm.html
https://www.hindawi.com/21858736/
http://www.mg.uoa.gr/ICLAMS/index.php
http://www.mg.uoa.gr/ICLAMS/index.php
http://www.camx.com/
http://lap.phys.auth.gr/gems.asp
https://forecast.uoa.gr/en/
http://www.aria-net.it/
http://bolchem.isac.cnr.it/
http://gforge.ictp.it/gf/project/regcm
http://gforge.ictp.it/gf/project/regcm
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. Air Quality . MetM -
Cour?try_/ Model System ASEEeleger] Model IS Scale AQM References
Organization Model (Metiv) Models .
(AQM) coupling
Japan/Kyushu | CFORS RAMS Parameterize None Regional Online- Uno et al., 2003; Carmichael et al.,
University d chemical Integrated | 2003; Hadley et al., 2007
tracers in
RAMS
Morocco/Maro | ADMS URBAN ALADIN GRS Urban Regional/loca Offline Carruthers et al., 1997; McHugh et
c Météo 3.1 Chemical canopy | al., 1997
Model
Netherlands/ LOTOS-EUROS Archived LOTOS- None Regional Online- Schaap et al., 2008; Manders et
KNMI, TNO, analyses, EUROS Integrated/ | al., 2009; http://www.lotos-
RIVM, PBL/KN ECMWEF, Access euros.nl/
RACMO2
Norway/MET- EMEP-Unified ECMWF/IFS Unified None Regional Offline Valdebenito and Benedictow, 2010;
NO EMEP-CWF www.emep.int
Singapore/MS | ATLAS-NAME UM NAME None Regional Offline Jones et al., 2007; Redington et
S al., 2009
Spain/BSC- CALIOPE WRF, MM5 CMAQ, None Regional Offline Baldasano et al., 2008;
CNS DREAM, www.bsc.es/caliope
CHIMERE,
Spain/TUM, OPANA v4.0 MM5 CMAQ MICROSYS Regional/ Offline San José, et al., 2006, 2009;
LHTEE, AUT, MEMO local artico.lma.fi.upm.es
NCAR/Pen
Sweden/SMHI | MATCH ECMWF/IFS MATCH None Regional Offline Robertson et al. (1999), Langner
HIRLAM et al. (2005), Robertson, 2010;
www.smhi.se/en/Research/Researc
h-departments/Air-quality/;
www.smhi.se/sgn0106/if/meteorolo
gi/match.htm;
UK/Uni. Of WRF-CMAQ WRF(ARW) CMAQ v5.02 None Regional/ Offline Chemel et al., 2010
Hertfordshire national
UK/AEA WRF/CMAQ WRF CMAQ None Regional Offline Allen and Fraser, 2009; Fraser et

al., 2010
https://uk-air.defra.gov.uk/



http://www.smhi.se/en/Research/Research-departments/Air-quality/
http://www.smhi.se/en/Research/Research-departments/Air-quality/
http://www/
http://www.smhi.se/sgn0106/if/meteorologi/match.htm
http://www.smhi.se/sgn0106/if/meteorologi/match.htm
https://uk-air.defra.gov.uk/
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. Air Quality . MetM -
Cour?try_/ Model System aicadical Model IS Scale AQM References
Organization Model (Metiv) Models .
(AQM) coupling
UK Met Office | AQUM MetUM UKCA None Sub-regional/ Online- Savage et al., 2013
national Integrated
UK/Met Office | NAME-II1I ECMWEF, NAME-I11 None Regional/ Offline Jones et al., 2004;
Met Office local http://www.metoffice.gov.uk/resea
Unified Model rch/
US/BAMS MAQSIP-RT BAMS-MM5, MAQSIP None Regional Offline McHenry et al., 2004;
CMAQ WRF CMAQ McKeen et al., 2009,
US/WSU AIRPACT3 MM5 CALGRID, None Regional Offline Vaughan et al., 2004;
CMAQ Chen et al., 2008;
US/SUNY- AQFMS SKIRON/Eta; CAMx, CMAQ None Regional Offline Hogrefe et al., 2007, Cai et al.,
Albany WRF (NMM 2008; Doraiswamy et al
and ARW) https://www.albany.edu/asrc/
US/University | STEM-2K3 MM5, WRF STEM None Regional Offline Carmichael et al., 2003;
of lowa nas.cgrer.uiowa.edu/
US/NOAA, ARL | NAQFC (NAM- Eta, WRF CMAQ None Regional/ Offline Otte et al., 2005; Ryan et al.,
CMAQ) (NMM), NAM national 2005; Yu et al., 2007, 2008; Lee et
al., 2008; Eder et al., 2010;
www.weather.gov/aqg/; airnow.gov/
US/NCAR, MM5-CHIMERE MM5 CHIMERE None Regional Offline https://www.mmm.ucar.edu/
Greece
UsS, Greece RAMS/ICLAMS RAMS ICLAMS None Continental/ Online- http://www.mg.uoa.gr/ICLAMS/ind
urban Access ex.php
US/NOAA, WRF/Chem WRF (ARW) WRF/Chem None Regional/ Online- McKeen et al., 2005, 2007; 2009
EMSL urban Integrated | https://rapidrefresh.noaa.gov/RAPc
hem/Welcome.cgi
US/NEU WRF/Chem- WRF (ARW) WRF/Chem None Regional/ Online- Zhang et al., 2010a; Chuang et al.,
MADRID urban Integrated | 2011, Yahya et al., 2014; Zhang et

al., 2016,
https://coe.northeastern.edu/Rese
arch/CASCADE/Real_Time.html



http://www.metoffice.gov.uk/research/
http://www.metoffice.gov.uk/research/
https://www.albany.edu/asrc/
http://nas.cgrer.uiowa.edu/ICARTT/icartt-2k4.html
http://www.weather.gov/aq/
https://www.mmm.ucar.edu/
http://www.bsc.es/earth-sciences/mineral-dust-forecast-system
http://www.mg.uoa.gr/ICLAMS/index.php
http://www.mg.uoa.gr/ICLAMS/index.php
https://rapidrefresh.noaa.gov/RAPchem/Welcome.cgi
https://rapidrefresh.noaa.gov/RAPchem/Welcome.cgi
https://coe.northeastern.edu/Research/CASCADE/Real_Time.html
https://coe.northeastern.edu/Research/CASCADE/Real_Time.html
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Nine out of 17 global models are multiscale models and have been applied to regional domains
for RT CW-AQF. They use two methods for downscaling. While some models (e.g., GEM-AQ,
GEM-MATH, MOCAGE, NMMB/BSC-CTM, and SILAM) were directly downscaled to a regional
domain at a finer horizontal grid resolution (Neary et al., 2007; Rouil et al., 2009), the global-
regional RT CW-AQF model system (GR-RT CW-AQF) was used to provide ICONs and BCONSs to
drive a regional online-integrated model, WRF/Chem (Takigawa et al., 2007). Among the 17
global RT CW-AQF models, two of them offer an integrated flexible, advanced global
forecasting modeling tool with data assimilation of satellite observations: ECMWF/IFS-CTMs
developed by ECMWF and GEOS-5 ESM developed by U.S. NASA. In ECMWF/IFS-CTMs, the IFS
is coupled via a coupler software to one of the global CTMs: MOCAGE, MOZART-3, and TM5 for
global forecasting and assimilation of reactive chemical species. The selection of multiple CTMs
and their ensemble results provides a range and an indication of the robustness of the
forecasts. In the latest version of IFS developed by ECMWF, C-IFS supersedes MOZART-3, and
the system is named as ECMWF/CAMS. The coupled system can directly utilize the IFS 4D-Var
algorithm to assimilate atmospheric observations (Flemming et al., 2009). In GEOS-5 ESM, a
variety of aerosol and chemistry components are available (Nielsen et al., 2017). For example,
two chemical model configurations have been implemented: the chemistry-climate model
(CCM) that simulates the feedback between circulation and chemical composition and the
chemistry-transport model (CTM) that simulates air quality without considering such feedback.
GEOS-5 generates near real-time analysed data products, reanalyses, and short-term and
seasonal forecasts. Global forecasts of aerosol concentrations that incorporate satellite
observations are available in near real-time (https://fluid.nccs.nasa.gov/weather/). The most
recent ICAP multi-model ensemble (ICAP MME) consists of seven global models including four
comprehensive global aerosol models (NASA GEOS-5, FNMOC/NRL NAAPS, ECMWF MACC, JMA
MASINGAR), and three dust-only global models (NOAA NGAC, BSC NMMB/BSC-CTM, UKMO
Unified Model) (Sessions et al., 2015). The ICAP-MME is run daily at 0Z for 6 hourly forecasts
at one degree resolution out to 120 hours.

For regional models, many of them use the most popular meteorological models such as MM5,
WRF, and ECMWF/IFS. Other NWP models include Eta, SKIRON, UM, RAMS, GEM, GME,
ALADIN, RegCM, HIRLAM, HARMONIE, COSMO, and BRAMS. The major NWP models used for
AQF have been reviewed in Kukkonen et al. (2012). Many AQMs (e.g., CHIMERE and
Polyphemus/Polair3D) can be driven by several meteorological models. The most commonly-
used regional AQMs include CMAQ, CAMx, WRF/Chem, and CHIMERE. Other AQMs include C-
CTM, STEM, AURAMS, CHRONOS, Polair3D, DEOM, MATCH, LOTOS-EUROS, DREAM, NAQPMS,
and NAME. Many AQMs have been reviewed in Kukkonen et al. (2012), Zhang et al. (2012a),
and Baklanov et al. (2014). All regional CW-AQF models that use CMAQ, CAMx, and CHIMERE
as the CTM are offline-coupled models with one exception, i.e., the two-way coupled WRF-
CMAQ, originally developed by the U.S. NOAA/EPA, which has been applied for RT CW-AQF
over eastern China by Zhejiang University, China (Li et al., 2017). CMAQ has been used in CW-
AQF models in China, Spain, the U.K. and the U.S. CAMx has been used in CW-AQF models in
Austria, China, Greece, Spain and the U.S. CHIMERE has been used in CW-AQF models in
France, Greece, Italy, Spain, and the U.S. Among offline CW-AQF models, AAQFS is one of the
earliest offline CW-AQF models developed by the Bureau of Meteorology, CSIRO, and the
Australian EPA in the late 1990s to provide hourly air quality forecasting in Melbourne, Sydney
and Adelaide, Australia (Manins, 2002; Cope et al., 2004). AQFx is a three-tiered numerical
smoke forecasting system recently developed by CSIRO, Australia (Lawson et al. 2017). The
first tier is an ensemble forecast of fire weather and fire danger indices extending over a 5-10
day outlook. The second tier is a traditional AQF system for a multi-species air quality forecast
for the Australian region for a 24—72 hour outlook, and the third tier provides a tagged tracer
forecast for any likely hazard reduction burning within 24 hour outlook. The National Air
Quality Forecasting Capability (NAQFC) developed by U.S. NOAA and EPA is one of the first
offline CW-AQF models implemented in the U.S. and has evolved numerous updates in its
meteorological and air quality models. It uses the meteorological fields from Eta and WRF
(NMM) in the earlier versions and from the North American Mesoscale Forecasting System
(NAM) in the latest version. Its air quality model is based on CMAQ which has been updated in
many aspects of chemical and physical process representations of the atmosphere. Similar to
the global ECMWEF-IFS-CTMs, the French national air quality forecasting and monitoring
system, Prev’air, consists of three CTM models: CHIMERE, MOCAGE, and polyphemus/Polair3D
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(http://www?2.prevair.org/ ; Rouil et al., 2009), which allows ensemble RT CW-AQFs. Since
spring 2003, Prev’air has been in operational forecasting. Several RT CW-AQF systems are
being used by regional air quality agencies (e.g., the Associations agréées de surveillance de la
qualité de I'air, AASQAS) in France (e.g., AIRPARIF for the Paris region); those regional RT CW-
AQF systems typically use CHIMERE.

Among the online-coupled regional CW-AQF models, WRF/Chem (Grell et al., 2005) and
WRF/Chem-MADRID (Zhang et al., 2010a) include the most coupled meteorological,
microphysical, chemical, and radiative processes and allow the simulation of aerosol direct,
semi-direct, and indirect effects, thus representing the state-of-the-science online-coupled
regional CW-AQF models. Since its first release in 2002, WRF/Chem has been further
developed and improved by many researchers in the community (e.g., Fast et al., 2006;
Zhang et al., 2010a; Shrivastava et al., 2010) and increasingly applied to many regions of the
world (e.g., Tie et al., 2009; Fast et al., 2009; Misenis and Zhang, 2010; Zhang et al., 2010a,
b, 2011b; Li et al., 2011). Compared to WRF/Chem, WRF/Chem-MADRID includes two
additional gas-phase mechanisms (i.e., the 2005 version of carbon bond gas-phase mechanism
(CBO05) and the 1999 Statewide Air Pollution Research Center gas-phase mechanism (SAPRC-
99)), one aerosol module (i.e., the model of aerosol dynamics, reaction, ionization, and
dissolution (MADRID)), one aerosol activation scheme (i.e., Fountoukis and Nenes, 2005), and
several nucleation algorithms (e.g., Sihto et al., 2006; Merikanto et al., 2007; Yu, 2010). CB0O5
and SAPRC-99 are coupled with MADRID and two existing aerosol modules (i.e., the Modal
Aerosol Dynamics Model for Europe/the Secondary Organic Aerosol Model (MADE/SORGAM)
and Model for Simulating Aerosol Interactions and Chemistry (MOSAIC)) as well as the CMU
aqueous-phase chemistry in WRF/Chem-MADRID (Zhang et al., 2010a, c, 2012). WRF/Chem-
MADRID has been applied retrospectively over the continental U.S. and its sub-regions (e.g.,
Zhang et al., 2010a, 2012, 2016), and Europe (Zhang et al., 2011a) and also for RT CW-AQF
at a horizontal resolution of 12 km over the southeastern U.S. since summer 2009 (Chuang et
al., 2011). WRF/Chem and its variants have been used for CW-AQF in many regions of the
world including North America (McKeen et al., 2005, 2007, 2009; Chuang et al., 2011; Yahya
et al., 2014; Zhang et al., 2016) and South America (Saide et al., 2011; Vara-Vela et al.,
2016). CCATT-BRAMS is a new online model developed by the Brazilian Center for Weather
Forecasts and Climate Studies (CPTEC) from the National Institute of Spatial Research (INPE)
for RT CW-AQF in South America (Freitas et al., 2009, 2011, 2017; Longo et al., 2013). The
meteorological model is the Brazilian developments on the Regional Modeling System
(BRAMS), which treats sub-grid vertical transport associated with wet, deep and shallow
convection, by applying a 1-D cloud resolving model in each column. CCATT-BRAMS contains
an emission module that takes into account anthropogenic and natural emissions due to
human activities and biomass burning, including gases and particles. Special attention is given
to carbon monoxide (CO) and fine particulate matters (PM2.5), over tropical forests, grassland
and “cerrado” (a kind of Brazilian savanna). Emission sources are distributed over the interest
domain along the time according to information retrieved from a set of satellites (GOES, EOS-
TERRA, EOS-AQUA), which identify biomass burning locations. Anthropogenic sources of CO
are based on EDGAR/RETRO/CETESB databases. The online regional integrated coupled
RegCM-CHEM is being used for CW-AQF in Italy, Egypt, and South Africa (Zakey et al, 2006,
2008, Shalaby et al., 2012, and Salah et al., 2018). Its climate model, the RegCM4.5,
developed at the Abdus Salam International Center for Theoretical Physics (ICTP) (Giorgi et
al., 2012) includes both Mesoscale Model (MM5) hydrostatic and non-hydrostatic dynamical
cores, with a sigma vertical coordinate system. By solving the tracer mass continuity equation
within the RegCM dynamical core, RegCM-CHEM can simulate emissions, transport, chemical
transformation, and removals of gaseous and aerosol species (Solmon et al., 2006; Zakey et
al., 2006, 2008; Shalaby et al., 2012).

There have been two major regional ensemble air quality forecasts ongoing in Europe and
China. The regional air quality production of the Copernicus Atmosphere Monitoring Service
(CAMS) is based on ensemble of seven state-of-the-art numerical air quality models developed
in Europe: CHIMERE from INERIS (France), EMEP from MET Norway (Norway), EURAD-IM from
University of Cologne (Germany), LOTOS-EUROS from KNMI and TNO (Netherlands), MATCH
from SMHI (Sweden), MOCAGE from METEO-FRANCE (France) and SILAM from FMI (Finland).
While MOCAGE and SILAM are global models downscaled for regional CW-AQF, the rest are
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regional models. All models are offline models. They use the same meteorological data from
the ECMWEF global weather operating system, the same chemical boundary conditions from the
CAMS IFS-MOZART global production), and the same emissions from CAMS emission. These
regional air quality models provide 4-day, daily forecasts of the concentrations of main
atmospheric pollutants at surface at a horizontal grid space of 10 to 20 km over Europe. The
forecasted species include nitrogen dioxide (NO2), sulfur dioxide (S0O2), ozone (03), CO, and
particulate matter (PM10 and PM2.5). Under the MarcoPolo — Panda, EU FP7 Programme
(http://www.marcopolo-panda.eu/), RT CW-AQF is being performed by nine different models
and an ensemble. These models include CHIMERE by CNRS, France, C-IFS by ECMWF, UK,
WRF-Chem and WARMS-CMAQ by SMS, China, WRF-Chem by MPI, Germany, SILAM by FMI,
Finland, EMEP by met.no, Norway, LOTOS-EUROS by TNO, The Netherlands, and WRF-
CMAQ by Nanjing University, China.

Among 56 regional models, eight are suitable for urban/local scale applications at a spatial
resolution of 1 km or less. These models include THOR, DACFOS, M-SYS, ADMS URBAN 3.1,
the operational version of the Atmospheric Numerical pollution model for urban and regional
Areas (OPANA), and four Urban Air Quality Information and Forecasting Systems (UAQIFS)
models (i.e., UAQIFS — Norway, UAQIFS-Finland, UAQIFS-Italy2, and UAQIFS-Denmark), and
the Polyphemus air quality modeling platform. THOR includes the background urban model
(BUM), the Operational Street Pollution Model (OSPM), and the Danish Rimpuff and Eulerian
Accidental release Model (DREAM). Enviro-HIRLAM is a fully online integrated meteorology-
chemistry model for CW and pollen forecasting on regional and urban scales. It includes
several urban sublayer parameterization modules (Baklanov et al., 2008; Mahura et al., 2008)
to simulate urbanization effects and a possibility to downscale with the Microscale Model for
Urban Environment (M2UE) to consider street scale effects (Baklanov and Nuterman, 2009;
Nuterman et al., 2011). M-SYS includes MITRAS- MICTM to simulate flow and transport
regimes as well as chemistry within the urban boundary layer. ADMS URBAN 3.1 includes an
urban canopy model. OPANA includes the microscale air quality modeling system (MICROSYS)
to forecast air concentrations for urban areas with street level details at a 5—10 m spatial
resolution and up to 200—-300 m in height over the maximum building heights in one 1-km grid
cell that is nested in a regional simulation domain (San José et al., 2006, 2009). The UAQIFS
models were developed as part of the Integrated Systems for Forecasting Urban Meteorology,
Air Pollution, and Population Exposure - UAQIFS (FUMAPEX-UAQIFS) project sponsored by the
EU (Baklanov, 2006). They include six separate UAQIFS that are further developed and applied
in six cities in Europe (Baklanov et al., 2006). While these UAQIFS use advanced
meteorological models such as HIRLAM and RAMS, the level of sophistication in AQMs varies
from the simplest dispersion model with no or very simple chemistry, to the most complex 3-D
AQMs such as FARM and CAMx. Their common feature lies in that they integrate the latest
developments in urban meteorology, air quality, and population exposure modeling via an
offline coupling approach to enhance the model’s forecasting capability in urban areas. The
enhanced modeling capabilities include one or more areas in urban RT CW-AQF, urban
management and planning, public health assessment and exposure prediction, and urban
emergency preparedness. The Polyphemus has recently been extended to include a street
network model, the Model of Urban Network of Intersecting Canyons and Highways (MUNICH),
which is online-coupled with a 3-D Eulerian chemical-transport model (Polair3D) within
Polyphemus. The resulting model system is referred to as a Street-in-Grid (SinG) model (Kim
et al., 2018). MUNICH is based conceptually on the SIRANE general formulation (Soulhac et
al., 2011). MUNICH consists of two main components: the street-canyon component, which
represents the atmospheric processes in the volume of the urban canopy, and the street-
intersection component, which represents the processes in the volume of the intersection.
These components are connected to the Polair3D model at roof level and are also
interconnected. The combined model system, SinG, aims at improving urban street-level
pollutant concentrations by modeling both background and street-level concentrations at the
same time. One example of an application of SinG is given in Chapter 9.
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3.2.3 Summary

o CW-AQF models can be grouped into three types (Eulerian, Lagrangian, and hybrid
models) based on model framework, four types (local, urban, mesoscale, and
global) based on horizontal grid resolution, two types (short- and long-term) based
on temporal scale, two types (online- and offline-coupled) based on the chemistry
coupling with the meteorology, and two types (community- and non-community)
based on community involvement.

) Current CW-AQF models differ in many aspects including their component models
(i.e., meteorological models, air quality models, microscale models), spatial scale,
and coupling between meteorology and chemistry.

o Among 17 global and 56 regional/urban real-time CW-AQF models reviewed in this
section, 9 global models and 23 regional models are suitable for multiscale
applications and 8 regional models can be applied on urban/local scale at a spatial
resolution of 1 km or less. 11 global models and 21 regional models are online-
coupled models.

. Regional ensemble air quality forecasting has been increasingly applied. Examples
include the Copernicus Atmosphere Monitoring Service (CAMS) for Europe and the
MarcoPolo — Panda, EU FP7 Programme for China.
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3.3 Meteorological and NWP Models for Air Quality Forecasting

3.3.1 Introduction

Meteorology or numerical weather prediction (NWP) is one of the key components of 3-D CW-
AQF models (e.g., integrated in online coupled systems or providing the necessary input data
for offline atmospheric chemical transport (ACT) models). Historically, AQF and NWP systems
were developed separately, and the corresponding communities had limited contact and
cooperation. Although this situation could be tolerated in previous decades when NWP data
was rarely available operationally for AQF models, and the resolution of NWP models was too
coarse for mesoscale air-pollution forecasting, this has changed during this century as modern
NWP models include mesoscale and city-scale resolution. This progress has been made
possible due to advances in computing power, high-speed computing networks, and the
availability of land-use databases and remote-sensing data on a finer resolution (Sokhi et al.,
2018). As a result, the conventional concepts of CW-AQF is revised, as greater integration and
interfacing between NWP models and ACT models is needed. Several NMHSs have suggested
extending meteorological weather forecasting to environment forecasting that includes both
NWP and CW-AQF.

In this sub-section, we address important characteristics of numerical models used for weather
and air quality forecast models. Besides the complexity of physical and chemical processes that
are present in any numerical model, other features are of crucial importance in order to
produce valuable forecasts on weather or air quality in different time and space scales.
Therefore, features related to initial and boundary conditions, different scale processes
transfer, among others, are an important step required for the correct use of numerical
models. The sub-section discusses some meteorological data requirements for CW-AQF
models; characteristics of global and mesoscale models; couplers, pre-processing and post-
processing systems; interfaces between NWP and ACT models; and methods for model
downscaling and nesting.

3.3.2 Meteorological Data Requirements for CW-AQF Systems

Weather forecasting, as an initial value problem, requires the definition of initial values for
some of the atmospheric variables (e.g., wind components, temperature, humidity, pressure,
precipitation) in every grid point (horizontal and vertical) of the interest domain. These initial
conditions for NWP systems are obtained from data assimilation procedures based on the
observational network globally available. Examples of data sources are surface stations,
instrumented balloons, atmospheric soundings, airplanes, ships, retrievals from satellites,
among others.

Table 3.3 summarizes major meteorological observational networks. The measured variables
include sky conditions, such as cloud cover, cloud height, and visibility, air temperature, dew
point temperature, precipitation, humidity, solar radiation, soil temperature and moisture,
atmospheric pressure, wind speed and direction, among others. The traditional observational
network was mainly concerned with “atmospheric variables”, without considering the necessity
of providing information about more complex atmospheric chemical constituents, such as
primary and secondary pollutants (e.g., carbon oxides (COx), Sulphur oxides (SOx), volatile
organic compounds (VOCs), ozone (03), and particulate matter (PM)). Nowadays, with the
advent of air quality forecast, the traditional observational network needed to be improved.
Over urban areas it is very common to find air quality measurement networks, mainly
dedicated to emission control or the establishment of new policies with the goal of air quality
improvement. Such data are now part of the data assimilation systems in some locations, but
they are still very sparse and, therefore, not sufficient for the complex task of numerical air
quality forecasting. Also, although these measurements made inside some cities can provide
us with some ideas of the atmospheric constitution in a specific period of time, in most cases,
there is very limited information available in rural areas and no data over large water bodies,
as over oceans, for example. For the improvement of global and regional models dedicated to
air quality forecasting, an increase in the number of observations available must be a main
concern. Chapter 9 summarizes some commonly used regional and global observational
networks for chemical constituents.
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observational networks used for CW-AQF models

Spatial

Temporal

Network Full Name Species Measured Website
Coverage Frequency
ASOS Automated Entire Cloud height and amount Every https://www.weathe

Surface U.S. (clear, scattered, broken, minute r.gov/asos
Observing overcast) up to 12 000
Systems feet, visibility, basic

present weather

information: type and

intensity for rain, snow,

and freezing rain, fog,

haze, sea-level pressure,

ambient temperature, dew

point temperature, wind

speed and direction, speed

(gusts, squalls),

accumulated precipitation.

INMET Brazilian Entire Wind, precipitation, Hourly http://www.inmet.g

National Brazil temperature, dew point, ov.br/portal/index.p
Institute of humidity, solar radiation, hp?r=estacoes/estac
Meteorology pressure oesAutomaticas

JMA Japan Entire Wind, precipitation, type Every ten | https://www.jma.go
Meteorological Japan and base height of cloud, minutes .jp/jma/en/Activities
Agency visibility, temperature, /observations.html

humidity and atmospheric
pressure.

KMA Korean Entire Pressure, temperature, Every 3 https://web.kma.go.
Meteorological Korea humidity, precipitation, hours kr/eng/biz/observati
Administration cloud coverage, wind, on_01.jsp

solar radiation, among
others
Metoffice | UK Met Office Entire UK | Air temperature at 1.25 m Hourly https://www.metoffi
above the ground, over a ce.gov.uk/weather/g
grass surface or its uides/observations-
artificial equivalent, and guide/uk-
over a concrete surface; observations-
Soil temperature at 0.1 m, network
0.3 m and 1.0 m below the
ground level, Relative
humidity at 1.25 m above
the ground, rainfall, depth
of snow, mean wind
speed, direction and
maximum gust at 10m
above the ground,
pressure, visibility, amount
of cloud.

MSS Singapore’s Entire Rainfall, temperature, Hourly http://www.weather

Meteorological Singapore | humidity, surface wind and .gov.sg/learn_obser

Observing
Network

air pressure

vations/

These meteorological and chemical observations are necessary to prepare initial and boundary
conditions for weather and air quality models. In addition, they are required to evaluate
models’ ability to reproduce atmospheric observations and improve models’ forecasting skills.



https://www.weather.gov/asos
https://www.weather.gov/asos
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http://www.inmet.gov.br/portal/index.php?r=estacoes/estacoesAutomaticas
http://www.inmet.gov.br/portal/index.php?r=estacoes/estacoesAutomaticas
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3.3.3 Characteristics of Global and Mesoscale Meteorological and NWP models used for
AQF

Meteorology is one of the main drivers for atmospheric pollution processes and many
atmospheric variables and processes impact on trace gases and aerosols. A meteorological or
NWP model calculates three-dimensional fields of wind, temperature, relative humidity,
pressure, and, in some cases, turbulent diffusivity, clouds, and precipitation, which are used
for ACT modeling. The main meteorology and chemistry/aerosol interacting processes and
effects, which could be considered in CW-AQF models, are summarized in Tables 3.4 and 3.5.
The order, relevance, and importance of specific meteorological variables and processes in
Table 3.4 for CW-AQF depend on the model applications.

There are a large number of global and mesoscale models around the world dedicated to
weather and air quality forecasting as well as climate studies. Although many of those models
have a large similarity among them, oftentimes specific characteristics of some locations
requires the development of different physical parameterizations, which results in a variety of
models available. Table 3.6 presents some of the models available in all continents with their
most important characteristics, such as convective processes, boundary layer treatments, and
types of vertical coordinate and pressure components. The application of each of these models
will depend mainly on local features and on the purpose of model use. More specific
characteristics of these NWP models, that affect the ability of the CW-AQF models to produce
accurate forecasts of air quality, can be found in several review papers (e.g., Zhang, 2008;
Zhang et al., 2012; Kukkonen et al., 2012; and Sokhi et al., 2018).

3.3.4 Different Couplers, Pre/Post-Processing, and Interfaces between NWP and ACT
Models

For CW-AQF systems interfacing, integration or coupling of NWP and ACP models can be
achieved in different ways using the online and offline modeling approaches, as briefly
described in Chapter 2. There are a number of factors that have to be considered, including
(Sokhi et al., 2018):

. input data (measurements or prognostic model data including input data formats
and coupling time step);

. downscaling/nesting with high-resolution requirements for special topographies and
circulation conditions, achieved through (self-) nesting of NWP and/or ACT models,
including two-way interactive nesting for NWP models;

. modularity (requirements for high modularity and high compatibility);
. flexible input-output (10) strategies;

. interfaces (described in the following).
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Table 3.4 The impact of atmospheric variables and processes on atmospheric
composition (after Baklanov et al., 2014).

Variable

Impact

Temperature

Modulates chemical reaction and photolytic rates

Modulates biogenic emissions (isoprene, terpenes,
dimethyl sulfide, etc.)

Influences biogenic and anthropogenic emissions
(isoprene, monoterpenes, VOCs from solvents and fuel)

Influences the volatility of chemical species

Determines aerosol dynamics (coagulation,
condensation, nucleation)

Determines atmospheric stability, turbulence and mixing
potential

Temperature and humidity

Affect aerosol thermodynamics (e.g., gas-particle
partitioning, secondary aerosol formation)

Influence pollen emissions

Water vapor

Modulates OH radicals, size of hydrophilic aerosol

Liquid water

Determines wet scavenging and aqueous phase chemistry

Wind vector

Determines horizontal and vertical transport of trace
gases and aerosols

Influences dust-, sea-salt-, and pollen emissions

Atmospheric turbulence

Determines turbulent diffusion of trace gases and
aerosols

ABL height

Influences concentrations

Radiation

Determines photolysis rates
Determines biogenic VOC emissions

Cloud processes

Affect in-cloud scavenging of aerosols and trace gases

Precipitation

Determines the wet removal of trace gases and aerosol

Surface-vegetation-
atmosphere exchange
processes (depending on soil
type, vegetation cover, soil
moisture, and leaf area)

Affect natural emissions (e.g. dust, sea salt, pollen,
nitrogen compounds, biogenic VOCs, CO,, water vapor)
and dry deposition

Lightning

Contributes to natural NOx emissions
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Table 3.5 Impacts of atmospheric pollutants on atmospheric variables and processes
(after Baklanov et al., 2014).

Pollutant Impact

Aerosols Modify radiation transfer (SW scattering/absorption, LW
absorption, LW scattering by large particles like dust)

Affect ABL meteorology (temperature, humidity, wind speed
and direction, stability)

Affect haze formation and atmospheric humidity

Modify physical properties of clouds (size distribution, extinction
coefficient, phase function and single scattering albedo)

Influence cloud droplet and ice crystal number concentrations

Influence precipitation (initiation, intensity)

Soot Influences surface albedo (e.g., ice surfaces)

Trace gases Modify radiation transfer

The communication between offline-coupled meteorological and ACT models is a problem of
often underestimated importance. The multitude of modeling systems previously introduced
gives rise to different approaches and methods implemented within interface modules. Tasks
covered by interfaces are minimized in coupled systems relying on surface fluxes, turbulence,
and dispersion parameters (i.e., eddy viscosity) provided by the meteorological driver already
on the grid used in the ACT model. Other systems use interface modules implementing surface
and boundary-layer parameterizations to estimate dispersion and other required parameters.
Sometimes these last choices are due to the need to rely on ‘standard’ meteorological products
and to guarantee air quality modeling robustness for practical applications. In other cases,
interfaces are used to enhance local physiographic data resolution and possibly introduce
advanced parameterizations (e.g., urbanization). Atmospheric physics parameterizations, and
even default or limit values assumed for some key parameters, can have relevant effects on
pollutant concentration fields in critical conditions (e.g., low wind and stable stratification
conditions). Moreover, interface modules may involve the evaluation of emissions of some
relevant species that can be strongly influenced by meteorology, like biogenic VOCs, wind-
blown dust, and sea salt spray.

3.3.5 Methods for The Model Downscaling and Nesting

As for roving numerical results, computational resources can be a limitation factor, requiring
for most of the world the use of regional or limited area models in higher resolution grids. As in
global models, higher resolution limited area models (LAM) also need data for their initial
conditions and, as they have limited boundaries, the continuous supply of boundary conditions
as well. For that task the usual procedure is to use global model results as a base for initial
and boundary conditions for LAM. However, we need to note the existence of a large resolution
difference between the two type of models. Therefore, it is necessary to apply some
procedures of extrapolation or interpolation of global model data into the high-resolution grid
of the LAM in use. This procedure is known as “downscaling”. In a few words, we can define
downscaling as the mathematical procedure of taking the information from large scale or
global models to make predictions at local scales, usually with limited area models (meso or
microscale).

Downscaling can be divided into two main types: dynamical and statistical. Statistical
downscaling is made in two steps. First, it is necessary to develop statistical relationships
between local variables (e.g., air temperature) and large-scale predictors (e.g., wind and
pressure fields). Second, it is necessary to apply these relationships to the output of global
models to simulate local characteristics in the future. As mentioned by Hoar and Nychka
(2008), additional information on downscaling procedures is available in Haylock et al (2006),
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Fowler et al (2007), and other articles published in the 2007 special issue of International
Journal of Climatology (Volume 27, Issue 12, Downscaling and hydrology: progress in
assessing impacts and adaptation to climate change, Pages: 1543-1705, October 2007).

Besides downscaling, there is another procedure used in models in order to represent different
spatial scales. The procedure known by “nesting” consists of simulating different grid meshes
almost simultaneously, using the same time step or fractions of it. Each higher resolution grid
inside a coarser grid, called “parent grid”, is provided with information from the lower
resolution grid at predefined intervals of time. In such cases, initial and boundary conditions
are provided by the coarser grid to the inner grids, successively, during the whole integration
time. Figure 3.1 shows an example of the nesting procedure in models. Examples of models
that apply nesting procedures are the Nested Grid Model (NGM) from the formerly National
Climatic Data Center (NCDC), actual NOAA (Hoke et al., 1989), the fifth generation Penn
State/NCAR Mesoscale Model (MM5, Grell et al., 1994), the Regional Atmospheric Modeling
System (RAMS, Cotton et al., 2003; Pielke et al., 1992), the Weather Research and
Forecasting (WRF) Model (Skamarock et al., 2008), and its chemical version (WRF/Chem, Grell
et al., 2005), among others.
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(mostly in Europe based on Kukkonen et al., 2012).

Model Hydrostatic/ Vertical Cloud ConvecFlve_ _Gl_obal or
. . Reference . . parameterization PBL scheme Limited-area
name nonhydrostatic| coordinate microphysics
scheme model
ALADIN Hydrostatic Pressure or http://www.umr- Kessler (1969) Bougeault (1985) First order turbulence| Limited-area
Sigma-pressure| cnrm.fr/aladin/ closure (Louis, 1979;
hybrid Louis et al., 1982)
ECMWF IFS| Nonhydrostatic Hybrid https://www.ecmw| Tiedtke (1993) Modified Tiedtke (1989) | Modified Louis et al. | Global
f.int/en/research scheme (Nordeng, 1994)| (1982) K-theory
scheme (Beljaars
and Viterbo 1999)
Eta Nonhydrostatic Eta Mesinger et al. Ferrier et al. Betts-Miller-Janjic and Mellor-Yamada 2.5- | Limited-area
(1988), Janjic (2002) Kain-Fritsch Tiedke order
(1990, 1994), (1989)
Majewski et al.
(2002)
GME Hydrostatic Sigma-pressure Kessler-type 2nd order, Mellor Global
hybrid scheme (Doms and and Yamada (1974)
Schattler, 1997)
HIRLAM Hydrostatic/ Sigma-pressure| http://hirlam.org STRACO (Soft STRACO (modified Kuo Cuxart Bougeault Limited-area
nonhydrostatic hybrid Transition scheme), Rasch and Lacarrere, order 1.5
Condensation) Kristjansson (1998), TKE scheme
Kain-Fritsch
MEMO Nonhydrostatic Sigma Kunz and No moist No moist K-theory Limited-area
Moussiopoulos processes processes
(1995),
Moussiopoulos et
al. (1997)
MM5 Nonhydrostatic Sigma Dudhia (1993), Various possible Various possible schemes| Various possible Limited-area

Grell et al. (1995)

schemes

schemes



http://www.umr-cnrm.fr/aladin/
http://www.umr-cnrm.fr/aladin/
http://www.ecmwf.int/research/ifsdocs/
http://www.ecmwf.int/research/ifsdocs/
https://www.ecmwf.int/en/research
https://www.ecmwf.int/en/research
http://hirlam.org/
http://hirlam.org/
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Model Hydrostatic/ Vertical Cloud ConvecFlve_ _Gl_obal or
. . Reference . . parameterization PBL scheme Limited-area
name nonhydrostatic| coordinate microphysics
scheme model
Unified Nonhydrostatic Height Cullen et al. Wilson and Ballard | Gregory and Rowntree Lock et al. (2000) Limited-area or
Model (1997), Davies et | extended by Forbes| (1990) global
al. (2005)
WRF Nonhydrostatic Sigma or Janjic et al. Various possible Various possible schemes| Level 2.5 Mellor and | Limited-area
sigma-pressure| (2001), Janjic schemes Yamada Janjic, or
hybrid (2003), Skamarock non-local YSU
et al. (2005) scheme
RAMS Nonhydrostatic Height, sigma | Pielke et al. Various possible Various possible schemes| Various possible Limited-area

or eta

(1992), Cotton et
al. (2003)

schemes

schemes
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The nesting procedure can be used in two different ways. In the simple one, only the inner grid
receives information from the coarser grid. This method is called one-way interaction. In this
type of method large scale features can be transferred to the small scales, but higher
resolution phenomena will not be sensed by the large scale. The second way of nesting grids
involves the feedback between different grids (or processes) and it is called two-way
interaction. In this method both large and mesoscale phenomena provide feedback to each
other, being a more consistent and appropriate procedure to represent different scales in a
model. However, it is important to remember that two-way nesting is more expensive
computationally.
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Figure 3.1. lllustration of the nesting grid procedure in numerical models.

G1 indicates the “parent” grid, which will provide initial and boundary conditions for the inner
grids, G2 (covering the United States) and G4 (covering part of South America). Initial and
boundary conditions to grid G3 (covering the Florida peninsula, U.S.) will be provided by grid
G2, which will be considered as its parent grid during the integration.

3.3.6 Summary

) CW-AQF systems require detailed data, based on observational networks globally
available, for its initial and boundary conditions. The necessary information includes
meteorological variables and atmospheric chemical constituents.

) Although global and mesoscale models differ in many features, due to the different
spatial and timescales these models can represent, both types of models provide
the meteorological bases for atmospheric pollution processes, through a variety of
physical parameterizations that allow us to analyse atmospheric interacting
processes and their effects. A list of models used worldwide was presented.

) Integration or coupling of NWP and ACP models can be achieved in different ways
using the online and offline modeling approaches. The communication of different
models is of great importance and constitutes a great problem for the scientific
community.
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. Despite the great development of computational resources, allowing the use of
models in higher resolution, it is still necessary to improve and develop new
methods for downscaling of global models to mesoscale or higher resolution
models. This process of downscaling provides the necessary information on the
different scales of the phenomena of interest. Also, nesting of computational grids,
allowing the passage of information between different scales is an important
process to be improved and applied in activities related to weather and air quality
forecasting and diagnosis.
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3.4 Atmospheric Planetary Boundary Layer and Parameterizations of Boundary-Layer
Processes
3.4.1 Introduction

The Planetary boundary layer (PBL) is the lower, essentially turbulent atmospheric layer that
responds to special or temporal changes in properties of or impacts from Earth’s surface (see
Figure 3.2). PBL creates an interface between the surface and free troposphere extended up to
the tropopause. The PBL upper boundary is defined as the height at which wind velocity
approaches 95% of its value in the free-flow. It is strongly variable in space and time, ranging
from hundreds of meters to a few kilometers.
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Figure 3.2. Diurnal evolution of PBL (after Stull, 2000).

Adequate representation of PBL processes is crucial for numerical modeling of weather,
climate, air pollution, and atmospheric dispersion. Thanks to persistently increasing computer
power, the model-grid resolution is continually enhancing. This allows for better representation
of PBL processes and calls for better knowledge of physical, chemical, and biological
mechanisms controlling these processes. Thus, development of and requirements to advanced
PBL parameterizations in NWP and CW-AQF models are closely connected with advances in
computing capability, so should be fit for purpose and for computer possibilities. A short
summary of PBL parameterizations or schemes is given in the following sections. Wider
treatments of these issues can be found in Stull (1988), Garratt (1994), COST-710 (1998),
Baklanov and Grisogono (2007), Baklanov et al. (2011), Holton (2012), Salby (2012),
Zilitinkevich (2013), Pielke (2013), and Sokhi et al. (2018). In spite of increasing resolution in
mesoscale models, it remains insufficient to resolve crucially-important processes controlling
the heat and mass transfer. Some examples where the resolution of models can be a
particularly limiting factor include deep canopies, complex terrain or stormy seas, PBLs in very
stable stratification typical of winter time at high latitudes, and long-lived PBLs typical of polar
night (stable stratification) or polar day (unstable stratification), not to mention the
incapability of contemporary models to resolve the PBL upper boundary and to quantify vertical
exchanges between the PBL and free troposphere.

In numerical models, PBL can be considered as single layer (usually in global or simplified
models (see Deardorff, 1972; Mahrt, 1974; Smith and Mahrt, 1981)). In most regional models,
the PBL is resolved into several sub-layers to more realistically reproduce specific features over
complex terrain or across land-water borders characterized by large horizontal gradients of
meteorological variables (see overview in Sokhi et al., 2018). Traditionally, PBL consists of
three essentially different parts: roughness layer, surface layer, and PBL core:
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. Roughness layer, immediately adjacent to Earth’s surface, is defined for shallow
canopies as 0< z < zowhere zpis roughness length for momentum (usually an order
of magnitude larger than typical height of roughness elements, ho). Deep canopy
causes a kind of stagnation zone quantified by so-called displacement height, D
(essentially shallower than the canopy depth, hg), so that the roughness layer is
defined as 0 < z < (D+ zo) (e.g., Pielke, 2013).

. Surface layer is defined as the layer where vertical turbulent fluxes are practically
independent of height. It is described by the Monin-Obukhov (1954) similarity
theory (MOST). It is conventionally defined as the lower 10% of PBL.

. PBL core is defined as the upper 90% of PBL up to the PBL upper boundary.

Notably, the free troposphere above PBL is characterized by typically weak velocity shears and
very stable stratification, which strongly reduces the intensity of turbulence. This in turn
strongly reduces vertical exchange processes at the PBL upper boundary, so that any impacts
from Earth’s surface, such as warming or cooling, stronger or weaker surface drag, emissions
of pollutants, almost immediately affect the entire PBL, but penetrate into the free troposphere
with essential time lag and considerably weakened. Especially dramatic is the difference in
nature between the free troposphere and unstably stratified and, hence, strongly mixed PBL.
In this case, the PBL height is clearly seen in vertical profiles of mean potential temperature
and concentration of pollutants emitted at Earth’s surface (which almost completely remain
within PBL).

3.4.2 Representation of Interactions between Atmosphere and Various Earth Surfaces

Correct parameterizations of surface fluxes of heat, moisture, and momentum play a vital role
in modeling of practically all meteorological processes via the control of the mass energy, and
momentum exchanges between the atmosphere and Earth’s surface. Turbulent fluxes and
turbulent energies close to the surface and in the interior of the PBL, to a large extent, control
meteorological fields, namely, the mean flow and turbulent mixing. Hence in practice this
includes the transport and dispersion of pollutants, thermal and moisture regimes, and
practically the most important near-surface phenomena, such as fogs, frosts, storms and
gustiness essential for aviation, energy sector, transport and agriculture. Surface fluxes are
the key factors of initiation and development of hurricanes. Below, we briefly describe the
parameterization of turbulent fluxes over various surfaces of Earth for CW-AQF models.
Additional information can be found, e.g., in Chapter 3 of Sokhi et al. (2018).

In a broad framework, vertical turbulent fluxes of momentum (T o), heat (Ho), and moisture
(E o)-at Earth’s surface are calculated through the mean flow characteristics using the drag and
heat- or moisture-transfer coefficients derived from different (usually first-order) turbulence
closure models. Presently, only vertical turbulent fluxes are parameterized for the grids of
mesoscale models, whereas very little is known about horizontal fluxes. As emphasized by
Pielke (2013), subgrid-scale fluctuations of modeled variables can be of the same order or
even larger than resolvable variations. As an example, the resolved wind speed and
fluctuations of wind-speed could both be of the order of 5 m s™. Similarly, in a grid volume
with the averaged vertical wind speed close to zero, vertical turbulent heat flux can be
significant due to pronounced vertical-velocity and potential-temperature fluctuations
(especially in convective PBLS).

For homogeneous terrains the widely-used instrument for calculating surface fluxes is MOST
treated as a kind of first-order closure model and, thus, expressing turbulent fluxes via the
calculated vertical profiles of mean-flow parameters. Examples of the surface flux schemes
commonly used in mesoscale meteorological models, e.g., in the Weather Research and
Forecast (WRF) model, are discussed in Jimenez et al. (2012) and ARW-WRF (2015). Most
parameterizations, e.g., Blackadar (1962), MRF and Eta schemes, employ MOST. Instead, Burk
and Thompson (1989) PBL scheme, e.g., used in HIRLAM model, employs Mellor—Yamada
(1982) closure level-2.5 including the prognostic equation for turbulent kinetic energy (TKE).
Quante et al. (2009) and Gryning et al. (2011) have shown large spread in the ability of
models to calculate the surface fluxes of sensible heat and momentum. It is not surprising that
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modern NWP and CW-AQF models, e.g., WRF-Chem, are equipped with many different options
for the surface-layer scheme to be chosen by the user.

The following paragraphs briefly explore how different surfaces are treated in air quality
forecasting models.

Urban air pollution and atmospheric chemical transport models have different primary
requirements when including urbanization effects. These depend on the scale of the models
and functional requirements such as if they are to be used for forecasting or assessment, for
environmental and air quality applications or emergency preparedness. In the case of
incorporating urban effects into urban- and regional-scale atmospheric pollution models, a key
primary requirement is to improve the urban meteorological fields. Urban cases are essential
for air pollution forecasting applications, especially if the information is targeted at the public,
and considered separately in Section 3.3.

As forests are taller than other vegetation surface types, air flow is also subject to larger
aerodynamic roughness and displacement heights (Finnigan 2000; Dupont and Patton 2012).
Both height and density of the forest are important for the flow (Gayev and Hunt, 2007).
Forest canopy reduces shortwave radiation received on the ground but emits and absorbs
longwave radiation as a function of forest type, which is characterized by the leaf area index
(LAI). The aerodynamic and thermal parameters change during the year; for example, snow
cover strongly affects the surface albedo. Recent advances in micrometeorological studies
which have resulted in improved parameterizations (e.g., Ershadi et al., 2014) include: (i)
exchange of heat and moisture between trees and air, (ii) local momentum flux over the
forest, including stability effects on it, and (iii) transfer of solar radiation within the forest.

It seems that while there are improvements in horizontal resolution of models, less attention
has been paid to the treatment of surface heterogeneity within a grid square. Heterogeneity is
often present in a range of environments such as forest, field, swamp, and lakes with scales
smaller than a few kilometers. In particular for forests and cities many models do not take into
account certain important effects, such as displacement height; roughness sublayer, which
presents a major challenge for the parameterization of turbulent surface fluxes, especially in
conditions of stable stratification, when the constant-flux layer may be very thin or entirely
missing. Other effects that need further attention include:

. effects of forest on the transfer of longwave and shortwave radiation;

. simulation of vertical profiles within the forest (instead, the forest effects are
treated as a part of the exchange between the surface and the lowest model level,
even if the forest in reality reaches altitudes higher than the lowest model level);

. application of the tile/mosaic method in its simplest form, without paying attention
to the subgrid-scale variability at the lowest atmospheric model level.

Turbulent flux parametrizations over the inhomogeneous surface are realized in different
models through different surface layer formulations and canopy models (see overview in
Zhang, 2008; Kukkonen et al., 2012; Baklanov et al., 2014). Surface fluxes depend
considerably on the land cover. Some models only consider one land cover type per grid cell,
but others parameterize the effects of subgrid scale land use on turbulent fluxes (e.g.,
Schlinzen and Katzfey, 2003). Above the sea surface, drag is often parameterized using the
Charnock (1955) formula, due to missing wave data. It works reasonably well for flat coastal
regions, while for deeper water recent studies suggest a different approach (Foreman and
Emeis, 2010).
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3.4.3 Turbulence Closures and Boundary-Layer Parameterizations

The key aspect of PBL is its turbulent nature. Turbulence is several orders of magnitude more
effective at transporting quantities than is molecular diffusivity. It is turbulence that allows the
PBL to respond to changing surface forcing (as frictional drag, evaporation and transpiration,
heat transfer, pollutant emission, and terrain induced modification). As a result, about fifty
percent of the atmosphere’s kinetic energy is dissipated in the PBL. Understanding the PBL is
fundamental for the numerical modeling of meteorological and transport processes, from micro
to global scales.

The levels of turbulence in an atmospheric boundary layer with zero heat flux at the surface in
uniform, homogeneous, steady conditions are determined by the following fundamental
parameters (COST-710, 1998):

) wind velocity at the upper boundary of the layer (often identified with geostrophic
wind speed G);

) Coriolis parameter f quantifying the influence of Earth's rotation;

) roughness lengths for momentum and scalars characterizing the surface drag and

heat/mass transfer and dependent on the height and geometry of roughness
elements from very small (sand particles in a desert) to very large (buildings);

) the background thermal stratification of the atmosphere characterized by the
Brunt-Vaisala frequency in the atmosphere above PBL layer.

When the surface heating is non-zero, the surface heat flux H is the other driving force setting
up the structure of the boundary layer. During the day, when the flux of heat carried from the
surface into the atmosphere by convection is usually positive, the heat flux acts as an extra
source of turbulence over and above that caused by the wind. At night the heat flux is usually
negative, and this tends to drain energy down from the wind-induced turbulence, leading to
much reduced turbulence levels for a given wind speed. Since the interests of boundary layer
meteorology and dispersion modeling are in the main velocity and length scales, it is usual to
introduce a new length scale L~ into the equations describing wind, temperature, and
turbulence profiles. L~ is the Monin-Obukhov length, equal to u-*/H apart from some constant
of proportionality. In convective boundary layers it is usual to introduce the convective velocity
scale w=, which is proportional to (hH)3.

Most of the operationally-used closures employ the concept of down-gradient turbulent
transport, implying that turbulent fluxes are proportional to and oriented along mean gradients
of the transporting properties. The proportionality coefficients in such relations, called eddy
viscosity Ky, eddy conductivity Ky and eddy diffusivity Kp, are considered as the major (or
only) unknowns to be determined from turbulence closure theory. The modern content of this
theory is based on the paradigm originated from Kolmogorov (1941,1942). His turbulence
closure theory was based on (i) budget equation for the TKE, Ek, (ii) definition of turbulent
velocity scale, ur, as the square root of TKE: ur = Ex ** Prandtl’s vision of turbulent exchange
coefficients, Ku—~ Kn —Kp, as proportional to product urlr, where It is turbulent length scale
identified in neutrally stratified boundary-layer flow with the height over the surface, z. This

. . L 302
revolutionary idea has resolved the problem of dissipation rate of TKE: &y ~ EK /|T and
yielded constructive turbulence-closure theory for neutrally stratified sheared flows.

In due time, this vision of turbulence has revolutionized the understanding and modeling of
turbulence in neutrally stratified flows. Later on, followers of Kolmogorov have extended it
without proof to stably and unstably stratified flows. This extended version gave rise to the
streamline in turbulence closure theory, in particular, to the models in operational use. In
moderately stable or unstable stratifications this approach shows quite good results. However,
it fails in strongly stable stratification. In particular, the conventional approach erroneously
prescribes degeneration of turbulence in supercritical stratification typical of free troposphere
and ocean thermocline (yet corrected only approximately and without physical explanation).
Moreover, conventional theory and closure models become fully erroneous as applied to
horizontal diffusion in unstable stratification. The problem of stratified turbulence typical of the
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atmosphere problem is now being resolved — for stable stratification via the Energy- and Flux-
Budget turbulence closure theory (Zilitinkevich et al., 2007, 2009, 2013), and for unstable
stratification via the concept of self-organization of convective turbulence (Zilitinkevich, 2013).

Parameterization of processes in stable PBL constitutes a considerable source of uncertainty in
modeling air pollution. Despite their sophistication, schemes used in NWP models have
limitations, that are critical in CW-AQF applications. For example, CW-AQF models need
greater vertical resolution within PBLs and improved surface-layer parameterizations,
especially in urban-scale air-pollution modeling where low-level emissions (e.g., from traffic)
within the surface layer are typical.

3.4.4 PBL Height and Turbulent Exchanges through the PBL Upper Boundary

The PBL upper boundary acts as a barrier preventing (or strongly reducing) vertical dispersion
in most of air quality and dispersion models and essentially controlling extreme weather events

and microclimates in NWP and climate models. Methods of calculation of PBL height, hpBL ,

have been the subject of numerous theoretical and experimental studies since Ekman (1905),
who identified PBL as the steady-state boundary layer in rotating fluid and derived the

relation: hF,BL ~JKy I f, where KM is a reference value of eddy viscosity and f is Coriolis
parameter quantifying the effect of Earth’s rotation; and Rossby and Montgomery (1935)
whose formulation; hpBL ~ U*/ f , where U, is friction velocity, is still used in meteorological

practice as a rough approximation. In reality, the PBL height (as well as other features of PBL)
strongly depends on static stability. Its effect is traditionally characterized by just one

parameter: vertical turbulent flux of buoyancy at Earth’s surface, FB = (g /T)Fe +0.61gF ,
where g = 9.81 ms™ is the acceleration due to gravity, T is absolute temperature, Fg is vertical
turbulent flux of potential temperature, Fq is vertical turbulent flux of specific humidity.

Accordingly, the three basic types of PBL are distinguished, namely, stable: FB <0 reducing

turbulence, neutral: FB = 0, and unstable (or convective): FB >0 enhancing turbulence.

For convective PBL (CPBL), Zubov (1945) has derived prognostic equation for the CPBL height,
2 2

thBL, implying its growth until FB remains positive: dhCPBL/dt =2FB/N =0, where N is

Brunt-Vaisala frequency in the free flow beyond the ever developing CPBL. More general

formulation of the CPBL height equation accounting for turbulent entrainment and the CPBL
upper boundary can be found in Zilitinkevich (1991, 2012).

For the stable PBL (SPBL) that forms in the atmosphere over land after sunset due to the

change from FB >0 to FB <0 , Zilitinkevich (1972) has derived diagnostic formulation:
2 -1/2
Nsper = Copa U, (FB f )

, where CSPBL =0.5 is dimensionless empirical constant.

In later publications, it has been revealed that major properties of PBLs, in particular their
heights, are essentially different for the two principally different PBL types (Zilitinkevich and
Esau, 2002; Zilitinkevich et al., 2007): (i) Short-lived mid- and low-latitude continental PBLs
subjected to pronounced diurnal variations and, therefore, almost fully controlled by the

surface buoyancy flux, FB , and (ii) Long-lived high-latitudinal PBLs and PBLs over open ocean

keeping their type of stratification (stable or unstable) over long periods from several days or
weeks (over ocean) to more than a month (over both ocean and land during polar night or
polar day). We recall that long-lived PBLs are essentially controlled by persistent stable
stratification inherent to the free troposphere and characterized the Brunt-Vaisala frequency,
N, (typically of order 102 s™) which makes them very shallow and, hence, very sensitive to
any external impacts.
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In practical CW-AQF applications the height of PBL can be derived from meteorological
measurements as well as model data. Several methods have also been suggested based on
analysis of turbulence processes, e.g., see overview in: COST-710, 1998; Zilitinkevich and
Baklanov, 2002:

) Bulk Richardson number method;

) Gradient Richardson number method;

) Profiles of TKE, momentum and heat fluxes;
. Theoretical approaches.

For example, Gryning and Batchvarova (1990) have suggested an often used in models
analytical formulation for the CPBL height, z;, accounting for mechanical and convective

turbulence mixing and including a diagnostic parameterization for A6;in the jump model:

dt yh y Bzt (1)

dz; (1+2A)QO+ZB u’

where A and B are model constants, B is the buoyancy parameter and v is the potential
temperature gradient. Batchvarova and Gryning (1994) also introduced an additional

parameterization of AZ;, the depth of the entrainment zone.

In CW-AQF models the turbulent mixing takes place within the PBL and therefore the PBL
height is estimated at each time step in order to define up to which model level turbulence
mixing exists. When first order closure is used, the height of the PBL is an essential parameter
(implicit or explicit) in the description of mixing of meteorological properties (see overview in
Seibert et al., 2000).

3.4.5 Parameterizations of Radiation

The presence of longwave and shortwave radiation in the atmosphere profoundly influences
weather conditions and correspondingly atmospheric pollution processes in all spatial and
temporal scales. Differential heating of Earth's surface by the sun creates horizontal
temperature gradient, and thus pressure differences driving the circulation of the atmosphere.

Numerical weather prediction (NWP) models usually utilize two separate radiation schemes: for
the shortwave (SW) and for the longwave (LW) radiation. Shortwave and longwave radiation
schemes must both simulate the absorption of radiation by water vapor, ozone, carbon dioxide
(and other greenhouse gases), clouds, and Earth's surface. In addition, models must
demonstrate other phenomena such as reflection of radiation by clouds and Earth's surface,
scattering by clouds and aerosols, and re-emission of longwave radiation by greenhouse gases
(see also Section 3.8). Radiation schemes, although different in various models (see overview
and Tables for different AQF models in Kukkonen et al., 2012; Baklanov et al., 2014), perform
similar functions. Dealing appropriately with the energy input and the energy budget of the
atmosphere is essential for the accuracy of model results. Most radiation schemes currently
used are column (one-dimensional) schemes, so each column is treated independently, and
the fluxes correspond to those in infinite horizontally uniform planes, which is a good
approximation if the vertical thickness of the model layers is much less than the horizontal grid
length. This assumption would become less accurate at high horizontal resolution.

In the case of meteorological models used as the drivers (i.e., for offline models) or as host
models (i.e., for online models) for CW-AQF, the formulation of the radiation parameterization
is of lesser importance in terms of atmospheric dispersion, although the methodology of
coupling constant value (J) calculation in chemical solver might have significant impacts on
modeled chemical processes. The concentrations and the distribution of the trace species that
affect the radiative transfer in the atmosphere is derived from the climatological datasets.
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As the understanding of the radiative properties of chemical compounds (especially aerosols)
increases as well as the continuous increase in available computation resources, further
additions and improvements can be introduced to radiation schemes. The ongoing
development of the fully-coupled online atmospheric modeling systems focuses mainly on
feedback, namely, the effects of the scattering on aerosols as well as absorption of
atmospheric gases are treated interactively. Studies with the advanced coupled CW-AQF
models show the mechanism and the magnitude of meteorological and chemical responses to
aerosol radiative forcings. During short-term air quality episodes, the interactive treatment of
the direct aerosol effect leads to a decrease in the solar radiation flux, a decrease in the
daytime diurnal temperature amplitude, an increase in night-time temperature, and a decrease
in the PBL height (see Section 3.8).

3.4.6 Parameterization of Convection and Clouds

A correct representation of convection in NWP, air quality, and climate models has long been
recognized as one of the most important challenges in meteorological research. Cloud
processes are extremely important for air quality as well as for weather prediction. Clouds
couple dynamical and hydrological processes in the atmosphere and on the ground through the
heat of condensation and evaporation, through redistributions of sensible and latent heat and
momentum, and through precipitation. Clouds also may be the most important link between
weather/air quality and climate by coupling radiative, microphysical, and aerosol processes in
the atmosphere through the reflection, absorption, and emission of radiation as well as the
interaction of cloud condensation nuclei (CCN) with the microphysical properties. Additionally,
photolysis rates directly influence chemical transformations, and wet deposition by rainout
removes pollutants. Even though most of these processes are highly coupled, most modeling
systems artificially separate them, or leave some of them out completely.

Clouds span many different scales of motion, starting from shallow convection, deep
convection, and larger-scale stable stratiform clouds. Almost all types of clouds require some
type of parameterizations, even in the most high-resolution NWP models. The increase in
resolution of the models, however, has introduced additional problems for cloud
parameterizations. As the grid resolution increases, more and more of the convective clouds
can be resolved by the model. The resulting heating and moistening profiles from the
microphysics in a cloud resolving model are very different than the tendencies from a
convective parameterization. A large part of the parameterized heating and drying tendencies
are caused by compensating subsidence. In cloud resolving models the subsidence is caused
by explicit vertical motion away from the heat and moisture source from the microphysical
parameterization. This scale separation problem is one of the biggest challenges with current
NWP and online integrated CW-AQF models. Previously, clouds were commonly classified as
(a) large scale stable precipitating clouds, (b) deep convective clouds, and (c¢) shallow non-
precipitating convection. With the increase in resolution (b) are now partially resolved in NWP
models. A better classification - which is used in models (Sokhi et al., 2018) - would therefore
be:

(1) Unresolved precipitating convective clouds;

(2) Resolved precipitating and non-precipitating clouds (microphysical
parameterizations);

(3) Non-precipitating shallow convection.

Classes (1) and (3) require convective parameterizations, (2) and possibly (1) require
microphysical parameterizations. The most difficult challenge is usually the parameterization of
precipitating convective clouds (1). Additional attention will be given to parameterization of
cloud cover, which is a very important parameter for air quality and climate applications, since
it links the clouds with the radiation schemes (both atmospheric radiation and photolysis
schemes). In Sokhi et al. (2018), different approaches for (1) through (3) are described. While
a number of studies focusing on specific aspects of convection are cited in the following
sections, the reader is directed to works that provide an overview of convection
parameterization for online CW-AQF, meteorological and climate models (e.g., Plant and Yano,
2015; Yano et al., 2015 and references therein).
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Mechanisms of interaction of clouds with aerosols and gases are also one of the key
components of modern CW-AQF and NWP models. These issues are considered in Section 3.9.

3.4.7 Summary

o Adequate representation of atmospheric PBL processes is crucial for numerical
modeling of weather, climate, air pollution, and atmospheric dispersion.

) Development of and requirements to advanced PBL parameterizations in NWP and
CW-AQF models are closely connected with advances in computing capability, so
should be fit for purpose and for computer possibilities.

o The section considers key PBL processes described or parameterized in
meteorological and atmospheric pollution models for CW-AQF.

. Representation of interactions between atmosphere and various Earth surfaces in
CW-AQF models requires different schemes of turbulence closure and
parameterizations of surface and boundary-layers.

) PBL upper boundary acts as a barrier preventing (or strongly reducing) vertical
dispersion in most air quality and dispersion models, so the PBL height is extremely
important for CW-AQF modeling.

o Parameterizations of radiation processes, convection and cloud microphysics are
also important for CW-AQF.
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3.5 Atmospheric Chemistry
3.5.1 Introduction

Atmospheric chemistry is important because it affects the production, loss and concentrations
of ozone (0O3), particulate matter (PM), atmospheric acids and other air pollutants. Important
chemistry occurs in the gas-phase, aqueous-phase and heterogeneously (multiple phases are
involved). Much of the gas-phase chemistry involves the oxidation of nitrogen oxides (NOx =
NO + NO3) and volatile organic compounds (VOCs). Gas-phase chemistry plays a key role in
determining the lifetime and distribution of Oz, hydrogen peroxide (H»>0,) and other oxidants.
Other gas-phase oxidants include the hydroxyl radical (HO) and the hydroperoxyl radical
(HO>); intermediates that are collectively known as odd hydrogen (HOx). The gas-phase
reactions that produce Oz, H>0, and inorganic aerosols are linked to the chemistry that occurs
in the aqueous and heterogeneous phases. HO reacts with NO, and SO- to produce nitric acid
and sulfuric acid which both react with ammonia (NHs) to produce ammonium nitrate,
ammonium bisulfate and ammonium sulfate. Sulfuric acid, ammonium nitrate, ammonium
bisulfate and ammonium sulfate are constituents of secondary inorganic aerosols. The gas-
phase reactions of HOx with VOCs may lead to the formation of secondary organic aerosol
(SOA). Different gas-phase chemical mechanisms may lead to different predictions of gases,
aerosols, and the resulting aerosol direct and indirect effects that will in turn affect the
radiation, cloud and precipitation formation, as well as climate. Aqueous-phase chemistry can
occur in various hydrometeors such as cloud, rain, and fog droplets following the dissolution of
gas-phase species. Heterogeneous reactions involving two or more phases such as gas and
aqueous-phase or solid phase may also occur at the surface of fog or cloud droplets and
aerosol particles. Similar to gas-phase reactions, aqueous-phase and heterogeneous reactions
can produce or consume the mass of a chemical species, therefore affecting their atmospheric
concentrations and lifetimes. Many of these reactions also produce acids that result in acidic
precipitation and acid deposition (Calvert et al., 2015; Seinfeld and Pandis, 2016). The
aqueous-phase production of acids on cloud water droplets and aerosol particles adds mass to
particles but it does not create new particles (Calvert et al., 2015). In this Section, the
fundamentals of atmospheric gas-phase, aqueous-phase, and heterogeneous chemical
reactions are introduced. Major gas-phase, aqueous-phase, and heterogeneous chemical
mechanisms that are most commonly used in CW-AQF models are described.

3.5.2 Gas-Phase Chemistry Related to Tropospheric Ozone and Particulate Matter
Formation

The photolysis of nitrogen dioxide, ozone, formaldehyde and other aldehydes are major causes
of photochemical air pollution in urban regions (Gao et al., 1995; Calvert et al., 2015). Four of
the most important reactions are given below:

NO, + hv — NO + O(°P) (1)
Os + hv - O(*D) )
CH20 + hv = H + CHOe (3)
CHsCHO + hv — CHze + CO (4)

In these reactions the symbol hv indicates that the reaction is photochemical; NO: is nitrogen
dioxide; NO is nitric oxide; O(®P) is a ground state oxygen atom, Oz is ozone, O(*D) is an
energetically excited oxygen atom; CH>O (or HCHO) is formaldehyde; H is a hydrogen atom;
CHOe is a formyl radical; CH3CHO is acetaldehyde; CHze is a methyl radical and CO is carbon
monoxide. The formyl radical and the methyl radical are examples of free radicals and these
react rapidly with atmospheric molecular oxygen (O2) as discussed below (Calvert et al., 2015)
to produce CH>0 and CH30.. Also, the H atom combines quickly with O, to form the HO»
radical.
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One of the most important factors in determining the importance of an atmospheric reaction is
its rate. The calculation of reaction rates is very necessary in air quality models to forecast air
d[x]

quality. The rate of a photolysis reaction, 0 is given by the concentration of the photolysing

compound, [X] and the reaction’s photolysis frequency, J, as shown below (Kim et al., 2007),

d[x]

Bojx G

The unit of J is reciprocal time such as s, and therefore, %, is in units of concentration per

unit of time, such as molecules s™.

Radiation transfer models are used to estimate photolysis frequencies for air quality modeling
(Madronich, 1987). A photolysis frequency at any point in the atmosphere is determined by the
flux of photons entering an infinitesimal sphere surrounding the point and by two sets of
molecular properties: absorption cross-sections and quantum yields. Briefly, photons must be
available, they must be absorbed, and they react following the probability of the process.

The photon flux, absorption cross-sections and quantum yields are all wavelength-dependent.
The equation given below is used to calculate photolysis frequencies and it is integrated
between the wavelength limits of the available photon flux, 1, to 4,,

J= fffl(/l) x 6(A,T,P) x ¢(4,T)dX  (6)

This photon flux is commonly known as spectrally resolved solar actinic flux or more simply,
actinic flux and it is defined by the following equation (Madronich, 1987; Kin et al., 2007),

I =], L(L6,p)do  (7)

where L(4, 0, ¢) is the solar radiance at wavelength 4, 6 is the angle between the incident solar
beam and a line normal to the surface and ¢ is the azimuth angle. The integral of the solar
radiance is integrated over a spherical solid angle, w = 4n. Photolysis frequencies depend only
on the absorption of photons by a molecule and not on their specific path. The solar radiation
entering Earth’s atmosphere is known as the extraterrestrial flux. Absorption and scattering by
atmospheric gases, clouds, and other PM impact the downward and upward welling
components of the solar radiance. For example, the absorption of radiation by ozone prevents
highly energetic radiation from reaching Earth’s surface. At Earth’s surface there is very little
radiation below 300 nm (Calvert et al., 2015). Another important component of upward welling
components is the reflection of solar radiation from Earth’s surface and this is strongly affected
by the surface albedo. The surface albedo varies greatly depending on location. For example, it
is very high (i.e., close to 1) for snow covered surfaces and very low (close to 0) for dark sooty
surfaces (Madronich, 1987). A typical unit of actinic flux is photons cm™, s*, nm™ where nm™
is the spectral resolution of the flux.

Absorption cross-sections and quantum yields are obtained from laboratory measurements.
The absorption cross-section is the absorption spectrum of a gas (with absorption defined in
terms of natural logarithms) given in units of area such as cm?. Absorption cross-sections are
wavelength-dependent and, for some gases, absorption cross-sections are pressure- and
temperature-dependent, o(1.T, P). The quantum yield is the probability that a gas will react
through a specified process following the absorption of a photon, ¢(4,T), it is wavelength-
dependent and it is dimensionless. Quantum yields may be temperature-dependent. The
relative importance of a photolysis pathway depends on the wavelength of the absorbed
radiation. For example, formaldehyde has two different photolysis reactions; one that produces
radicals and another that produces the molecular products CO and molecular hydrogen (H2). At
some wavelengths the radical producing path is the dominant reaction pathway while at others
the molecular product producing pathway is dominant.
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Prognostic air quality models must utilize chemical mechanisms for ozone and PM. Photolysis
of NO: by ultraviolet radiation from the sun is the major source of ozone in the lower
troposphere (Stockwell et al., 2012; Calvert et al., 2015). The photolysis of NO, produces NO
and O(C3P) that reacts with O; to yield Oz. The overall process is pressure dependent because a
third molecule (M) such as N2 or O is required to stabilize the formation of Oz by carrying
away excess energy from the collision that produces Os. These processes are represented by
reactions 8 and 9,

NO, + hv — NO + O(?P) (8)
OCP) + Oz (+ M) - Oz (+ M) 9

Reaction 9 is very fast due to the high oxygen concentration in the troposphere, therefore,
reactions 8 and 9 may be combined to give reaction 10 as the overall reaction,

NO, + hv (+ O, + M) - NO + O (+ M)  (10)

These reactions alone are insufficient to produce much Os in the troposphere because NO
reacts with O3z to reproduce NO, and O.. Additional chemistry that leads to the conversion of
NO to NO: is required to produce high Oz concentrations,

Oz + NO — NOz + O (11)

Because of the relationship between NO and NO, the total sum of their concentrations is
referred to as NOx and it will be seen that NOx can be considered as a catalyst for tropospheric
ozone production.

Suppose the rate of O3 formation by reaction 10 is equal to its destruction rate by reaction 11.
The following equation may be written,

Ino2[NO,]| = k[05][NO] (12)

where ], is the photolysis frequency of NO,, [NO,] is the concentration of NO, k is the rate
coefficient of reaction 11, [0;] is the concentration of Oz and [NO] is the concentration of NO.
Rearranging reaction 5 yields the ozone photo-stationary state equation (e.g., Stockwell et al.,
2012),

[0,] = 1oz [NO:] (13)

kK [NO]

Equation 13 is an approximation, but it provides important insights into tropospheric ozone
production. The Oz concentration is directly related to J,,,. Jyo2 IS related to solar radiation.
Higher O3 concentrations are related to higher rates of NO, photolysis and this increases with
higher levels of solar radiation flux. The O3z concentration is also related to the concentration
ratio of NO, to NO. Chemical processes that convert NO to NO; produce greater O3
concentrations. This occurs because greater NO, concentrations increase the rate of production
by reaction 10 and lower NO concentrations decrease its destruction rate by reaction 11. This
chemistry involves NOy, HO, VOCs, and peroxy radicals (Stockwell et al., 2012; Calvert et al.,
2015).

The hydroxyl radical is produced during the daytime by the photolysis of ozone, CH>O and
subsequent reactions of their reaction products (Stockwell et al., 2012; Calvert et al., 2015).
Additionally, some HO is produced through the photolysis of nitrous acid (HONO) during the
early morning hours. Some HO is produced during the day and night-time by reactions of
ozone with alkenes.

One of the photolysis reactions of Os produces an excited oxygen atom, O(*D),

Oz + hv - O(*D) + 02 (14)
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Most of the excited oxygen atoms collide with O», N> and other air molecules to lose energy to
become ground state oxygen atoms that react to reproduce O3 by reactions 15 and 16,

O(*D) + 02 - OCP) + Oz (15)

O(*D) + N2 - OC3P) + N2 (16)

A few of the excited oxygen atoms react with water vapor to produce HO,

O(*D) + H20 — 2 HO (17)

Photolysis of CH>O also leads to the production of HO. There are two photolysis reactions of
CH>0; one of these reactions produces atomic hydrogen and a CHO radical. Both react with O,
to produce the hydroperoxy radical (HO2) (Calvert et al., 2015),

CH20 + hv — He + CHOe (18)
He + O, — HOze (19)
CHOe + O3 — HOze + CO (20)

The hydroperoxy radical reacts with NO to convert it to NO, and to produce HO (Calvert et al.,
2015),

HO2e + NO — HOe + NO (21)
Reaction 21 is very important because it converts large amounts of NO to NO; that produces
O3 while also producing HO.

Hydroxyl radicals react with VOCs (also referred to as reactive hydrocarbons (RH)) to produce
organic peroxy radicals (RO-), reactions 22 and 23. For hydrocarbons R represents an alkyl
radical that reacts to produce an organic peroxy radical.
HO + RH - R + H,0O (22)
R + O - RO (23)
Organic peroxy radicals react with NO to convert it to NO, and in the case of hydrocarbons an
alkoxy radical (RO) is produced,
ROz + NO — RO + NO; (24)

These reactions increase NO, concentrations and increase the rate of Oz production through
photolysis. Lower NO concentrations result in lower rates of Oz loss through reaction 11. The
resulting increase in the rate of Oz production and the reduced rate of O3 loss results in
increases in O3z concentrations. Therefore, O3 concentrations depend very strongly on both NO
and VOCs (Stockwell et al., 2012).

The RO may react with O, to produce carbonyl-containing compounds such as aldehydes
(compounds with an HCO group) or ketones (compounds with a CO group). In reaction 25
these compounds are represented by CARBONYL,

RO + O, > CARBONYL + HO,  (25)

Aldehyde and ketones react further with HO or photolyse to produce additional peroxy radicals
that lead to the production of Os. For example, one of the photolysis reactions of formaldehyde
produces hydroperoxy radicals that convert NO to NO,
HCHO + hv —» H> + CO (26)
HCHO + hv (+202) —» 2 HO, + CO 27)
HO> + NO —» HO + NO3 (28)
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Higher molecular VOC may have much more complicated reaction mechanisms that include
rearrangements, fragmentation and the formation of organic nitrates that occur in the
oxidation reactions of high molecular weight organic compounds (Calvert et al., 2015). The
overall tropospheric production of O3 is a chain mechanism where HO radicals are produced
and react with VOCs to produce organic peroxy radicals and the hydroperoxy radical. The
peroxy radicals convert NO to NO, and reproduce HO radicals. The produced NO, photolyses to
produce more ozone. Different organic compounds have different degradation mechanisms
where each VOC produces different numbers of NO to NO, conversions and so each organic
compound produces different amounts of ozone. Table 3.7 shows some of the most important
gas-phase reactions that affect ozone concentrations.

3.5.3 The Relationship Between Gas-Phase Chemistry and Particulate Matter Production

Chemical reactions involving NOx and VOCs produce low vapor products that condense to form
secondary PM s (Saunders, 2017; Stewart, 2017). Reactions of NOx and VOCs lead to the
production of Oz and HO radicals. The HO radicals initiate reactions with NO,, SO,, and VOCs
to produce PM2 . HO reacts with NO» and SO, to produce nitric acid (HNO3) and sulfuric acid
(H2S0,) that react with atmospheric ammonia (NH3) to produce chemical components
contributing to PM5 s,

HO + NO> - HNOs (29)
HO + SO (02, H20) — H2S04 (|) + HO> (30)

Note that the H>SO4 produced by reaction 30 immediately condenses into a liquid aerosol.
Ammonium bisulfate (NH4sHSO4), ammonium sulfate ((NH4)2SO4) and ammonium nitrate
(NH4NO3) aerosol particles are formed when ammonia reacts with HNO3s and H>SO4 through
reactions 31 — 34,

NHs (g) + H2SO4 (I) — NH4HSO4 (s) (31)
NHs (g) + NH4HSO4 (s) — (NH4)2S04 (s)  (32)
NHs (g) + HNOs (g) < NH4NOs (g) (33)
NH4NO3 (g) < NH4NOs (s) (34)

where reactions (31) - (33) are heterogeneous reactions involving two different phases and <
indicates a chemical equilibrium. The extent of the reactions that produce aerosol particles
consisting of NH4HSO4, (NH4)>S04, and NH4sNO3; depends on the relative concentrations of
HNO3, H>SO4 and NHs, relative humidity, and temperature (Kim et al., 1993a, b; Kim and
Seinfeld, 1995; Kuhns et al., 2003). No NH4NOs3 is formed until almost all of the available
sulfate (S0.) reacts (Seinfeld and Pandis, 2016). When NH4NOs is formed its partitioning
between the gas and solid aerosol phases is a function of temperature and relative humidity.
Cooler temperatures and higher humidity favor the partitioning of NH4sNO3 to the solid aerosol-
phase (Kim et al., 1993a, b; Kim and Seinfeld, 1995). Therefore, the season for high aerosol
concentrations occurs during late fall and early for urban regions, such as Los Angeles.
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Table 3.7 A summary of highly significant reactions that affect ozone concentrations
over a range of polluted conditions

Full results are presented in Gao et al. (1995) and Calvert et al. (2015). The order represents
the relative importance of the reaction or process.

Relative .
Importance REEEE
Xylene + HO — RO, + products

2. HO + NO2 (+ O2) - HNO3
3. NO2 + hv —» Oz + NO
4, O3z + NO - NO2 + O2
5. CH20 + hv (+ 2 02) > 2 HO2 + CO
6. RO, (from primary alkenes) + NO — NO> + products
7. RO (from xylene) + NO — NO> + products
8. CH3CO3z + NO —» NO> + CH30, + CO>
9. CH3CO3 + NO> — PAN
10. RO (from ethene) + NO — NO + products
11. DCB (dicarbonyl compounds from aromatic oxidation) + hv —» RO
12. PAN — CHz3COsz + NO>
13. HO + CO (+ 0z) > HOz + CO»
14. HO> + NO - HO + NO>
15. Oz + hv » O(*D) + O3
16. O(*D) + H20 — 2 HO
17. RO (from alkanes) + NO — NO_ + products

The reactions of HO with higher molecular VOCs lead to the production of highly oxygenated
organic compounds with low vapor pressure that condense to produce SOA (Donahue et al.,
2006; Zhang et al., 2007; de Gouw et al., 2008; Lee-Taylor et al., 2011). These VOCs are
oxidized through reactions that are the same or similar to those that produce Oz by converting
NO to NO», reactions 22 — 25 (Lee-Taylor et al., 2011). Additional oxidation of alkenes may
occur through ozonolysis or additional reactions with nitrate radical (NOs) to the alkene’s
double bonds. High molecular weight VOCs may undergo multiple oxidation cycles that produce
oxygenated compounds with high molecular weights and low vapor pressures (Fuentes et al.,
2000).

SOA consists of many organic compounds (Ketseridis et al., 1976; Middlebrook et al., 1998;
Hamilton et al., 2004; Lee-Taylor et al., 2011) and measurements show that a large fraction of
SOA are composed of organic compounds with more than six carbon atoms (Volkamer et al.,
2006; Hallquist et al., 2009; Hodzic et al., 2010a, b; Virtanen et al., 2010; Lee-Taylor et al.,
2011; Zhang et al., 2013). Higher molecular weight VOCs with greater numbers of carbon
atoms (Ci1 to Cus) are important precursors for the formation of SOA. These VOCs are emitted
by anthropogenic and biogenic sources (Heisler and Friedlander, 1977; Pandis et al., 1991,
1992; Turpin et al., 1991; Griffin et al., 1999; Aumont et al., 2000; Claeys et al., 2004;
Goldstein and Galbally, 2007; de Gouw and Jimenez, 2009; Lee-Taylor et al., 2011). Many of
the compounds emitted from biogenic sources are alkenes (Fuentes et al., 2000). There
remains much to be learned about this organic chemistry and more detailed treatment of the
chemistry and vapor pressure of products improves model performance for SOA (Lee-Taylor et
al., 2011).
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Meteorology is another very important factor that affects the concentrations of Oz and PM
(Calvert et al., 2015). Summer days that are warm, clear and with calm winds are associated
with stagnant high-pressure conditions and absence of cloudiness. On these days NOx and VOC
concentrations rise in a polluted urban atmosphere and the resulting photochemistry increases
O3 concentrations. On the other hand, cool fall days are associated with low mixing heights
and cooler temperatures promote the condensation of ammonium nitrate particles from gas-
phase ammonia and nitric acid (Kim et al., 1993a, b; Kim and Seinfeld, 1995; Kuhns et al.,
2003) and these conditions can cause dangerously high concentrations of PM. High Oz and PM
days are associated with health effects that are observed particularly in sensitive populations.
Therefore, air quality modeling systems that combine meteorology, emission source modeling,
and atmospheric chemistry are used to predict the concentrations of air pollutants that include
ozone, and particulate matter (Stockwell et al., 2012).

3.5.4 Gas-Phase Chemistry Mechanisms for Air Quality Modeling

The treatment of organic compounds is the major difference between the gas-phase chemical
mechanisms used for air quality forecasting. Millions of reactions and chemical species would
be required to completely describe the gas-phase organic chemistry of the atmosphere.
Therefore, aggregated mechanisms are used where groups of similar chemical compounds are
aggregated into the model species. Table 3.8 lists some of the available gas-phase
mechanisms for air quality forecasting. Using a box model, Knote et al. (2014) intercompared
seven gas-phase mechanisms that are commonly used in 3-D CW-AQF models including
CBO5CIx, CB0O5-TUL, CBM-Z, RADM2, RADMK, RACM-ESRL, and MOZART-4.

They reported differences in predicted Oz, HO2, HO, NOx, PAN, and CH2O are 4 ppbv (by 5%0),
20%, 40%, 25%, 50%, and 20%o, respectively, among all selected mechanisms. Largest
differences (by 100%) are found for major species involved in the night-time chemistry such
as NOz and N»Os and BVOCs such as isoprene. These results indicate that the choice of gas-
phase mechanism introduces non-negligible uncertainty in not only the gas-phase
concentrations of gaseous and radical species, but also the concentrations of secondary aerosol
species.

Several most commonly-used gas-phase mechanisms are described below.
3.54.1 Carbon Bond Mechanisms

The Carbon Bond series of mechanisms was based on a very innovative approach to the
treatment of atmospheric chemistry of the polluted urban atmosphere (Whitten et al., 1980;
Whitten et al., 1999). The Carbon Bond Mechanism series began with an aggregated-structure
approach where model species represent concentrations of constituent molecular groups
regardless of the molecule to which they are attached.

For example, the hundreds of organic compounds consisting of only hydrogen and carbon
atoms, linked together by single bonds (alkanes), might be grouped into the model species
PAR. Among the species included in the Carbon Bond Mechanism are PAR (alkane carbon
atoms), OLE (double bonded carbon atoms), ARO (aromatic rings) and CAR (carbonyl group).
As a further example, imagine that there is a mixture that consists of 1.0 ppmV of butane
(CH3CH2CH>CH3) and 1.0 ppmV of propene (CHsHC=CH). The butane is represented by 4.0
ppmC PAR and the propene is represented by 1.0 ppmC PAR and 1.0 ppmC OLE so the mixture
is represented as a total of 5.0 ppmC PAR and 1.0 ppmC of OLE. The original Carbon Bond
approach had several advantages that include its relative ease in grouping emissions into
model species, the conservation of carbon atoms and the relatively low number of chemical
species required to represent atmospheric organic chemistry.

Although the Carbon Bond results in forecasts that are less accurate than other mechanisms
(Sarwar et al., 2013), the Carbon Bond is popular among air pollution meteorologists because
of its relative ease of use and its lower demands on computational resources due to its
relatively small size, resulting in comparatively faster model execution times.
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Table 3.8 Gas-phase chemical mechanisms used in 3-D air quality models (modified from Baklanov et al., 2014)

The symbol + indicates that the information was not apparent from the mechanism description.

Number of

Number of Number of

Number of

No. Mechanism Chemical Chemical PINSIEENENT] R EEeE Aque_ous Model(s) Reference
. - cal eous Chemistry
Species Reactions . .
Reactions Reactions
1 ADOM-I1b 50 100 + NA NA GEM Venkatram et al.
(1988)
2 CACM 189 349 + NA NA Meso-NH, CMAQ-MADRID Griffin et al. (2002)
3 CBM-1V/CB4 33 70 11 NA NA NMMB/BSC-CTM, BOLCHEM, Gery et al. (1989)
RACMO2/LOTOS-EUROS, WRF-
Chem
4 CBM-05/CB05 52 133 23 NA NA NMMB/BSC-CTM, WRF-CMAQ, C- Sarwar et al. (2008)
IFS, CAMx
5 CBM-Z 55-56 156 + NA NA RegCM-Chem, Enviro-HIRLAM, Zaveri and Peters
WRF- Chem (1999)
6 CBO6 77 190 28 NA NA CAMXx Yarwood et al.
(2010)
7 GACM 107 352 41 NA NA WRF-Chem Saunders (2017)
8 GEOS-CHEM 80 >300 + N20s & NO3 NA RegCM-Chem Bey et al. (2001)
—> HNO3 in
sulfate
9 CRIMech 240 652 + NA NA WRF-Chem Watson et al. (2008)
10 EMEP- 69 137 26 NA NA EMEP MSC-W Simpson et al.
EmChem09 (2012)
11 MECCAl 116 295 + NA NA MESSy(ECHAMS5) Sander et al. (2005)
12 MELCHIOR1 87 =300 HONO NA MELCHIOR Lattuati (1997)
formation
from
deposition
of NO2 on
wet

surfaces
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NMIAECE @1f - NV @f P%%Tokz:?]re(:i Hgtrgk:gr;rf Aqueous
No. Mechanism Chemical Chemical 9 que Model(s) Reference
. - cal eous Chemistry
Species Reactions . .
Reactions Reactions
13 MELCHIOR2 <87 ~120 + HONO NA MELCHIOR Derognat et al.
formation (2003)
from
deposition
of NO2 on
wet
surfaces
14 MOZART2 63 132 32 N2Os & NOs3 NA ECHAM5/6-HAMMOZ Horowitz et al.
on sulfate (2003)
15 MOZART3 108 218 18 71 NA IFS-MOZART Kinnison et al. (2007)
16 MOZART4 85 157 39 4 NA ECHAM5/6-HAMMOZ, WRF-Chem Emmons et al (2010)
17 NWP-Chem 17-28 27-32 4 NA 17 Enviro-HIRLAM v1 Korsholm et al.
(2008)
18 RADMK 86 171 22 1 NA COSMO-ART Vogel et al. (2008,
2009)
19 RADM2 63 136 21 NA NA MCCM, M-SYS, REMO, WRF- Stockwell et al.
Chem, M-SYS (1990)
20 RACM 77 214 23 NA NA COSMO-LM-MUSCAT, MCCM, Stockwell et al.
Meso- NH, RegCM-Chem, (1997)
MEMO/MARS, WRF- Chem
21 RACM2 119 321 42 NA NA CMAQ, WRF-Chem, Polair3D Goliff et al. (2013)
22 RACM-MIM 84 221 23 NA NA MCCM, WRF-Chem Geiger et al. (2003)
23  RAQ (plus 61 115 23 NA SO, MetUM Collins et al. (1997;
CLASSIC) Oxidation 1999)
by H202 &
Os
24  RelLACS 37 128 NA NA Meso-NH Crassier et al. (2000)
25 ReLACS2 82 343 NA NA Meso-NH Tulet et al. (2006)
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NMIAECE @1f - NV @f P%%Tokz:?]re(:i Hgtrgk:gr;rf Aqueous
No. Mechanism Chemical Chemical 9 ques Model(s) Reference
. - cal eous Chemistry
Species Reactions . .
Reactions Reactions

26 RelLACS-AQ 41 128 + NA Detailed Meso-NH Crassier et al.
Ag. phase (2000), Leriche et al.
chemistry (2013)

27  SAPRC90 SOA 43 131 16 NA NA BOLCHEM Carter (1990)

28 SAPRC99 72 182 35 NA NA RAMS/ICLAMS, CMAQ, CAMX, Carter (2000)

WRF-Chem
29 SAPRCO7 44-207 126-640 + NA NA CMAQ, CHIMERE Carter (2010)
30 StdTrop 42 96 25 NA SO, MetUM Law et al. (1998)
(plus Oxidation

Os
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More recent versions of the Carbon Bond Mechanism rely less on the original Carbon Bond
approach and more on an aggregated-structure approach because constituent groups on the
same molecule and the total molecular weight strongly affect atmospheric chemistry (Gery et
al., 1989; Yarwood et al., 2005a, b). In the Aggregated Molecule Approach similar chemical
compounds are aggregated into grouped model species. Although the Carbon Bond
Mechanisms work reasonably well for ozone, a mechanism with a pure aggregated-structure
approach cannot model the formation of secondary aerosol well because of the importance of
the molecular weight of an organic compound in determining its vapor pressure. However,
minor modifications to recent versions of the Carbon Bond Mechanism allow them to estimate
secondary organic aerosol concentrations very similar to those of more complex mechanisms
(Kim et al., 2011).

Three specific carbon bond mechanisms are discussed in modeling scenarios below. These
include the Carbon Bond Mechanism (CBM-Z), the Carbon Bond Mechanism, Version 5 (CB0O5)
and the Carbon Bond Mechanism, Version 6 (CBO6).

o CBM-Z with the Computationally Rapid Radical Balance Method (RBM)

CBM—Z was developed by Zaveri and Peters (1999) and it is based on the Carbon Bond
Mechanism version 4 (CB04; Gery et al., 1989). CB04 was originally designed for the modeling
of highly polluted urban regions. CBM—Z was designed to be computationally faster than other
mechanisms while applying to larger spatial regions and longer timescales that are necessary if
it is to be used to model regional domains. Regional domains include areas with lower levels of
emissions and lower concentrations of nitrogen oxides. Therefore CBM—Z has more detailed
chemistry than CB04 that includes revised inorganic chemistry and explicit treatment of less
reactive organic compounds, such as methane and ethane. Compared to CBO4, CBM—Z
includes improved parameterizations of alkenes, aromatics, isoprene (a biogenically emitted
compound). CBM—Z includes a more detailed treatment of the interactions of organic chemistry
with nitrogen compounds such as nitrate radical and it includes the formation of organic
nitrates.

CBM—Z simulations were compared with simulations made with CBO4 and another regional
scale mechanism, the Regional Acid Deposition Mechanism, version 2 (RADM2; Stockwell et
al., 1990). The simulations were made for a period of thirty simulated days for a number of
hypothetical urban and rural scenarios. CBM—Z and RADM2 mechanisms produced results that
were within 20% of each other while there were significant differences between CBM—-Z and
CBO0O4. The simulations made with CBM—Z required somewhat less computational time than
those made with RADM2. The computationally rapid Radical Balance Method (RBM; Sillman,
1991) has been used in air quality models with the CBM—Z mechanism to reduce the
computational time required for air quality model simulations (i.e., Shalaby et al., 2012).

. CBO5 and CB06

CBO5 (Yarwood, et al., 2005a) was developed from the earlier CB0O4 (Gery et al., 1989) as
corrected by Milford et al. (1995) and its more recent updates (Yarwood, et al., 2005b). CB0O5
included updated rate coefficients. More significantly, although CB04 was focused on urban
regions, CBO5 was designed to apply to conditions ranging from urban to remote. This means
that CBO5 may be used in models to simulate air quality over the regional scale. This required
several important additions to CB04 to develop CBO5. The standard CBO5 mechanism is
composed of 51 model species and 156 reactions. The mechanism was evaluated by
comparing its simulation with environmental chamber data obtained from the University of
North Carolina and the University of California at Riverside.

In order to extend the Carbon Bond Mechanism to a wider range of atmospheric conditions a
number of inorganic reactions were added (Yarwood et al., 2005a). Similar to CBM-Z, explicit
methane and ethane organic chemistry is included in CB0O5. Explicit treatment of the
methylperoxy radical was included to allow CBO5 to better characterize lower nitrogen oxide
concentration conditions. Treatment of more reactive organic compounds was improved also in
CBO5. A more detailed treatment of alkenes with an internal double bond (of the form: R-
HC=CH-R) was added along with an aggregated species for terpene and similar biogenically
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emitted compounds. CBO5 includes reactions that produce oxygenated products such as
aggregated higher organic peroxides, formic acid, and organic acids that may enter the
aqueous-phase and react there.

CBO5 includes more explicit treatments of acetaldehyde and an aggregated species for
aldehydes with higher molecular weights than acetaldehyde (Yarwood et al., 2005a). CBO5
includes peroxyacetyl nitrate (PAN) and a higher molecular weight analog (PANX). PAN and
PANX are formed from acetaldehyde and higher molecular weight aldehydes, respectively, and
nitrogen oxides. Additional reactions were added to account for the recycling of nitrogen
oxides. PAN, PANX, and the nitrogen oxides recycling reactions are critical for simulating
polluted air masses over long-distances (Real et al., 2010).

There are two extensions available for CBO5 (Yarwood, et al., 2005a). One extension is a set of
reactions that allows the simulation of the effects of reactive chlorine chemistry on air quality.
Chlorine chemistry affects ozone formation and the decomposition of organic compounds. It is
expected that chlorine chemistry will be most important around oceanic coasts. The other is a
set of more explicit reactions that allows CBO5 to simulate air-toxics and precursors to SOA.

CBO6 is an update and further extension of CBO5. CBO6 includes explicit chemistry for
propane, benzene, acetone and other ketones to better simulate ozone over the regional
spatial scale. Explicit chemistry for acetylene, benzene glyoxal, glycolaldehyde and
methylglyoxal were added to allow the mechanism to better represent precursors for SOA
formation. The carbon bond series of mechanisms are well suited for the modeling of O3.
However, if the forecaster’s goal is to model SOA, the use of chemical mechanisms that have a
more explicit treatment of VOC should be carefully considered.

3.5.4.2 The Regional Acid Deposition Model and Regional Atmospheric Chemistry Family of
Mechanisms

The family of gas-phase mechanisms includes the Regional Acid Deposition Model mechanism,
version 2 (RADM2; Stockwell et al., 1990; Middleton et al., 1990), the Regional Atmospheric
Chemical Mechanism, version 1 (RACML1; Stockwell et al., 1997), the Regional Atmospheric
Chemical Mechanism, version 2 (RACM2; Goliff et al., 2013), and the Global Atmospheric
Chemistry Mechanism (GACM; Saunders, 2017). These mechanisms use the aggregated
molecule approach to aggregate chemical species into model species. In the aggregated
molecule approach similar chemical compounds are aggregated into a grouped model species.
For example, the model species “ALD” could represent all aldehydes while “PRO” might
represent propane and all less reactive alkanes. Weighting factors to account for differences in
chemical reactivity or carbon mass have been applied within molecular aggregation schemes
(e.g., (Stockwell et al., 1990). The RADM/RACM family of mechanisms was designed from the
beginning to model both regional and urban regions while GACM is an extension of RACM2 for
the modeling of global atmospheric chemistry (RACM2; Goliff et al., 2013; Saunders, 2017).
These mechanisms were designed to model a wider range of pollutant concentrations than the
original Carbon Bond and SAPRC mechanisms. Another overall guiding design goal of the
RADM/RACM family of mechanisms is to supply a mechanism that is a little more detailed than
SAPRC and the Carbon Bond mechanism families that may be used efficiently in 3-D chemical
transport models.

Regional domains include locations where NOx concentrations are lower and where more slowly
reacting organic compounds have greater effects than in urban areas. When the concentrations
of NO become lower over suburban and rural areas and aloft the reactions of peroxy radicals
with each other become more important. The reactions of RO, with HO,, the reactions of RO,
with the methylperoxy radical (CH30;), and the reactions of RO, with acyl peroxy radicals
(RCOs3) become increasingly important as NO concentrations and these peroxy-radical with
peroxy-radical reactions produce organic peroxides. It was important to include these reactions
in the mechanism for an acid deposition model because hydrogen peroxide and organic
peroxides react in the aqueous phase to oxidize sulfur dioxide to sulfate. The peroxy-radical
with peroxy-radical reactions have some influence on ozone concentrations so they need to be
included in a regional model. It is noted that the treatment of regional conditions was added to
more recent versions of the SAPRC and Carbon Bond mechanisms.
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Two specific RADM mechanisms and three specific RACM mechanisms are discussed below.
These include RADM1 and RADM2, RACM1 and RACM2, and GACM.

. RADM1 and RADM2

The RADM mechanisms were designed to represent the chemistry required to model the gas-
phase formation of acids and to provide oxidants of sulfur dioxide, such as hydrogen peroxide,
to the aqueous-phase modules (Stockwell, 1986; Stockwell et al., 1990). Their application to
the regional scale required that the RADM mechanisms simulate everything from highly
polluted conditions through much cleaner, remote conditions. At the time the first RADM
mechanism was developed the carbon bond and SAPRC were designed to simulate surface-
level, urban conditions such as those that occur over Los Angeles and similar cities. They were
not designed to simulate cleaner atmospheric conditions. For example, in SAPRC all organic
peroxy radicals decomposed to give the same products as their reactions with nitric oxide and
there was little treatment of other organic peroxy radicals’ reactions. At that time, during the
1980s, these mechanisms included only very superficial operator approaches to treat the
reactions of organic peroxy radicals. The RACM mechanisms have always included an explicit
but reduced set of reactions to treat the reactions of organic peroxy radicals.

The number of primary emitted compounds that were explicitly included in the available
emissions inventory was limited (Middleton et al., 1990). For this reason, the organic
chemistry in RADM1 was limited to the organic compound emissions in the inventory. This
limited organic chemistry RADM1 made it desirable to develop a mechanism with a more
comprehensive treatment of the organic chemistry and the new mechanism was RADM2
(Stockwell et al., 1990). RADM2 supersedes RADM1 and now RADM2 is much more widely
used.

. RACM1, RACM2, and GACM

RACM1 (Stockwell et al., 1997) is an update of RADM2 and RACM2 (Goliff et al., 2013) is an
updated version of RACM1. These mechanisms were designed to be valid for chemical
conditions that range from the clean air found in remote locations to highly urban air and for
air at Earth's surface through the upper troposphere.

RACM1 reaction rate coefficients and reaction products were updated from RADM2 and it
included new data from laboratory measurements. Significant revisions were made to the
chemistry of alkanes, alkenes and aromatic compounds. The representation of night-time
chemistry was improved by increasing the production of hydroxyl radical from the ozonolysis of
alkenes and revisions were made to the reactions of nitrate radical with alkenes and its
reactions with organic peroxy radicals. RACM1 includes more complete treatment of the
chemistry of biogenically emitted compounds with reaction schemes for three classes of
biogenic compounds that are represented as isoprene, a-pinene, and d-limonene. The RACM
was tested against an environmental chamber.

RACM2 is the most recent regional mechanism in this family and it includes updated reaction
schemes, rate constants, and product yields (Goliff et al., 2013). Its reaction schemes for
aromatic compounds, isoprene and alcohols were very heavily revised and expanded based on
recent data. Acetaldehyde and acetone were added as explicit species to improve the
simulation of the decomposition of organic compounds and including acetone improves
RACMZ2’s simulations of the upper troposphere. Revisions to alcohol chemistry include explicit
treatment of methanol, ethanol, and a higher molecular weight alcohol species in RACM2 and
allows RACM2 to better simulate rural regions. The new species for acetaldehyde, acetone and
others required that RACM2’s set of inorganic and organic photolysis reactions be expanded
and updated.

The RACM2 mechanism was tested against environmental chamber experiments and compared
with RACM1 simulations. RACM2 simulated the environmental chamber experiments better
than RACM1 (Goliff et al., 2013). RACM2 forecasts lower ozone concentrations for ambient
conditions than RACM1 but RACM2’s forecasts appear to be more realistic. RACM2 was
implemented in the Community Multiscale Air Quality Model (CMAQ) and it was more accurate
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in its forecasts than the SAPRC and Carbon Bond Mechanisms (Sarwar et al., 2013). RACM2 is
more complex than RACM1 but its computational requirements are well within the acceptable
range for use within a comprehensive Eulerian air quality model.

The GACM mechanism is the most recent member of this family of mechanisms (Saunders,
2017). GACM was developed from RACM2. GACM was developed to be used in global
atmospheric chemistry models to supply lateral chemical boundary conditions to regional air
quality models using RACM2. If global and regional air quality models use a highly compatible
set of chemical mechanisms some uncertainty in the representation of the chemical boundary
conditions for the regional model is reduced.

Chemistry for simulating air over oceans was added to RACM2 while its detailed organic
chemistry for simulating highly polluted urban regions was condensed (Saunders, 2017). The
new chemistry included chlorine and reduced sulfur compounds. This process helped insure
that GACM and RACM2 are highly compatible while keeping GACM simple enough for global
modeling. Test simulations for the California Coast have been made with GACM implemented in
the Weather Research and Forecasting model coupled with Chemistry (WRF-Chem).

3.5.4.3 Statewide Air Pollution Research Center (SAPRC) Mechanisms

The SAPRC series of mechanisms was named after that Statewide Air Pollution Research
Center located at the University of California, Riverside. This series of mechanisms follows the
aggregated molecule approach. The SAPRC series includes SAPRC-90, SAPRC-99, SAPRC-07,
and SAPRC-11 (Carter, 1990, 2000, 2010 and Carter and Heo, 2013). The SAPRC chemical
mechanism has its roots in the modeling of highly polluted urban atmospheres and, like
Carbon Bond, SAPRC had been highly updated to be able to simulate regional atmospheric
chemistry.

SAPRCO7 included revisions to the rate coefficients for reactions involving NO2, HO, HO,, HNO3,
CH>0, and PAN and more explicit representation of peroxy-peroxy reactions and hydroperoxide
formation (Cai et al., 2011). The revisions of the peroxy-peroxy reactions and hydroperoxide
formation allow the mechanism to more accurately simulate the effects of changes in NOx
concentrations on the formation of organic products. Atmospheric aromatic chemistry is very
complicated, and research continues to require updates to this chemistry. The mechanisms for
aromatic chemistry were revised in SAPRCO7 and further revised in SAPRC-11. Some research
versions of SAPRC have an adjustable number of species to allow very explicit representations
of organic reactions. The most explicit version of SAPRC can represent about 400 categories of
VOCs. This version is used to estimate the ozone forming reactivity of individual VOC
compounds. The versions of SAPRC used in 3-D air quality models are much more condensed.

The SAPRC series of mechanisms have been tested against environmental chamber data (e.g.,
Carter and Lurmann, 1991; Carter, 1995). Simulations using CMAQ with SAPRC have been
compared with field data (Cai et al., 2011; Sarwar et al., 2013).

3.5.44 MOZART

The Model for Ozone and Related chemical Tracers (MOZART) mechanism (Emmons et al.,
2010) includes a very comprehensive set of chemical reactions for troposphere and
stratosphere. The standard chemical mechanism includes 85 gas-phase species, 39 photolytic
reactions, and 157 gas-phase reactions. It treats explicitly many VOCs such as ethane,
propane, formaldehyde, acetaldehyde, acetone, methanol, isoprene), and includes three
lumped species for higher hydrocarbons, namely, BIGALK and BIGENE that represent alkanes
and alkenes with four or more carbon atoms and other higher-carbon VOCs with similar
reactivity, TOLUENE that represents lumped aromatic species (including toluene, benzene and
xylenes). The MOZART mechanisms have been used in the offline MOZART global chemical
transport model, which has been used to supply lateral chemical boundary conditions to
regional air quality models such as WRF-Chem.
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3.5.4.5 Emission Inventories and Their Relationship to Chemical Mechanism Schemes

The development of detailed emissions inventories is beyond the scope of this chapter. More
information on the management of emissions inventory databases is available (e.g., U.S. EPA,
2018). This section discusses the translation between an emission inventory and a particular
chemical mechanism using Middleton et al. (1990) at a template example. Note that each
mechanism and its implementation in a model may have its own rules for this translation. The
documentation for the chosen model and mechanism should be checked carefully. There are
software systems that support the development and management of emissions inventories
such as the Sparse Matrix Operator Kerner Emissions (SMOKE) modeling system (CMAS,
2018). SMOKE may be used to format emissions inventories into formats that are directly
readable by air quality models. Readers should consult the CMAS website for detailed
documentation.

Usually emissions inventories are constructed in units of mass per time while a gas-phase
chemistry module usually calculates in terms of concentration units (molecules volume™). This
conversion must be made either in the inventory or in the air quality model (depending on the
modeling system being used. Translation between the emissions of inorganic compounds such
as NO, NO,, SO, and NH3 and their representation by a chemical mechanism’s model species is
usually direct and one for one because most schemes have explicit treatments of inorganic
compounds. For NOx there is one important note of caution because NOx emissions are often
reported as total NOx with mass emission rate given as NO». A splitting factor giving the
fraction of NO, emitted as NO is required and typically over 90% of NOy is emitted as NO.
Therefore, the fraction of NOx emitted as NO must be weighted by the mass ratio 1.53 (the
molecular weight of NO2, 46 g mole™ divided by the molecular weight of NO, 30 g mole™.

The greater difficulty is to translate between a VOC emissions inventory and the chemical
mechanism’s model species. This process would be easy for chemical mechanisms that treat
the chemistry of individual VOC compounds as explicitly (e.g., Master Chemical Mechanism
(MCM), 2018) but explicit mechanisms place demands on computational resources that are
much too high for routine air quality forecasting applications. Condensed chemical mechanisms
simplify atmospheric chemistry by aggregating individual compounds into grouped model
species that represent the chemistry of classes and subcategories of similar compounds. The
representation of the chemistry similar compounds by a grouped model species drastically
reduces the number of chemical species and reactions required to represent atmospheric
chemistry. In fact, the main differences between the available chemical mechanisms used in
air quality modeling are due to the developers’ approach to condensing VOC chemistry.

The application of condensed chemical mechanisms for air quality forecasting requires that the
compounds in a VOC emission inventory be aggregated together into the model species of the
condensed chemical mechanism. Middleton et al. (1990) provide a detailed procedure for
aggregating compounds in a VOC emission inventory for the RADM2 chemical mechanism.
Here we present this scheme as a general template for translating emission inventories into
model species in a condensed chemical mechanism. A VOC-emissions inventory typically will
be grouped into broad classes with subcategories within the classes. Broad classes include
alkanes, alkenes, aromatics, aldehydes and ketones, mixtures and other classes as shown in
Table 3.9. For example, alkanes are saturated hydrocarbons; compounds consisting of
hydrogen and carbon atoms that are bonded together by single bonds only. Subcategories are
defined based on the alkanes’ rate coefficient for their reactions with the HO radical as shown
in Table 3.9. The HO rate coefficient is used for aggregation because reaction of HO is the
major oxidation reaction for alkanes in the lower troposphere. The definition of subcategories
may depend on high atmospheric concentrations and on the details of the chemical
mechanism. For example, methane is usually assigned to its own subcategory due to its high
concentration, low HO-rate coefficient and the fact that its chemistry is treated explicitly in
most chemical mechanisms. Ethane and propane are often assigned to their own subcategories
for the same reasons. Table 3.9 shows four categories where the remainder of the alkanes are
grouped together by ranges of their rate coefficients for their reactions with the HO-radical.
When the emission rates of compounds are aggregated together into subcategory totals, the
emission rates should be converted from mass emission rates to molar emission rates; this is
accomplished by dividing the organic compound emission rates in grams per unit time by the
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molecular weight of the compound. In the case of mixtures, an average molecular weight for
the organic compounds in the subcategory must be estimated.

Table 3.9 An example of typical assignments of VOCs in an emissions inventory to
classes and subcategories.

Numbers in parenthesis are the range in rate constants (cm?® molecules s™) for the reactions of
HO with the compounds in the subcategory.

Chemical Class / Chemical Subcategory | Chemical Class / Chemical Subcategory

Alkanes (Saturated Hydrocarbons) Aldehydes, Ketones and Organic Acids
Methane (Compounds with a -CO Group)
Ethane Formaldehyde
Propane Higher Aldehydes
Alkanes (1.7 x 102 — 3.4 x 107'?) Acetone
Alkanes (3.4 x 102 — 6.8 x 101?) Higher Ketones
Alkanes (6.8 x 102 — 1.4 x 10') Organic Acids

Alkanes (>1. 4 x 101%)

Alkenes (Unsaturated Hydrocarbons) Mixtures and Others
Ethene Alkane/Aromatic Mixtures
Propene Alkenes (Primary/Internal Mixtures)
Primary Alkenes Acetylene
Internal Alkenes Haloalkanes

Others (<0. 1.7 x 1071?)

Others (1.7 x 102 — 3.4 x 107%?)
Others (3.4 x 10?2 — 6.8 x 107%?)
Others (>6.8 x 1071?)

Aromatics Non-Assignable
Benzene Unidentified
Aromatics (<1. 4 x 10™'%) Unassignable

Aromatics (>1. 4 x 10™*%)
Phenols and Cresols
Styrenes

Halobenzenes

Alkenes are unsaturated hydrocarbons; compounds consisting of hydrogen and carbon atoms
that are bonded together by at least one double carbon-carbon bond. Ethene and propene are
grouped within their own subcategories. However, in this example higher molecular weight
alkenes are grouped into their subcategories by structure. The subcategory “primary alkenes”
includes all alkenes where the double bond is at the end of a molecule. The subcategory
“internal alkenes” includes all alkenes where the double bond is contained within the molecule.
In general, primary and internal alkenes have different mechanisms for their reactions with HO
and Os.

The assignment of VOCs to subcategories in the classes, “Aromatics” and “Aldehydes, Ketones
and Organic Acids”, is analogous to the procedures described for alkanes and alkenes.
Common aromatic compounds contain at least one six-carbon aromatic ring. Aldehydes,
ketones and organic acids all contain at least one carbonyl group (C=0). Some compounds in
an emissions inventory may be reported as mixtures that will require further treatment when
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these are assigned to model chemical species. For mixtures, a mixing factor must be estimated
for the split between two VOC classes - Table 3.10. Some compounds in an emissions
inventory may be difficult or impossible to assign, these may be designated as “Unidentified”
or “Unassignable”.

The assignment of VOCs into classes and subcategories helps make the assignment of these
compounds into model species more systematic. The next step is to align emission
subcategories with model species as shown in Table 3.10. In this case, the RADM chemical
species are used as an example. These species are: methane (CH,), ethane (ETHA), low
reactive alkane based on HO-rate coefficients (HC3), middle reactive alkane (HC5), high
reactive alkane (HC8), ethene (ETH), primary alkenes (OLT), internal (OLI), lower reactive
aromatic compounds (TOL), high reactive aromatic compounds (XYL), cresols and phenols
(CSL), formaldehyde (HCHO), higher aldehydes (ALD), higher ketones (KET) and organic acids
(ORA).

The details of aggregating the emissions subcategories into model species are mechanism
dependent. Reactivity weighting is a common approach although, for the earlier versions of the
carbon bond mechanism, assignments of emissions into model species is done by chemical
moiety. When aggregation is performed by chemical moiety, the model species represent the
chemical functional groups regardless of the molecules they are attached to. Therefore, VOC
emissions are assigned to model species by breaking the VOCs down by their functional
groups.

One advantage is that the carbon bond mechanism conserves carbon better than mechanisms
that use reactivity weighting.

Reactivity weighting helps represent the effect of a VOC on atmospheric chemistry at the
expense of carbon mass balance and it is used for the SAPRC and the RADM/RACM series of
mechanisms. The rate constant for the reaction of a VOC with HO is typically used at the
standard for reactivity weighting. One way to define an aggregation factor, F, based on
reactivity weighting is given by the following equation.

1 — e kHO(emit)xINT(HO)
F j—

" 1 — e~ kHO(model)xINT(HO)

where Kuoemity is the HO rate coefficient of the emitted VOC, Knomoden is the HO rate coefficient
for the model species in the mechanism, INT(HO) = fttf[HO]tdt is the domain average integrated

HO concentration for the simulation period, [HO]: is the time dependent HO concentration, t; is
the initial simulation time and t; is the final simulation time. The numerator represents the
fraction of the emitted VOC that reacts during the simulation and the denominator represents
the fraction of the model VOC that reacts during the simulation. The domain average
integrated HO concentration is difficult to estimate, but 6 x 10?° molecules cm™ s has been
used for episodic regional simulations (Middleton et al., 1990). The aggregation factor will be 1
for VOC and model species that react rapidly. If both react slowly, F is proportional to the ratio
of the rate constants and independent of the estimated INTOH parameter. Sources of HO rate
constants include: Burkholder et al. (2015), Calvert et al. (2015) and the Master Chemical
Mechanism (2018). The final VOC emissions inventory is a field of emissions for each model
VOC species that is determined by the sum of the product of the molar emission rate (Evoc) for
each VOC aggregated into the model species, its mixing factor (Mx) and the aggregation factor
based on reactivity weighting.

EModel,Species = z M, FEyoc
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Table 3.10 The assignment of chemical subcategories into model species using the
RADM chemistry mechanism as an example.

RADM Chemical Subcategory Mixing Aggregation
Model Species Factor Factor
CHa Methane 1.00 1.000
ETHA Ethane 1.00 1.000
HC3 Propane 1.00 0.519
(Low Reactive Alkanes (1.7 x 10?2 — 3.4 x 10 1.00 0.964
Alkane) 12y
Acetylene 1.00 0.343
Haloalkanes 1.00 0.078
Others (<0. 1.7 x 1071?) 1.00 0.404
Others (1.7 x 1012 — 3.4 x 10™1?) 1.215
HC5 Alkanes (3.4 x 102 — 6.8 x 10 1.00 0.956
12)
(Middle Reactive Others (3.4 x 10?2 — 6.8 x 1071?) 1.00 1.075
Alkane)
HC8 Alkanes (6.8 x 102 — 1.4 x 10 1.00 0.945
11)
(High Reactive Alkanes (>1. 4 x 101%) 1.00 1.141
Alkane)
Alkane/Aromatic Mixtures 0.91 1.002
Others (>6.8 x 1071?) 1.00 1.011
ETH Ethene 1.00 1.000
OLT Propene 1.00 1.000
Primary Alkenes 1.00 1.000
Alkenes (Primary/Internal 0.50 0.500
Mixtures)
Styrenes 1.00 1.000
OLlI Internal Alkenes 1.00 1.000
Alkenes (Primary/Internal 0.50 0.500
Mixtures)
TOL Benzene 1.00 0.293
Halobenzenes 1.00 0.293
Aromatics (<1. 4 x 10™*%) 1.00 1.000
Styrenes 1.00 1.000
XYL Aromatics (>1. 4 x 101 1.00 1.000
Alkane/Aromatic Mixtures 0.09 0.090
CSL Phenols and Cresols 1.00 1.000
HCHO Formaldehyde 1.00 1.000
ALD Higher Aldehydes 1.00 1.000
KET Acetone 1.00 0.253

Higher Ketones 1.00 1.000
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RADM Chemical Subcategory Mixing Aggregation
Model Species Factor Factor
ORA Organic Acids 1.00 1.000
3.55 Aqueous-Phase Atmospheric Chemistry in Clouds and Aerosols

Compared to gas-phase chemistry, aqueous-phase chemistry is much more complex. It
includes aqueous-phase dissolution and dissociation equilibria, photolytic reactions, catalytic
reactions, radical chemistry, and organic chemistry. Aqueous-phase dissolution and
dissociation equilibria processes occur when a gas dissolves in a liquid droplet to form a
solution that consists of a solute (e.g., the dissolving gas) and a solvent (e.g., water).
Dissolved chemical species may partially or completely dissociate into ions in the solution. The
aqueous-phase concentration of dissolved species, A, can be determined based on the so-
called Henry’s law, which states that the amount of dissolved gas is proportional to its partial
pressure in the gas phase with a proportionality factor of the Henry’s law constant, Ha. Species
with Ha < 1,000 M atm™, are relatively insoluble or slightly soluble and they are present
mainly in the gas phase. Examples for slightly soluble species include NO,, O3, CO2, SO2, NHs,
HO, and many organic species. Species with 1,000 M atm™ < Ha <10,000 M atm™ are
moderately soluble with significant fractions in both phases. HO,, HCHO, HCOOH, and
CH3COOH are examples in this category. Species with Ha = 10,000 M atm™ are highly soluble
and they are mainly present in the liquid phase. HNO4, hydrogen peroxide (H20-), HNOs, and
H>SO, are highly soluble species.

Many dissolved species can undergo various aqueous-phase reactions including photolytic
reactions and kinetic reactions. For example, dissolved Oz and H2>0O, can photolyse as follows,

0, (ag)+hv—"=-H,0, (ag)+O, (a0) (35)

H,0,(aq)+hv— 20H(aq) (36)

These reactions provide important sources for H.O» and HO in the aqueous-phase. Aqueous
kinetic reactions involving oxygen-hydrogen chemistry, and chemistry of sulfur, nitrogen,
chlorine, mercury, and organic compounds. While the aqueous-phase oxidation of dissolved
sulfur compounds (S(IV) and NOx is relatively well understood, considerable uncertainty exists
for agueous-phase catalytic reactions, radical chemistry, and organic chemistry. For those
reasons, most air quality models include simplified aqueous-phase chemistry that mainly
focuses on sulfur chemistry. Some models include nitrogen and chlorine chemistry. Very few
models include aqueous-phase mercury and organic chemistry. The most important aqueous-
phase sulfur and nitrogen chemistry is described below.

Sulfur dioxide may be oxidized in cloud water droplets or aerosol particles by many dissolved
oxidants such as H,02, Oz, and O catalysed by metals (e.g., Fe** and Mn?*) (Jacobson, 2005;
Seinfeld and Pandis, 2016). The bisulfate anion, HSO3" is produced when sulfur dioxide
dissolves in liquid water reactions 37 and 38,

SO; (aq) + H20 (agq) — H2SO3 (aq) (37)
H.SO; (aq) — HSO3™ (aq) + H™ (aq) (38)

The overall reaction of H>O, with bisulfate to sulfate is given by reaction 39 (Jacobson, 2005;
Seinfeld and Pandis, 2016),

HSOs (aq) + H202 (aq) + H* (aq) — SO%4 (aq) + H20 (aq) + 2H" (aq) (39)

The reaction of H»O with bisulfate is much more important in the atmosphere because
reaction 39 is acid-catalysed allowing it to be important at low pH values (< 6) that shut down
the reaction of bisulfate with Os. At pH > 6, is the prevalent species for dissolved sulfur, the
dominant reaction to convert to is,
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SO? +0,(aq) —>80421- 10, (a0) (40)

The reaction (40) is extremely fast in solution, with a faster rate at higher pH. Because of its
fast reaction rate and the omnipresence of O3 in the atmosphere, it has been identified as one
of the main pathways to deplete Os in cloud droplets. At pH < 12, can also be oxidized by O
catalysed by metal species such as iron (Fe*") and manganese (Mn?%),

507 +H,0(a0)+0;(a0) —=—80; +H,0,(a0)  (a1)

HSO; +H,0(ag)+0, (ag) —"“5S0% +H,0, (ag)+H*  (42)

Reaction (41) occurs much faster than (42). The reactions (39)-(42) are the dominant aqueous
oxidation reactions of dissolved SO, that have been included in nearly all aqueous-phase
chemical mechanisms used in the atmospheric models. Dissolved SO, can also be oxidized to
form sulfate by additional aqueous species such as HO, NO2, NOs, HNO4, Cl>, Brz7, and several
organic compounds.

The atmospheric production of nitric acid by aqueous-phase reactions is less important than in
the gas-phase (Calvert et al., 2015). Much of the aqueous-phase production of nitric acid

occurs due to night-time gas-phase chemistry. During the night gas-phase Oz reacts with NO»
to produce the nitrate radical (NOs3),

O3 (9) + NO2 (9) <> NOs (9) (43)

During the day NO3s photolyses rapidly but during the night it reacts with nitrogen dioxide to
produce dinitrogen pentoxide, N2Os,

NOz (g) + NO2 (g) < N20s (9) (44)

Dinitrogen pentoxide (N2Os) is not stable. It is in equilibrium with nitrate radical and nitrogen
dioxide. N2Os reacts with liquid water to produce nitric acid,

N2Os (g) + H20 (aq) —» 2 HNOs (aq) (45)

Dissolved N2Os can react rapidly in the aqueous phase to produce,

N0, (aq)+H,0(a0)— 2NOJ#2H'  (as)

A similar reaction occurs between N,Os and H2O in the gas-phase, but its rate is much slower
than the reactions (45) and (46). The NOs radical in the aqueous phase can be removed
through their reactions with the halogenide anions ClI~ and Br™ in a halogen-rich environment,
which account for more than 90% of the total loss flux:

NO, (aq)+Cl —— NO;+Cl(aq) (47)
NO, (aq)+Br'— NO; +Br(aq) (48)

Both reactions produce active halogen species, Cl and Br, under night-time conditions. They
may be important in coastal areas.

3.5.6 Heterogeneous Atmospheric Chemistry

Heterogeneous chemical reactions involving gas species uptaken onto the surfaces of aerosol

particles and cloud droplets may significantly contribute to atmospheric chemistry. In addition
to several heterogeneous reactions mentioned above such as reactions 31, 32, 34, and 45, a

minimal set of reactions is recommended by Jacob (2000) for Os modeling:
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HO. (g) — 0.5 H20: (aq) (49)
NOsz (g) —» HNOs3 (aq) (50)
NO2 (g) — 0.5 HNOs3 (aq)+0.5 HONO (51)
N2Os (g) — 2 HNOs (aq) (52)

Uptake coefficient is an important parameter used to calculate the above heterogeneous
reaction rates, which is defined as the fraction of collisions with a particle that leads to
irreversible loss of species on the surface of a droplet or an aerosol particle. The suggested
uptake coefficients for reactions (49-52) are 0.2, 10-3, 10-4, and 0.1, respectively. These
reactions are included in some CW-AQF models.

3.5.7 Aqueous Phase and Heterogeneous Chemistry Included in CW-AQF Models

Several aqueous-phase chemical mechanisms have been developed since the early 1980s.
These include the mechanisms of Chameides and Davis (1982), Chameides (1984) (C84),
Graedel and Goldberg (1983), Walcek and Taylor (1986) (WT86), Jacob (1986) (J86), Pandis
and Seinfeld (1989) (PS89), Strader et al. (1998) (S98), Zaveri (1997)/Zhang et al.
(1998)/Zhang et al. (2005) (Z297/298/205), Ervens et al. (2003) (E03), Herrmann et al.
(2005) (HO5), and Deguillaume et al. (2009) (D09). These mechanisms have different
numbers of aqueous species and reactions.

Table 3.11 compares several aqgueous-phase chemical mechanisms in terms of species and
equilibrium and kinetic reactions treated.

A majority of CW-AQF only simulate inorganic sulfate production by aqueous chemistry
through several oxidation pathways. Only a few models include aqueous-phase SOA formation
pathways. Table 3.12 summarizes the aqueous-phase chemical mechanisms used in some
regional CW-AQF models. These mechanisms vary in their levels of detail in terms of aqueous-
phase species, the number of equilibria and kinetic reactions included, and the size resolution
used in solving aqueous-phase chemistry, ranging from highly-simplified to condensed or more
detailed full chemical mechanisms. Among them, COSMO-MUSCAT and LOTUS-EUROS use
highly parameterized oxidation of S(1V) to S(VI), and AQFx, NAQFC (NAM-CMAQ), CHIMERE,
GEM-MACH, and GRAPES-CUACE use condensed mechanisms with a focus on aqueous-phase
sulfur chemistry that is based on WT86, or a simpler version of SP89. For comparison, CCATT-
BRAMS, Polyphemus, STEM-2K3, and WRF-Chem include more complete aqueous-phase
chemical mechanisms that consider radical chemistry and the formation of sulfate and nitrate
based on C84, SP89, S98, although these models except for CCATT-BRAMS and STEM-2K3
also offer options to use simpler or condensed aqueous-phase chemistry. Among these models,
aqueous-phase SOA formation pathways were only included in NAQFC and Polyphemus.
Although VRSM has been implemented in Polyphemus and WRF-Chem, only the bulk version of
VRSM has been applied.

STEM-2K3 includes most detailed heterogeneous chemistry SO,, Oz, HO, HO2, H202, N2Os, NOs,
and HNOs; at the surface of aerosols and cloud droplets following Zhang and Carmichael
(1999). CHIMERE, Polyphemus, and WRF-Chem included the heterogeneous reactions for HO»,
NO2, N>Os and NOs at the surface of aerosols and cloud droplets following Jacob (2000).
NAQFC, GEM-MACH15, and LOTOS-EUROS include only the N»>Os hydrolysis on aerosol and
cloud droplets. AQFx, CCATT-BRAMS, and GRAPES—CUACE do not include any heterogeneous
reactions.



Chapter 3

page 100

Table 3.11 Comparison of several aqueous-phase chemical
(Zhang, 2020)

Aqueous- - . L Kinetic Total
. Gas/liquid | Dissociation | Aqueous
Mechanism phase o L . aqueous number of
. equilibria | equilibria photolysis - .
species reactions reactions
c84 27 13 10 31 54
WT86: RADM 27 10 9 0 5 24
J86 40 19 12 7 90 127
PS89: CMU 49/49 21/21 16/16 772 106/58 147/97
(full/cond)
S98: CMU 27 17 17 7 99 134
Z97/298/205 58/58/58 | 29/29/29 | 18/18/18 7/2/1 | 113/64/47 | 167/113/95
(full/cond_p/cond_c)
FPO1: VRSM 50 21 17 7 102 147
H99: CAPRAMV2.3 88 34 31 6 197 268
EO3: CAPRAMv2.4 153/118 34/33 57/39 11/4 313/108 | 415/184
(full/reduced)
HO05/D09:
CAPRAMV3.0 380/130 51/42 89/55 12/5 676/138 828/240

(full/reduced)

WT86- Walcek and Taylor (1986); J96-Jacob (1986); PS89-Pandis and Seinfeld (1989); S98-
Strader et al. (1998); Z97/798/705- Zaveri (1997)/Zhang et al. (1998)/Zhang et al. (2005);
FPO1: Fahey and Pandis (2001); H99- Herrmann et al. (1999); EO3-Ervens et al. (2003); HO5-
Herrmann et al. (2005); D09- Deguillaume et al. (2009). RADM - regional acid deposition
model; CMU-Carnegie Mellon University; VRSM- variable size-resolution model; CAPRAM -
Chemical Aqueous Phase Radical Mechanism; Full - full mechanism, cond-condensed
mechanism; cond_p and cond_c-condensed mechanisms under polluted and clean conditions,

respectively; reduced - reduced mechanism.
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Table 3.12 Aqueous-phase and heterogeneous chemical mechanisms used in CW-AQF models (Zhang, 2020)

Heterogeneous

Model Aqueous-Phase Chemistry Chemistry Reference

AQFx Highly simplified bulk sulfur chemistry with S(I1V) None Lawson et al., 2017
oxidation by Osz(aq) and H202(aq) based on Seinfeld
and Pandis (2016)

ATLAS-NAME Simplified chemistry involving H20O, HNO3, SO», HSOg3", Heterogeneous reactions Jones et al., 2007,

NH3, COz OH, NO3_, 5032_, NH4+, HCOs". It contains 6
dissolution equilibria, 3 kinetic oxidation reactions for
sulfate formation, and one reaction to form (NH4)2SOa,
based on STOCHEM (Collins et al., 1997) and
(Redington and Derwent, 2002)

for N2Os and HNOz at a
fixed rate

Redington and Derwent, 2002, 2013; Redington et
al., 2009

CCATT-BRAMS

Aqueous-phase chemistry with 28 aqueous phase
species based on the Strader et al. (1999)

None

Longo et al., 2013

CHIMERE

Highly simplified bulk sulfur chemistry with S(1V)
oxidation by H>02, Oz, NO2, O, (catalysed by Fn3* and
Mn2+*);

7 aqueous-phase species and 7 kinetic reactions

Heterogeneous reactions
for HOz, NOz, N205 and
NO;s at the surface of
aerosols and fog droplets
following Jacob (2000)

Bessagnet et al. 2004,
http://www.Imd.polytechnique.fr/chimere/

COSMO-MUSCAT

Bulk, parameterized aqueous-phase production of SO4%
based on the approach in LOTOS-EUROS

None

http://projects.tropos.de/cosmo_muscat/
Wolke et al., 2012

ENVIRO- NWPChem-Liquid aqueous-phase chemistry mechanism | 13 reactions (Korsholm Korsholm et al., 2008
HIRLAM involving Up to 17 aqueous species, simplified et al., 2008)
thermodynamic equilibrium model, (Korsholm et al.,
2008).
GEM-MACH15 25 aqueous-phase reactions among 13 species Parameterized N»Os Gong et al., 2015
including oxidation of S(1V) to S(VI) by dissolved Os, hydrolysis as part of gas-
H202, ROOH, and O (catalysed by Fn3+ and Mn2+), phase mechanism
based on ADOM-II aqueous phase mechanism
(Venkatram et al., 1988; Fung et al., 1991)
G5CHEM It includes simplified chemistry of HNO3, NO3, NHs, Heterogeneous reactions Hu et al. (2018)

NH4*, and SO4?". The original sulfate-nitrate-
ammonium aerosol simulation coupled to gas-phase
chemistry was developed by Park et al. [2004].
Cloudwater pH for in-cloud sulfate formation is as
given by Alexander et al. (2012).

for HOz, NOz, N205, and
NO;s at the surface of
aerosols and fog droplets
following Jacob (2000)
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. Heterogeneous
Model Aqueous-Phase Chemistry Chemistry Reference
GRAPES- CUACE | AQCHEM in CMAQ with SO,, CO2, NH3, H2-02, O3, HNO3, | None Wang et al. 2010; Zhou et al., 2016, Zhou, et al.,

MHP, PAA, FO equilibrium reactions and kinetic
reactions with 22 aqueous-phase aerosol species and
intermediates

2018

IFS
(ECMWF/CAMS)

It includes simplified chemistry of HNO3, NO3, NHs,
NH4*, and SO, based on EQSAM (Metzger et al.,
2002) but not linked to aerosol scheme.

Heterogeneous reactions
of N2Os (Evans and
Jacob, 2005) and H20-»
(Huijnen et al., 2014) on
aerosol surfaces

Flemming et al. (2015), Morcrette et al. (2009)

LOTOS-EUROS

Parameterized by a single pseudo first order reaction
for aqueous-phase SO; oxidation to SO4, with a
reaction rate as a function of cloud cover and relative
humidity; 2 aqueous-phase species

Heterogeneous N»Os
chemistry with an uptake
coefficient of 0.05

Schapp et al., 2004; Barbu et al., 2009

NAQFC (NAM- the bulk RADM chemistry based on Walcek and Taylor N2Os hydrolysis on Byun and Schere, 2006; Fahey et al. (2017)
CMAQ) (1986) and two SOA-forming reactions from glyoxal aerosol and cloud

and methylglyoxal based on Carlton et al. (2008); 12 droplets

aqueous-phase species
NMMB- Formation of sulfate from SO, and DMS, and oxidation | Heterogeneous hydrolysis | Pérez et al. (2011); Badia and Jorba (2015);

MONARCHvV1.0

of S(1V) to S(VI1) by dissolved O3 and H20-»

of N205

Spada (2015)

Polyphemus 1. A bulk, simple mechanism with S(IV) oxidation by Heterogeneous reactions Sartelet et al. (2007), Debry et al. (2007),
S(VI) (Roustan et al., 2010) for HO2, NO2, N2Os and Couvidat et al. (2013)
2. The bulk VRSM of Fahey and Pandis (2001), NOs at the surface of
aqueous-phase chemistry of SOA formation based on aerosols and cloud
Couvidat et al. (2013) droplets following Jacob
(2000)
SILAM v.5.5 Highly simplified aqueous-phase chemistry accounting None Sofiev (2000); Kouznetsov and Sofiev (2012)
for sulfate formation from SO-
STEM-2K3 Bulk chemistry of sulfate and nitrate formation based Heterogeneous reactions Carmichael et al., 1991; Zhang and Carmichael,

on Chameides and Davis (1982) and Chameides
(1984), with rate constants updated based on Jacob
(1986)

for SOz, 03, HO, HOz,
H202, N205, NO3, and
HNO3 at the surface of
aerosols and cloud
droplets following Zhang
and Carmichael (1999)

1999; Tang et al., 2003




Chapter 3 page 103
. Heterogeneous
Model Aqueous-Phase Chemistry Chemistry Reference
WRF-Chem 1. Bulk RADM mechanism based on AQCHEM in CMAQ | Heterogeneous reactions WRF-Chem (2018)
2. Bulk VSRM (Fahey and Pandis, 2001) fl\(I)(; HotzihNOZ' '?'205 afnd Chapman et al., 2009;
3 at the surface o . )
3. MOZART AQ aerosols and cloud Tie et al., 2001;
4. CAM MAM7 AQ Liu et al., 2012

27 aqueous-phase species, 5-99 kinetic reactions,
depending on the mechanism selected

droplets following Jacob
(2000)
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Summary

Os, PM, acid deposition, and other air pollutants are produced through gas-phase,
aqueous-phase, and heterogeneous chemical reactions.

Meteorology is a very important factor that affects Oz and PM concentrations. Oz
concentrations are the greatest usually on warm, clear summer days with calm
winds; these are associated with stagnant high-pressure conditions. PM
concentrations are the greatest usually on cool fall days with low mixing heights
and cooler temperatures.

The photochemical production of air pollutants is driven by solar radiation.
Photolysis frequencies (J-values) are used to calculate the rates of photochemical
reactions.

J-values are calculated through the use of radiation transport models. These models
calculate J-values from spherically integrated flux of photons and two sets of
molecular properties: absorption cross-sections and quantum yields.

Key atmospheric reactive intermediates are HO and HO,, collectively known as HOy
that oxidize NOx and VOCs. Emissions of nitrogen oxides and VOCs are the key gas-
phase chemical reactants that lead to the production of Oz and PM.

O3 concentrations depend upon solar actinic flux and the ratio of the concentration
of NO> to the concentration of NO. Realistically accurate emissions inventories of
NOx and VOCs are critical for air quality forecasting with prognostic air quality
models.

Ammonia emissions from animal and human waste react with the atmospheric
acids, nitric acid and sulfuric acid, to produce inorganic aerosols. If inorganic PM are
to be forecasted, the emissions inventory must include NHs and SO,. The oxidation
products of VOCs can form secondary organic aerosol.

There are several available gas-phase, aqueous-phase, and heterogeneous
chemical mechanisms employed by air quality models. These range from highly
detailed to very condensed. Condensed mechanisms describe the chemistry of
groups of similar chemical compounds aggregated into a very limited number of
model species. The aggregation scheme for VOCs and the level of detail are the
major differences between the gas-phase chemical mechanisms.

In general, O3z may be forecasted well with very condensed mechanisms (fewer
than a couple hundred reactions) while the accurate forecasting of PM requires
more chemical detail, especially if SOA is to be forecasted.

Aqueous-phase and heterogeneous chemical mechanisms are necessary for the
forecasting of acid deposition.

An air quality forecast may be affected by the scheme used to translate between an
emission inventory and a particular chemical mechanism. Each chemical
mechanism will have its own rules for this translation. There are emissions
inventory management software systems that may be used to develop emissions
inventories, translate between the inventory and the particular chemical mechanism
used, and format the inventory to be read by the air quality model.
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3.6 Atmospheric Aerosol
3.6.1 Introduction

Atmospheric aerosols play an important role in air quality, climate, and public health. For
example, they are a major component of smog and haze, adversely impacting air quality and
visibility. They can enter nose/mouth and penetrate human lungs, causing nose and throat
irritation, lung damage, respiratory diseases such as bronchitis, and premature death. They
can also influence climate directly through absorbing or scattering atmospheric radiation and
indirectly through affecting cloud formation by acting as cloud condensation nuclei. Forecasting
atmospheric aerosols is technically very challenging because of their broad size spectrum from
a few nanometers to tens of micrometers, multiple chemical components, and complex
physical and chemical formation mechanisms and processes. A series of modules has been
developed and implemented in CW-AQF models to represent the PM size distribution, chemical
composition, and the physical and chemical processes that determine the spatial and temporal
distributions of aerosol concentrations. Due to limitations in our understanding and
computational resources, many processes are necessarily simplified or parameterized based on
detailed formulations. The mass of particles is regulated for particulate matter of aerodynamic
diameter lower than and equal to 2.5 pm and 10 um (PM2.5 and PM10, respectively).
Atmospheric PM is made of a variety of components. PM diameters vary over a wide size range
of a few nanometers to several tens of micrometers. Ultrafine particles (of diameter lower than
0.1 um) have very low mass concentrations, but their number concentrations may be very
high. Although these particles may penetrate deep in the respiratory tract, they are not
regulated as they do not contribute much to mass concentration but mostly to number
concentration.

Because of the chemical transformations, aerosol processes are strongly linked to the gas-
phase processes through various gas-to-particle conversion processes such as heterogeneous
reactions (see Section 3.5), nucleation, condensation/evaporation (see Section 3.6.4).
Gaseous precursors, for example, can condense onto particles, which requires the modeling of
the interactions between different phases at the particle surface. The modeling of the dynamic
evolution of the PM size distribution of particles affects the concentrations of particles through
different processes such as deposition, which removes pollutants from the atmosphere and
transfers them to other media (see Section 3.7). Fundamentals of PM composition, size
distribution, thermodynamics, and dynamics are introduced below. Common modeling
approaches for representing aerosol properties and processes in current CW-AQF models are
discussed. Tables 3.13 and 3.14 summarize the main characteristics of aerosol modules used
in CW-AQF models. These aerosol modules will also be reviewed.

3.6.2 Atmospheric PM Composition, Size Distribution, and Mixing State

Particle Composition

Particulate matter (PM) includes primary and secondary components. Primary PM is emitted
directly from various sources (e.g., anthropogenic sources such as industry, combustion,
vehicles, and household, and natural sources such as biomass burning, sea salt (SS), and dust.
Secondary PM is formed in the atmosphere through chemical transformations of organic or
inorganic precursor gases. Atmospheric PM is a complex mixture of chemical species including
inorganic (e.g., sodium, sulfate, ammonium, nitrate, chloride, water, trace metals), mineral
dust, elemental carbon (EC) (also referred to as black carbon (BC) or light-absorbing carbon
when it is estimated using optical measurements), and organic aerosol (OA). OA can be further
classified as primary organic aerosol (POA) and secondary organic aerosol (SOA). Most CW-
AQF models treat all major PM species other than trace metals. The GLOMAP aerosol model
used in Australian CW-AQF model, AQFx, also treats trace metals speciated from sea salt and
dust. Some only consider a subset of these species. For example, the global CW-AQF model
developed by ECMWF, IFS, does not treat nitrate.
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Representation of PM Size Distribution

The PM size distribution may be modeled by different approaches, among which the most
commonly used approaches in CW-AQF are the sectional and the modal size distributions. In
the sectional approach, the size distribution is discretized into sections or “bins”, e.g., in the
aerosol model MADRID (Zhang et al., 2004) used in WRF/Chem-MADRID and SIREAM (Debry
et al., 2007) or SCRAM (Zhu et al., 2015) used in Polyphemus. The sectional representation of
the particle size distribution used in most CW-AQMs is based on the mass distribution of
particles. In the modal approach, the size distribution is represented by several log-normally
distributed modes, e.g., in the modal model MAM (Sartelet et al., 2006). The modal approach
typically uses three modes including Aitken nuclei mode, accumulation mode, and coarse
mode. The log-normal approximation allows one to simulate the evolution of both the number
and volume (or mass). Each size representation method has its own merits. While the modal
approach is computationally more efficient than the sectional approach that consists of more
than two sections, it is usually less accurate than the sectional approach. The accuracy of the
sectional representation strongly depends on the size resolution. CW-AQMs typically use 6-16
size sections (Zhang et al., 1999). CW-AQF models based on the sectional size representation
include IFS, AQFx, CHIMERE, Polyphemus, and NAQFC. Some models such as WRF/Chem and
RegCM-CHEM offer options to use either the sectional or the modal size representations. A few
models simulate the bulk aerosol mass without distinguishing the size range or a mix of bulk
and sectional approach. For example, LOTOS-EUROS offers options to use bulk representation
or sectional representation with two sections (fine and coarse). CCATT-BRAMS uses sectional
representation for dust and sea salt and the bulk treatment for other aerosols. GRAPES—CUACE
uses 12 bins from 10 nm to 40 pm in diameter for all aerosol components except for
ammonium which is in bulk representation.
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Table 3.13 Representation of aerosol processes in global CW-AQF models

Attribute/Model

G5CHEM (GEOS-5 with GEOS-Chem)

IFS (ECMWF/CAMS) (ECMWF)

SILAM v.5.5

Aerosol model name

The original carbonaceous aerosol simulation
was developed by Park et al. (2003). Wang
et al. (2014) gives an overview of the
current BC simulation in GEOS-Chem. SOA
formation follows the simplified Volatility
Basis Set (VBS) scheme of Pye et al. (2010).
The dust simulation in GEOS-Chem is
described by Fairlie et al. (2007). The sea
salt aerosol simulation in GEOS-Chem is
described by Jaegle et al. (2011).

LOA/LMDz (Reddy et al., 2005;
Morcrette et al., 2009)

Four models: (i) DMAT bulk inorganic
aerosol formation, equilibrium-based, (ii)
VBS for secondary organics, (iii)
stratospheric PSC, (iv) SALSA-type
dynamic scheme, research-only

Aerosol species

Dust, sea salt, black and organic carbon (BC
and OC), sulfate, nitrate, ammonium

Desert dust, sea salt, organic matter
(OM), BC S0.42

Reactive: SO42", NH4sNO3z, NH4sHSO4
(NH4)2S04, coarse NO3™ on sea salt. Non-
reactive: Sea salt, Fire PM, desert dust,
OC, EC, mineral anthropogenic

Size representation

Bin/bulk scheme (4 bins for dust, 2 bins for
sea salt, bulk hydrophilic/hydrophobic for BC
and OC)

Bin/bulk scheme (3 size bins for DD
and SS; bulk
hydrophilic/hydrophobic for OM and
BC; bulk for S0O427)

Sectional. User-defined bins(typically 2-
15 bins over 0.01-30 Om)

Aerosol mixing state

Internally mixed

Externally mixed

External mixture

Aerosol mass/number

Diagnosed

Predicted/diagnosed

Mass only

Aerosol hygroscopicity

Prescribed

Prescribed radius and mass growth
factors for each species

Species-dependent

Aerosol radiative
properties

Aerosol optical depth is calculated using RH-
dependent aerosol optical properties from
Martin et al. (2003). Dust optics are from
Ridley et al. (2012).

Lookup tables based on offline Mie
scattering calculations using
prescribed refractive indices for
each species/bin at a range of
wavelengths and relative humidities,
as described in Bozzo et al. (2017)

Mie scheme for sections

Inorganic aerosol
thermodynamic module

ISORROPIA-II (Fountoukis and Nenes,
2007), as implemented by Pye et al. (2009).

EQSAM for the nitrate partitioning

Gas-particle equilibrium, Sofiev (2000)
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Attribute/Model

G5CHEM (GEOS-5 with GEOS-Chem)

IFS (ECMWF/CAMS) (ECMWF)

SILAM v.5.5

Organic precursors

Biogenic SOA is produced with a yield of 3%
from isoprene and 5% from monoterpenes.
Anthropogenic VOCs are emitted in
proportion to CO.

None

Biogenic: isoprene, monoterpene.
Anthropogenic: toluene, xylene, and 7
volatility bins of unspeciated VOCs.

SOA module

Described in Marais et al. (2016). SOA
formation follows the simplified Volatility

Basis Set (VBS) scheme of Pye et al. (2010).

Prescribed biogenic SOA sources,
Anthropogenic SOA sources based
on CO emissions as proxy

1D VBS with 7 volatility bins, for
anthropogenic and 5 for biogenic
(Shrivastava et al., 2011)

Interactions
organic/inorganic
compounds

Via competition for OH in the gas phase. Via
nucleation/condensation competition in the
aerosol phase.

Ageing of hydrophobic OM (and BC)
to hydrophilic with fixed timescale

None

Aerosol water content

ZSR correlation

Prescribed fixed radius and mass
growth factors for each species at
different relative humidities

Hygroscopic growth (Lewis and
Schwartz, 2006)

Online photolysis Yes, computed based on Mie theory as Yes, CBO5 calculations updated to None
calculation accounting for described in Wild et al. (2000). use prognostic fields from the
aerosol feedbacks aerosol scheme rather than

climatologies and its own sulfate

tracer.
Nucleation Homogeneous nucleation of H2SO4 None None
Condensation/Evaporation Dynamic condensation of SO, following Temperature and latitude- None

Chameides and Stelson (1992). dependent irreversible conversion of

SO; to form SO4*
Redistribution or mode N/A N/A None
merging schemes
Coagulation N/A N/A None
Gas-to-particle mass Thermodynamic equilibrium for HNOz and None equilibria, Sofiev (2000)

transfer

NHs. Dynamic equilibrium for SO,
(Chameides and Stelson, 1992). Organics
equilibrium based on VBS approach (Pye et
al., 2010).

Reference

Hu et al. (2018)

Flemming et al. (2015); Morcrette
et al. (2009)

Sofiev (2000); Kouznetsov and Sofiev
(2012)
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Table 3.14 Representation of aerosol processes in 11 regional/urban CW-AQF models.

Attribute/Model

AQFX

NAQFC (WRF-CMAQ)

WRF/Chem

Aerosol model name

Option of GLOMAP or a simple fixed 2-bin
scheme. The description below primarily
refers to GLOMAP

Aero6

MADE, MOSAIC, GOCART, MADRID, MAM3 or
MAM7

Aerosol species

Sulfate, nitrate, ammonium, OC, sea salt,
dust, water. Trace metals speciated from
sea salt and dust.

Sulfate, nitrate, ammonium,
BC, OC, sea salt, dust, water

Sulfate, nitrate, ammonium, BC, OC, sea salt,
dust, water

Size Representation

Modal (4 soluble modes, 3 insoluble
modes). nucleation 0.001-0.1 um; Aitken
0.01-0.10 um; accumulation 0.10-1.0 um;
coarse 1.0-10 um. Log-normal
distributions; dynamical geometric mean
diameters, fixed geometric standard
deviations (Mann et al., 2010).

Modal (3 log-normal
distributions over 0-10 [Om)

Modal (3 modes in MADE and 3 or 7 modes in
MAM)

Sectional (4-8 sections for MOSAIC and 8 sections
for MADRID over 0-10 OOm)

Bulk (GOCART)

Aerosol mixing state

Internal mixture

Internal mixture

Internal mixture

Aerosol mass/number

Predicted/Predicted

Predicted/Predicted

Predicted/Predicted

Aerosol hygroscopicity

Water uptake is based on the soluble
inorganic components and an equivalent
hygroscopity for the soluble organic
components.

Water uptake based on
inorganic components
(Binkowski and Roselle, 2003)

Simulated (volume averaged) with prescribed
hygroscopities for OC and dust

Aerosol radiative
properties

These are used only for the calculation of
aerosol optical depth and attenuated
backscatter.

Mass Reconstruction and Mie
Schemes (Binkowski and
Roselle, 2003)

Parameterized Refractive Index (RI) and optical
properties based on wet radius and RI of each
mode

Inorganic aerosol
thermodynamic module

ISORROPIA-II (Fountoukis and Nenes,
2007)

ISORROPIA

MARS-A (MADE)
MESA-MTEM (MOSAIC)
ISORROPIA (MADRID)

a highly simplified inorganic aerosol
thermodynamics treatment that only simulates
particulate-phase sulfate and ammonium (MAM7)

No thermodynamic module (MAM3 and GOCART)

Organic precursors

Anthropogenic and ambient smoke SVOCs
are tracked using (for CB05) five VOC
species. Biogenic SVOCs are tracked using
two VOC species.

8 classes of condensable
SVOCs resulting from five
classes of parent VOCs

6 classes of the condensable

SORGAM: (8 classes VOCs)
MADRID1: 2

anthropogenic VOC precursors, 4 surrogate
anthropogenic
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Attribute/Model

AQFX

NAQFC (WRF-CMAQ)

WRF/Chem

SVOCs arise from
anthropogenic precursor VOCs
(from

3 classes of aromatics
including xylene, toluene, and
cresol,

and 1 class of higher alkanes)
and two classes from biogenic

monoterpenes.

species representing their condensable products,
12 biogenic VOC (BVOC) precursors and 34
surrogate biogenic species representing their
condensable products; MADRID 2 includes

10 surrogate for 42 explicit compounds, grouped
according to their affinity.

for water; VBS (9 bins) includes 36 POA gases, 32
SI-SOA gases, and 8 V-SOA gases, VBS (2 bins)
includes 8 POA gases, 4 SI-SOA gases, and 2 V-
SOA gases.

SOA module

Volatility Basis Set (Tsimpidi et al., 2014).

1.Reversible Absorption based
on SORGAM

2. VBS (Robinson et al., 2007)

SORGAM: reversible absorption based on smog-
chamber data ()

VBS (9 bins) includes 144 POA aerosols, 128 SI-
SOA aerosols resulted from semi- and
intermediate VOCs:, and 32 V-SOA aerosols
resulted from VOCs, VBS (2 bins) includes 32 POA
aerosols, 16 SI-SOA aerosols, and 8 V-SOA
aerosols MADRID1: absorption MADRID2:
combined absorption and dissolution.

MOSAIC: no SOA treatment with CBM-Z, VBS with
SAPRC99

Interactions
organic/inorganic

Via competition for OH in the gas phase.
Via perturbation to aerosol water;
nucleation/condensation competition in the
aerosol phase.

None

Only available in MADRID2

Aerosol water content

The ZSR method

Water uptake based on
inorganic components
(Binkowski and Roselle 2003)

The ZSR method

Online photolysis
calculation accounting
for aerosol feedbacks

None

Binkowski et al. (2007)

Grell et al. (2005)

Nucleation

Binary homogeneous nucleation- with
options for 4 different mechanisms based
on H2SO4 and (for 2 mechanisms) H2SO4
and organic vapor (Reddington et al.,
2011).

Binary homogeneous
nucleation of H>SO4 and H,O of
Kulmala et al. (1998)

Binary homogeneous nucleation of H,SO4 and H>0
of Kulmala et al. (1998 b) (SORGAM) and of
McMurry and Friedlander (1979) (MADRID); T- and
RH-dependent; sectional; different equations in
different aero modules
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Attribute/Model

AQFX

NAQFC (WRF-CMAQ)

WRF/Chem

Condensation /
Evaporation

Dynamic condensation of H,SO4 (Mann et
al., 2010). Condensation/evaporation for
other semi-volatile organic and inorganic
species follows (Capaldo et al., 2000).

Dynamic condensation of
H>S04 and VOCs using the
modal approach of Binkowski
and Shankar (1995)
(SORGAM)

Dynamic condensation of H,SO4 and VOCs using
the modal approach of Binkowski and Shankar
(1995) (SORGAM), of H2SO4, MSA, and NH3; using
the ASTEEM method (MOSAIC), and of volatile
inorganic species using the APC with moving
center scheme (MADRID)

Redistribution or mode
merging schemes

GLOMAP- mode merging occurs after the
coagulation-nucleation step if the
geometric mean diameter of a mode falls

above of a prescribed range. In this case, a

fraction of the particle number and mass is
moved to the next largest mode (Mann et
al., 2010).

The condensed mass is
redistributed using the mode
merging following Binkowski
and Roselle (2003 )

The condensed mass is redistributed using the
mode merging following Binkowski and Roselle
(2003) in MADE, and the moving-center scheme of
Jacobson (1997) in MADRID

Coagulation

Intra-modal and inter-modal coagulation is
treated (Mann et al., 2010)

Modal approach

Modal/Sectional (MADE/SORGAM, MOSAIC,
MADRID), single size distribution, fine modes only

Gas-to-particle mass
transfer

Inorganics- equilibrium for HNO3z, NH3, and
HCI for fine modes; dynamic mass transfer
for coarse modes (Pilinis et al., 2000;
Capaldo et al., 2000; Kelly et al., 2010).
Organics- equilibrium using the VBS
approach (Tsimpidi et al., 2014).

Full equilibrium for HNOs and
NHs

1. Full equilibrium for HNOsz and NHs in
MADE/SORGAM and all species in MADRID

2. Dynamic for H>SO4 in MADE/SORGAM;
Dynamic for all species in MOSAIC and MADRID
3. Hybrid in MADRID

References

Mann et al. (2010)

Lee et al. (2017)

Grell et al. (2005); Fast et al. (2006); Zhang et al.
(2010)

Attribute

GEM-MACH15

NMMB/BSC-CTM

DERMA & ENVIRO- HIRLAM

Aerosol model name

Canadian Aerosol Module (CAM)

in-house (Spada, 2015)

2 aerosol dynamics modules:

Old modal CAC (Baklanov, 2003; Gross and
Baklanov, 2004) and new version is based on M7
(Vignati et al., 2004) with aerosol removal
processes (Stier et al., 2005).

Aerosol species

Sulfate, nitrate, ammonium, primary
OC, SOA, BC, sea salt, crustal material,
water

Dust, sea salt, BC, OM, sulfate,
nitrate and ammonium

4 predominant aerosol types are included: BC and
primary OC, sulfate, mineral dust and sea salt in
the key version, pollen aerosols in the version for
pollen forecast.
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Attribute

GEM-MACH15

NMMB/BSC-CTM

DERMA & ENVIRO- HIRLAM

Size representation

Sectional (2 or 12-bin distributions)

8 sectional bins for dust and 8
for sea salt, and bulk for the
rest.

Insoluble and mixed (water-soluble) particles. 7
classes by particle size and solubility. 4 classes to
represent mixed particles, i.e. nucleation, Aitken,
accumulation and coarse modes, and another 3
classes are for the insoluble (Aitken, accumulation
and coarse modes).

Aerosol mixing state

Internal mixture

Externally mixed

External mixture of insoluble and internally mixed
populations

Aerosol mass/number

Predicted/prognosed

Only mass is predicted

Predicted/prognosed

Aerosol hygroscopicity

Two approaches: (a) based on inorganic
heterogeneous chemistry (HETV, Makar
et al., 2003); (b) Hanel (1976) empirical
functions plus Kohler equation (Gong et
al., 2003).

Hygroscopic factors following
Chin et al. (2002)

Species-dependent

Aerosol radiative
properties

Mie scattering assuming a homogeneous
mixture, water and typical
anthropogenic aerosol refractive indices
(Makar et al., 2015a; Bohren and
Huffman, 1983)

OPAC (Hess et al., 1998) or in-
house (Obiso, 2017)

Nielsen et al. (2014); Rontu et al. (2017)

Inorganic aerosol
thermodynamic module

HETV (Makar et al., 2003)

EQuilibrium Simplified Aerosol
Model (EQSAM) (Metzger et al.,
2002, 2006)

Thermodynamic equilibrium NWP-Chem-Liquid,
described in Korsholm et al. (2008).

Organic precursors

Isoprene, lumped species: mono-
substituted alkyl aromatics, di,tri-
subsititued alkyl aromatics, higher
carbon number alkanes, higher carbon
number alkenes; subversions with
monoterpenes as separate species.

Isoprene and [-pinene

HCHO and a lumped HC representing all remaining
organics

SOA module

(1) Operational code: 2 product fit
to chamber data (Pankow,
1994; Griffin et al., 1999);
initial products assumed to be
converted rapidly to non-volatile
organic particulate mass.

(2) Volatility basis set (experimental
code), Robinson et al. (2007)

Two-product scheme

(Tsigaridis and Kanakidu,
2003)

simplified parametrization
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Attribute

GEM-MACH15

NMMB/BSC-CTM

DERMA & ENVIRO- HIRLAM

Interactions
organic/inorganic

None

None

Under development

Aerosol water content

Two approaches: (a) based on inorganic
heterogeneous chemistry (HETV, Makar
et al,, 2003); (b) Hanel (1976) empirical
functions plus Kohler equation (Gong et
al., 2003).

Not treated

Simplified liquid-phase equilibrium mechanism
included in NWP-Chem-Liquid.

Online photolysis Yes, based on the approach of Makar et | No Yes

calculation accounting for al. (2015a, b)

aerosol feedbacks

Nucleation Kumala et al. (1998) (H2SO4 + H20); None Yes, with 2 aerosol dynamics models: CAC and M7
Gong et al. (2003)

Condensation/Evaporation Modified Fuchs-Sutugin (1971) equation | None Yes, with 2 aerosol dynamics models: CAC and M7
for H>SO4, organic gases assumed to
partition similar to H,SO, (Gong et al.,
2003)

Redistribution or mode Sectional approach None Yes, as in M7

merging schemes

Coagulation Semi-implicit numerical solution None Yes, with 2 aerosol dynamics models: CAC and M7
following Jacobson et al. (1994); Gong
et al. (2003)

Gas-to-particle mass Bulk equilibrium followed by rebinning Equilibrium equilibria

transfer

for inorganics; Sulfate explicit
redistribution according to condensation
equation, condensable organics
assumed to partition similar to organics.

References

Makar et al. (2015a, b)

Pérez et al. (2011); Badia and
Jorba (2014); Spada (2015)

Baklanov and Sgrensen (2001); Sgrensen et al.
(2007); Korsholm et al. (2008); Baklanov et al.
(2017)
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Attribute

CHIMERE

Polyphemus

LOTOS-EUROS

Aerosol model name

A sectional aerosol module

Two aerosol models: the Size Resolved
Aerosol Model (SIREAM) (Debry et al.,
2007) or the size and composition
resolved aerosol model (SCRAM) (Zhu
et al., 2015)

Simplified aerosol model assuming
equilibrium

Aerosol species

primary particulate matter, sulfate,
nitrate, ammonium, biogenic and
anthropogenic SOA, and water. Sea salt
is an optional species

Sulfate, ammonium, nitrate, chloride.,
sodium, BC, OC, dust, water

sulfate, nitrate, ammonium), SOA,
primary PM. s and PM25_10, BC, sea salt

Size Representation

Sectional, 6-10 bins (0.01-40 pm)

Sectional for both SIREAM and SCRAM
with size sections between 1 nm and
10um and composition fraction section
between 0 and 1.

Bulk (or 2 sections/modes): fine
(primary and all secondary
components) and coarse (primary)

Aerosol mixing state

Internal mixture

Internal mixture or mixture explicitly
resolved

Internal mixture

Aerosol mass/number

Predicted/diagnostic

Predicted/Predicted

Predicted/diagnostic

Aerosol hygroscopicity

Simulates the diameter and the density
of aerosols change with humidity due to
the amount of water absorbed into the
particles.

Explicitly calculated for inorganics and
organics (possibility to use the Gerber
et al. (1985) approximation)

None

Aerosol radiative properties

Simulates aerosol effects through
absorption and Mie diffusion; calculates
aerosol optical depth, LIDAR backscatter

Computed in the post-processing of the
simulation

Aerosol direct effect on radiation based
on Savenije et al. (2012) and on CCN
based on Van Meijgaard et al. (2012)

Inorganic aerosol
thermodynamic module

online ISORROPIA

ISORROPIA (equilibrium or dynamic
approach)

ISORROPIA or EQSAM options

Organic precursors

3 anthropogenic: TOL, TMB, NC4H10), 5
biogenic surrogate: isoprene, APINEN,
BPINEN, LIMONE, OCI

Anthropogenic: 1/S-VOCs (3 precursor
surrogates), aromatics (2 precursor
surrogates). Biogenic: isoprene,
monoterpenes and sesquiterpenes (5
surrogates). These precursors are
oxidized to form compounds that can
partition to the particle or aqueous
phases.

5 anthropogenic: xylene, toluene,
alkanes, alkenes, primary OM, 2
biogenic species: isoprene, terpene
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Attribute

CHIMERE

Polyphemus

LOTOS-EUROS

SOA module

Pun scheme of Pun et al. (2006): a
single-step oxidation of the relevant
precursors and gas-particle partitioning
of the condensable oxidation products
based on absorption approach

Gas/particle phase partitioning with
Secondary Organic Aerosol Processor
(SOAP) (Couvidat and Sartelet, 2015).

VBS with 9 bins

Interactions organic/inorganic

None

AIOMFAC (Zuend et al., 2008, 2011),
formation of organic nitrate (Chrit et
al., 2017)

None

Aerosol water content

The amount of water in each bins is
computed with the "reverse mode" of
ISORROPIA by using the composition of
particles

The ZSR method for inorganics and
SOAP for organics.

Calculated based on aerosol
thermodynamic equilibrium

Online photolysis calculation Online FastJX FAST-JX, as described in Real and None
accounting for aerosol Sartelet (2011)
feedbacks
Nucleation Binary nucleation parameterization of for inorganics (binary or ternary) None
(Kulmala et al., 1998)
Condensation/Evaporation No condensation treatment; simulations | Thermodynamic equilibrium or scheme | None
the evaporation of secondary inorganic for inorganics (ISOROPPIA, Nenes et
aerosols al. 1998) and organics (SOAP,
Couvidat and Sartelet, 2015). For
organics, hydrophilicity and activity
coefficients are taken into account.
Redistribution or mode None Moving-center approach (Jacobson, None
merging schemes 1997), or Euler-coupled or HEMEN
(Devilliers et al. 2013)
Coagulation Section approach (Gelbard and Seinfeld, | Sectional approach (Dergaoui et al., None
1980) 2013)
Gas-to-particle mass transfer | Simulates through absorption, SAME as treatments in None

nucleation, gas/particle partitioning

condensation/evaporation

References

Vivanco et al. (2009), CHEMERE (2017)

Chrit et al. (2017); Zhu et al. (2016);
Sartelet et al. (2007, 2012); Debry et
al. (2007)

Schaap et al. (2008); LOTOS-EUROS
(2016)
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Attribute

CATT-BRAMS

GRAPES-CUACE

ASEAN Tropical Lagrangian
Atmospheric System (ATLAS)

Aerosol model name

Simple aerosol model (Longo et al.,
2013) or MATRIX aerosol model (Bauer
et al., 2008)

CUACE aerosol model is called CAM,
(Gong et al., 2003).

None

Aerosol species

Sulfate, nitrate, ammounium, OC, BC,
dust, and sea salt

BC, OC, dust, sulfate, sea salt,
ammonium and nitrate

Sulfate, nitrate, ammonium, sea
salt, dust, anthropogenic and
biogenic SOA, primary PM

Size representation

Sections for dust and sea salt otherwise
bulk mass

16 mixed modesin MATRIX

12 bins from 10 nm to 40 um in diameter
for all aerosol components except for
ammonium which is in bulk mass
concentration

User-defined with arbitrary
number of non-interacting size
range bins

Aerosol mixing state

Internal and external mixtures

Internal mixture

External mixture

Aerosol mass/number

Two-moment (2M) microphysical
parameterization (Freitas et al., 2017)

Mass predicted, number diagnosed

Only aerosol mass predicted

Aerosol hygroscopicity (Petters and Kreidenweis, 2007; Gacita | Hygroscopicity for sulfate, nitrate, Not included
et al., 2017) ammonium, sea salt and OC
Aerosol radiative properties The BRAMS radiation module includes Parameterized Refractive Index (RI) and Not included

two additional schemes to treat
atmospheric radiative transfer
consistently for both longwave and
shortwave spectra. The first scheme is a
modified version of the Community
Aerosol and Radiation Model for
Atmospheres (CARMA) (Toon et al.,
1989), and the second one is the Rapid
Radiation Transfer Model (RRTM)
version for GCMs (RRTMG, Mlawer et
al., 1997; lacono et al., 2008). Optical
properties especially for the South
American continent derives from the
use of climatological size distribution
and the complex refractive index from
several measurement sites of the
AErosol RObotic NETwork (AERONET,
Holben et al., 1998) in the southern
area of the Amazon Basin.

optical properties based on wet radius
and RI of each bin
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. ASEAN Tropical Lagrangian
Attribute CATT-BRAMS GRAPES-CUACE Atmospheric System (ATLAS)
Inorganic aerosol 1. IMAGES model (Muller and ISORROPIA-II Malcolm et al. (2000);
thermodynamic module Brasseur, 1995) Redington and Derwent (2002);
2. EQSAM and ISORROPIA in MATRIX nitrate-sulfate-Ammonia
equilibrium based on Ackermann
et al. (1995)

Organic precursors Under development 19 VOCs which have been sorted into four | Parameterizations to represent the
surrogate anthropogenic, natural species | formation of both anthropogenic
representing their condensable products. and biogenic SOA (Redington and
RADMII: Derwent, 2013)
five anthropogenic VOC precursors,five su
rrogate anthropogenic species representin
g their condensable products (from three
classes of aromatics including xylene, tolu
ene, and cresol, one class of higher alkan
es, and one class of higher alkenes) , one

biogenic VOC (BVOC) precursors and one
surrogate biogenic species representing t
heir condensable products (from one clas
s of monoterpenes)
SOA module None The production rate of SOA for 19 VOCs Secondary biogenic organic aerosol

species (also with a simplified natural
VOCs production scheme based on LAI)
from RADMII has been put into the
aerosol model and condensed onto
different bins.

precursor is formed from a-pinene
(Ci0H16), followed by a simple rate
coefficient to model the
subsequent gas to particle
conversion of the precursor to
biogenic SOA. Loss of the
precursor also occurs via oxidation
by OH. Toluene is used (scaled to
represent the total of VOCs that
form anthropogenic SOA) in a
simple scheme for production of
anthropogenic SOA (Redington and
Derwent, 2013).

Interactions organic/inorganic

None

None

Not included

Aerosol water content

aerosol equilibrium portioning among

inorg

anic species (including water)

ZSR

Not included




Chapter 3

page 128

ASEAN Tropical Lagrangian

Attribute CATT-BRAMS GRAPES-CUACE Atmospheric System (ATLAS)
Online photolysis calculation None None None
accounting for aerosol
feedbacks
Nucleation Five nucleation parameterizations can Sufate-H>O nucleation parameterization Not included
be defined, two for binary for sulfate based on the work of Kulmala
homogeneous nucleation of sulfuric acid | et al (1998)
and water, one for sulfuric acid, water
and ammonia, one for ion-ion
recombination, and one for particles 3
nm diameter (MATRIX scheme, Bauer et
al., 2008)
Condensation/Evaporation The total production rate of species in Condensation parameterization for Not included
population due to condensation of non- | second organic aerosol based on the work
volatile species and subsequent gas- of Fuchs and Sutugin, 1971
particle mass transfer due to
equilibration (Bauer et al., 2008)
Scheme that predicts condensation as
to formation of CCN and IN explicity
(Thompson and Eidhammer, 2014)
Redistribution or mode Use of quadrature methods of moments | The moving scheme of Jacosbon (1997) is | None
merging schemes to simulation of aerosols. used to calculate the mass transfer
(Bauer et al., 2008; (Thompson and between bins
Eidhammer, 2014)
Coagulation Particles from two populations Binary coagulation between 12 bins on None

coagulate such that the resulting
particle is placed into the mixed
population (MATRIX scheme). (Bauer et
al., 2008)

the based of Fuchs and Davies, 1964

Gas-to-particle mass transfer

All populations undergo condensational
growth and self-coagulation, and all but
the mixed population undergo loss due
to hetero-coagulation with other
populations (Bauer et al., 2008)

Gas to particle mass transfer for SOA on
base of Schell et al. (2001)

Ammonium nitrate and ASOA
assumes equilibrium, ammonium
sulfate, coarse mode nitrate and
BSOA are assumed irreversible

References

Freitas et al. (2009, 2011, 2017);
Longo et al. (2013)

Wang et al. (2010); Zhou et al. (2016,
2018)

Jones et al., 2007;
Redington and Derwent, 2002,
2013; Redington et al., 2009
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Representation of PM Mixing State

Atmospheric PM may exist in different mixing states, including external mixing, internal
mixing, and core-shell structure. External mixing refers to the state in which aerosol
components are not mixed. Example species existing in an external state include freshly-
emitted primary OC, EC, dust, and fly ash. Internal mixing refers to the state in which the
aerosol components are well mixed with the same composition. Example species existing in an
internal state include sulfate, nitrate, and ammonium. Aerosols are external mixtures at or
near the sources, and become internal mixtures through various processes such as
coagulation, condensation, and cloud processing as they are transported downwind. In the
core-shell structure, the core may be composed of insoluble particles such as dust and black
carbon, the shell may contain H20 and other soluble salts such as sulfate and ammonium.
While the core-shell structure may be the most realistic under typical ambient conditions,
internal mixing is often assumed in aerosol models for simplicity. The internal mixture is the
mixing state most commonly used in CW-AQF models. SILAM is one of the models that treats
aerosol species as external mixtures. In the M7 aerosol module (Vignati et al., 2004), which is
used in Enviro-HIRLAM and several other models, the aerosol population is divided into two
externally mixed populations: an internally mixed water-soluble particle population and a
population of insoluble particles. Polyphemus is the only model that can simulate the evolution
of the aerosol mixing state from external mixture to internal mixture. This is achieved using
the aerosol model SCRAM (Zhu et al. 2015): based on a comprehensive combination of all
chemical species and their mass-fraction sections, both the composition and the size
distribution of particles are discretized.

3.6.3 Modeling of Atmospheric PM Thermodynamics

Inorganic Compounds: Thermodynamic Equilibrium or Dynamic Evolution

Among inorganic compounds, some compounds such as sodium or sulfate have a low
saturation vapor pressure and exist mostly in the particulate phase. They may be neutralized
by compounds such as chloride, ammonium, and nitrate, with partition between the gas and
particle phases. As particles may be solid or in an aqueous solution, departure from
thermodynamic equilibrium drives the mass transfer of species between gas and particulate
phases. Thermodynamic models are used to compute the concentrations of gas and particles
at equilibrium. A number of inorganic aerosol thermodynamic models have been reviewed in
several papers (e.g., Ansari and Pandis, 1999; Zhang et al., 2000), which described the
strengths and limitations of several thermodynamic models along with recommendations of
their applications. MARS-A is the simplest thermodynamic module that was used in an earlier
version of CMAQ and is still used in conjunction with SORGAM in the current version of
WRF/Chem. It is computationally very efficient however it does not treat sodium chloride,
excluding its application over coastal areas where sea salt is significant. Some models, such as
AIM2 (Wexler and Clegg, 2002), use a Gibbs free energy minimization method to determine
the thermodynamic equilibrium state. As this method is computationally expensive, other
models (e.g., EQUISOLVII Jacobson (1999), ISORROPIA Nenes et al. (1999)) instead solve a
reduced set of equilibrium reactions. As the particulate phase may be highly acidic or alkaline,
it is a non-ideal solution (intermolecular interactions between chemical compounds are strong)
and the equilibrium constants of reactions depend on activity coefficients, leading the set of
equilibrium equations to be highly nonlinear. To reduce the computational time, these
coefficients may be tabulated depending on the composition (e.g., as in the case of
ISORROPIA), and/or only equations involving components which are in non-negligible
quantities are considered (e.g., ISORROPIA, SCAPE2 of Meng et al. (1995)). Most
thermodynamic models compute the equilibrium between gas and the bulk particulate phases,
i.e., from the total concentration of a component (e.g., ammonium in the particulate phase
and ammonia in the gas phase), it will determine the concentrations of the gas (ammonia) and
the particulate ion (ammonium). Others, such as ISORROPIA, may also solve the reverse
problem and provide the surface concentrations of gases at equilibrium from the particulate
concentrations, allowing to compute dynamically the exchange between the gas and the
particulate phases. The modeling of the mass transfer of condensable species (inorganic and
organic) from the gas phase to the particulate phase is important, because it determines the
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fraction of the condensable species in the particulate phase, and therefore the overall particle
concentration.

ISORROPIA is used in many CW-AQF models such as AQFx, NAQFC, Polyphemus and GRAPES-
CUACE. WRF/Chem offers three thermodynamic modules, depending on the aerosol module
selected. It uses MARS-A in SORGAM, MESA-MTEM in MOSAIC, and ISORROPIA in MADRID.
LOTOS-EUROS offers three thermodynamic modules including ISORROPIA, MARS-A, or
EQSAM. RegCM-CHEM also offers three thermodynamic modules including MARS-A, SEQUILIB,
and ISORROPIA. CCATT-BRAMS offers three modules to simulate inorganic aerosol
thermodynamic partitioning including the IMAGES model of Miller and Brasseur (1995),
EQSAM, and ISORROPIA. SILAM uses the DMAT module of Sofiev (2000), which simulates the
thermodynamics of all major secondary inorganic aerosol species including SO4?", NH4NO3,
NH4HSO4, (NH4)2S04, and sea salt. Enviro-HIRLAM uses the NWP-Chem-Liquid module with a
simplified liquid-phase thermodynamic equilibrium mechanism, described in Korsholm et al.
(2008).

Organic Compounds

Simulating organic aerosols is technically more challenging than inorganic aerosols due to
complex formation mechanisms that involve many organic precursors and large uncertainties
in chemical kinetics (Hallquist et al., 2009). The oxidation of volatile organic compounds
(VOCs) leads to semi-volatile and low-volatile organic compounds (SVOCs and LVOCs,
respectively) that have increasingly complicated chemical functions, high polarizations, and
lower saturation vapor pressure, and that may condense onto particles to form secondary
organic aerosol (SOA). Precursors of SOA in the models typically include anthropogenic
compounds (e.g., aromatics and long-chain alkanes and alkenes) and biogenic compounds
(e.g., isoprene, monoterpenes, and sesquiterpenes).

SOA modules in CW-AQF models have a varying degree of complexity. The simplest module is
to prescribe biogenic SOA sources via climatology (e.g., Dentener et al., 2006 based on
terpene emissions as used in AeroCom Phase I, or an offline vegetation model such as
MEGAN), and use the CO emissions as proxy for anthropogenic SOA sources (as in Spracklen
et al., 2011), which is used in the global model, IFS. Several CW-AQF models use the SOA
modules with intermediate complexity that are based on an absorptive method for several
classes of SVOCs which resulted from the gas-phase oxidation of several classes of
anthropogenic and biogenic precursor VOCs.

SOA models can be grouped into three major categories: (1) models based on the absorption
partitioning theory with an empirical two-product representation of SOA formation, (2) models
based on the volatility basis set approach (VBS), and (3) models based on a mechanistic
representation of SOA formation. The first type of model is based on the aerosol yield and
partitioning coefficients obtained from the smog chamber experiments of Odum et al. (1996)
and has been widely used in many global and regional models because of its simplicity and
computational efficiency (e.g., Schell et al., 2001; Zhang et al., 2004, 2007 ; Binkowski and
Roselle, 2003). It, however, significantly underpredicts observed OA or SOA (e.g., Binkowski
and Roselle, 2003; Zhang et al., 2004, 2007; Henze et al., 2006; Carlton et al., 2010) due to
missing SOA precursors and formation processes.

The VBS model simulates gas-aerosol partitioning and chemical ageing of a set of semi-volatile
OA species with volatility equally-spaced in a logarithmic scale (the basis set) and (Donahue et
al., 2006). In the one-dimensional (1-D) VBS approach, organic compounds are divided into
logarithmically-spaced bins of similar saturation concentration (i.e., volatility). Oxidation
moves organic compounds from one bin to the other. In the 2-D VBS approach, organic
compounds are described not only by their saturation concentration but also by their oxygen
content O:C, i.e., their oxidative state (Jiménez et al., 2009; Donahue et al., 2011, 2012a).
The 1-D VBS approach has been increasingly implemented in many regional models such as
PMCAMXx (Lane et al., 2008; Shrivastava et al., 2008; Murphy and Pandis, 2009; Tsimpidi et
al., 2010; Fountoukis et al., 2011), CHIMERE (Hodzic et al., 2010; Zhang et al., 2013), WRF-
Chem (Shrivastava et al., 2011; Ahmadov et al., 2012), EMEP (Bergstrom et al., 2012),
COSMO-ART (Athanasopoulou et al., 2013) and global models such as GISS GCM Il (Farina et
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al., 2010; Jathar et al., 2011), GEOS-CHEM (Jo et al., 2013), and CESM (Shrivastava et al.,
2015). The 2-D VBS approach has been used to simulate SOA from chamber experiments
(Jimenez et al., 2009; Donahue et al., 2012b; Chacon-Madrid et al., 2012; Chen et al., 2013)
and implemented in a Lagrangian trajectory model (Murphy et al., 2011, 2012). It has,
however, not been implemented in a 3-D air quality model because of its high computational
cost. A hybrid approach, referred to as the 1.5-D VBS, has been developed for 3-D
applications, which is based on the 1-D VBS framework but accounts for changes in the
oxidation state of OA in addition to its volatility using multiple reaction trajectories defined in
the 2-D VBS space. This 1.5-D VBS approach combines the simplicity of the 1-D VBS with the
ability of the 2-D VBS in a computational efficient framework and has been implemented in
CAMx and CMAQ (Koo et al., 2014). A variant 1.5-D VBS approach is to add a dimension of
oxidation generation to the gas-phase SVOCs but keep only 1-D in the particulate phase
(e.g., volatility) as implemented in a global model, CESM (Glotfelty et al., 2017) and a regional
model, WRF/Chem (Yahya et al., 2017). Compared to the traditional two-product approach,
the 1-D or 1.5-D VBS approach has significantly improved the current model’s capability in
simulating SOA (Lane et al., 2008; Murphy and Pandis, 2009; Shrivastava et al., 2011;
Tsimpidi et al., 2010; Jathar et al., 2011; Wang et al., 2015; Yahya et al., 2017; Glotfelty et
al., 2017). The 1-D or 1.5-D VBS SOA module is coupled with the gas-phase chemical
mechanisms of CBO5 or SPARC99 in WRF/Chem. The 1-D VBS SOA module is also used in
SILAM.

Models of the third category use experimental data of smoke chamber experiments (or
theoretical mechanism data), and differentiate high NOx from low NOx environments for the
oxidation of SOA precursors. These models also use molecular composition data of SOA and
represent the formation of SOA using surrogate molecules with representative physico-
chemical properties (Pun et al., 2006, Chrit et al., 2017). The gas/particle partitioning can
include both absorption into hydrophobic organic particles and dissolution into aqueous
particles. Absorption of SOA into organic particles follows Raoult’s law, while absorption into
aqueous particles follows Henry’s law. Absorption depends on the average molecular weight of
the organic particulate mixture, the saturation vapor pressure of the condensing SOA
surrogate and its activity coefficient in the particle. Activity coefficients are often computed by
the universal functional activity coefficient (UNIFAC) method (Fredenslund et al., 1975) or
AIOMFAC (Zuend et al. 2008), which deduces the intermolecular interactions from the
molecules’ groups contribution. Examples of SOA models for this category include MADRID 2
(Pun et al., 2003), AEC (Pun et al., 2006), and the SOAP model (Couvidat and Sartelet, 2015).
This surrogate approach was implemented in several CW-AQF models such as CMAQ,
Polyphemus (SOAP), MADRID 2 (WRF/Chem), and compares well to measurements of SOA
concentrations and properties, particularly for biogenic SOA (Sartelet et al. 2012, Chrit et al.
2017).

Interactions between Organic and Inorganic Compounds

Inorganic aerosols influence the SOA formation in several ways. They constitute an absorbing
mass onto which hydrophilic organic aerosols can condense, but they also interact with organic
species. These interactions are taken into account in the MADRID 2, AEC, and SOAP models,
which compute the partitioning between organic gas and particles using a surrogate approach.
In the aqueous phase, for hydrophilic organic species, due to the presence of ions, such as
inorganic ions, medium and long-range activity coefficients (resulting from electrostatic
interactions) may also influence the partitioning between gas and particles. These medium and
long-range activity coefficients may be described by the Aerosol Inorganic—Organic Mixtures
Functional groups Activity Coefficient AIOMFAC model (Zuend et al., 2008). Among all CW-AQF
models, CMAQ, WRF/Chem (with MADRID 2) and Polyphemus are the only models that include
the interactions between organic and inorganic compounds.
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Modeling Aerosol Water Content

The aerosol water content from inorganic aerosols is often approximated by the Zdanovskii-
Stokes-Robinson (ZSR) relation, which states that the total aerosol water content at a
particular relative humidity is the sum of the water content of each chemical component of the
particle. This is the case in the thermodynamic model ISORROPIA. Absorption of water by the
organic phase may also be computed in the SOA models based on the mechanistic approach
such as the SOAP model (Couvidat and Sartelet, 2015) or MADRID 2. Almost all CW-AQF
models use the ZSR to calculate aerosol water content. The only two models that account for
additional water absorbed by organic SOA are WRF/Chem (with MADRID 2) and Polyphemus.

Other Interactions between the Gas and Particulate Phases

Interactions between the gas and particle phases may occur through other processes such as
heterogeneous reactions and impact of particles on photolysis rates. The heterogeneous
reactions at the surface of condensed matter (particles and cloud or fog droplets) may
significantly impact gas-phase photochemistry and particles (see Section 3.5). Heterogeneous
reactions for HO2, NO2, N205 and NO3 at the surface of aerosols and cloud droplets are often
modeled following Jacob (2000). Those reactions have been included in some CW-AQF models
such as WRF/Chem-MADRID and Polyphemus.

Photolysis reactions play a major role in the atmospheric composition. In the troposphere, they
drive both O3 production through NO2 photolysis, and O3 destruction through its own
photolysis. The photolysis of O3 is also the main source of OH radicals, which are involved in
the formation of secondary aerosols as the main oxidant of their gas precursors. In an aerosol
layer, light beams can be scattered and/or absorbed depending on aerosol optical
characteristics, i.e., their optical properties at the beam wavelengths, and their optical depths
which, given their OP, depend on the aerosol loading. Photolysis rates can be modified by
aerosols and clouds inside the layer but also below and above it. In clouds, actinic fluxes may
be enhanced by not only the reflection within droplets but also the scattering between cloud
droplets. This can enhance photolysis rates strongly in upper parts for clouds. In most offline
air quality forecasting (AQF) models, the impact of aerosols on photolysis rates is not taken
into account, while the impact of clouds on photolysis rates is calculated through an
attenuation coefficient applied to clear-sky photolysis rate coefficients (Roselle et al., 1999).
Photolysis rates may, however, be computed online (e.g., Binkowski et al., 2007; Real and
Sartelet, 2011)) using for example the photolysis scheme FAST-J (Wild et al., 2000). The
photolysis rate is calculated online in all online-coupled CW-AQF models and several offline
CW-AQF models such as NAQFC and Polyphemus. In Polyphemus, the photolysis can be
calculated using offline or online options. The online option calculates photolysis rates by
solving the radiative transfer equation for the needed actinic fluxes.

3.6.4 Modeling of Atmospheric PM Dynamics

Major aerosol dynamical processes include nucleation, condensation, coagulation, and gas-
particle mass transfer. These processes affect the mass concentrations and size distribution of
aerosols. Accurate predictions of the evolution of the aerosol require accurate representations
of these processes in the CW-AQF models. Numerical methods for simulating each of the
dynamic processes were reviewed in Zhang et al. (1999). The fundamentals of these processes
along with common approaches used in simulating those processes in the CW-AQF models are
reviewed below. The PM dynamics is governed by gas/particle mass transfer, which is a
process that transfers the mass of condensable species from bulk gas phase to the particle
surface or the reversed process. It generates mass fluxes of chemical species for
heterogeneous nucleation, condensation/evaporation, heterogeneous chemistry on the surface
of particles, aqgueous-phase chemistry within droplets, and particle formation. It is a
combination of multiple processes. Examples of processes include gas-phase 