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FOREWORD 

ystems Integration (SI) at NASA is a key engineering function for every project. Bringing this collection of 

complex subsystems or disparate parts together to form a single entity that functions and performs to 

mission needs is paramount to the success and value of that mission. Accounting for the human interface as 

another piece of SI is necessary to achieve every aspect of mission success, and just as critical as the hardware 

we assemble. From an engineering perspective, Human Systems Integration (HSI) means not only making certain 

that the systems we design are friendly to the end user, safe, and resilient, but also ensuring that all phases of 

life-cycle development that involve humans are integrated in a cohesive manner that results in the highest 

probability for mission success. Early in my space industry career, manufacturing engineers were not consulted 

until the integration phase of the development flow, when it was often too late to gain efficiencies. The need to 

bring those engineers into the flight hardware design phase at inception was obvious and resulted in a superior 

flight design that was more efficient from a cost and integration schedule perspective. I see a similar corollary 

with HSI. This unique expertise needs to become a part of systems integration during development, 

implementation, and execution of missions if we are to achieve success with the challenges ahead. 

 Mr. Joe Pellicciotti 
 NASA Deputy Chief Engineer 

 

he proper integration of the human into the development, deployment, and operation of our systems is 

recognized as a significant factor in the safety and success of our missions. For instance, NASA defines a 

human-rated systemτits designation for systems used to conduct crewed spaceflight missionsτas one that 

accommodates human needs, effectively utilizes human capabilities, controls hazards with sufficient certainty to 

be considered safe for human operations, and provides, to the maximum extent practical, the capability to 

safely recover the crew from hazardous situations. This definition covers many of the HSI domains defined in 

this handbook. A structured understanding of these domains, underlying objectives, and relevant standards and 

processes to meet those objectives is important for all our missionsτhuman exploration, science, and 

aeronautics. This handbook brings together insights and practices contributed by HSI practitioners from across 

the Agency. I hope it will be a great resource to the NASA community and positively affect HSI practices across 

our missions. I thank everybody who contributed. 

 Dr. Frank Groen 
NASA Deputy Chief of Office of Safety and 

Mission Assurance 
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hroughout the history of transportation, mismatches between human and machine have resulted in 

decreased human performance at a minimum and, sadly, in some cases, fatal mishaps. The Office of the 

/ƘƛŜŦ IŜŀƭǘƘ ŀƴŘ aŜŘƛŎŀƭ hŦŦƛŎŜǊΣ ǘƘǊƻǳƎƘ ƛǘǎ ǊƻƭŜ ŀǎ b!{!Ωǎ IŜŀƭǘƘ ŀƴŘ aŜŘƛŎŀƭ ¢ŜŎƘƴical Authority, is 

concerned with optimizing human performance and ensuring any humans involved have a healthy workplace. As 

NASA pushes the boundaries of space and atmospheric exploration, we challenge the human limitations and 

place humans in extreme environments. Human Systems Integration is essential to ensuring the capabilities and 

limitations of the human are considered early in system and mission design. Humans are involved in all projects 

and programs, from spaceships to aircraft to satellites and robotic rovers. Humans are involved in every aspect, 

from human interface in manufacturing, maintaining, or guiding a satellite; controlling robots on another planet 

on a different day/night cycle; building and operating new electric airplanes; operating a lunar base of 

operations; or performing human research in Antarctica. Humans are the common denominator. Integrating the 

hardware and software with the human in mind is critical to the overall mission success and protects the health 

and well-being of our greatest NASA resourceτour people. This guide is an essential tool for anyone involved in, 

planning for, or ensuring Human Systems Integration. 

 Dr. Vince Michaud 
 NASA Deputy Chief Health and Medical Officer 
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Preface: Background on NASA Human Systems Integration  

he field of Human Systems Integration (HSI) 

evolved from the disciplines of industrial 

engineering and experimental psychology and lessons 

learned during World War II, when discipline 

practitioners witnessed poor system designs that were 

often unsafe and difficult to operate. Following World 

War II, the U.S. armed services recognized the need for 

greater attention to human-centered design, and the 

field of HSI began to emerge. The focus of the new 

methodology was to address a rapid increase in 

mishaps, staffing demands, and personnel and training 

costs, and also to reduce total life-cycle systems costs. 

Its practices were rapidly adopted by the military to 

control costs and improve mission outcomes. Since 

the early 1960s, NASA has had its own rich heritage of 

employing human factors for the protection of its 

spaceflight crews, with a focus on human health and 

performance in spacecraft and mission design.  

Marshall Space Flight Center (MSFC) wrote the initial 

standards that formed the foundation of what we, as 

an Agency, now call HSI. In 1965, MSFC-STD-391, 

Human Factors Engineering Program, was created to 

establish minimum human factors requirements to 

promote the maximum effectiveness and reliability of 

humans as a system component. This standard 

described a άsystemέ as an optimal combination of 

mission and support personnel, equipment, facilities, 

and procedures. Then in 1966, MSFC published MSFC-

STD-267A, Human Engineering Design Criteria, 

presenting human engineering design principles and 

practices to be used by engineers in designing 

equipment for the satisfactory performance of 

operator, maintenance, and control personnel; 

reduced skill requirements and training time; 

increased reliability of personnel-equipment 

combinations; and a basis for design standardization 

of large Earth-launch booster systems. Following the 

Apollo Applications Program, this standard was 

revised for spaceflight design, based on Skylab 

experience and neutral buoyancy experimentation. It 

was assigned the number MSFC-STD-512 and titled 

Man-System Requirements for Weightless 

Environments. The new standard became the basis for 

NASA-STD-3000, which was created in the 1980s, 

using Agency-wide subject-matter expertise to inform 

the development of the space station program that 

eventually became the International Space Station. 

NASA-STD-3000 similarly became the basis for NASA-

STD-3001, which provides an update to the content for 

Beyond Earth Orbit exploration. 

These standards incrementally advanced human-rated 

missions and simulators. In the 1970s and Ω80s, NASA 

improved aviation safety and matured concepts in 

crew resource management. In the late Ω90s, the 

Department of Defense (DoD) was facing rapid and 

ubiquitous escalation in life-cycle systems costs. It 

became clear that better design practices for inclusion 

of the human elements required to develop, deploy, 

and operate a system needed to become standard in 

life-cycle systems engineering (SE) and program and 

project management. Army General Max Thurman 

ŀǎǎŜǊǘŜŘΣ ά²Ŝ Ƴǳǎǘ ǉǳƛǘ ƳŀƴƴƛƴƎ ǘƘŜ ŜǉǳƛǇƳŜƴǘ ŀƴŘ 

start equipping the man.έ [ref. 1] 0F Synergistic 

interaction between a system and its human elements 

is key to attaining expected total system performance 

outcomes and minimizing total ownership costs. 

Therefore, to realize the full and intended potential 

that complex systems offer, the DoD was the first U.S. 

government agency to identify the need for better 

design processes for early and thorough consideration 

of the human element in systems design, when it 

mandated in 2003 ǘƘŀǘ ŀ άǘƻǘŀƭ ǎȅǎǘŜƳ ŀǇǇǊƻŀŎƘέ 

must apply HSI to all developments.  

In 2008, NPR 8705.2B, Human-Rating Requirements 

for Space Systems, was updated to include additional 

emphasis on the process of achieving human rating, 

emphasis on application dependency, and emphasis 

with respect to Systems Engineering context and 

analysis. The human-rating requirements define and 

implement processes, procedures, and requirements 

necessary to produce human-rated space systems and 

define a human-rating certification path for program 

managers (PMs) and their teams to follow in 

conjunction with traditional program management 

T 



2 

milestones. In 2010, NASA published the Human 

Integration Design Handbook for Human Space Flight, 

further enhancing b!{!Ωǎ focus on human-centered 

design (HCD). HCD is a performance-based approach 

that focuses on making a design usable by humans 

ǘƘǊƻǳƎƘƻǳǘ ŀ ǎȅǎǘŜƳΩǎ ƭƛŦŜ ŎȅŎƭŜ [ref. 2]. It is 

characterized by early and frequent user involvement, 

performance assessment, and an iterative design-test-

redesign process. HCD is an outcome achieved 

through proper implementation of HSI. Also during 

this period, NASA HSI pioneers began to work toward 

a NASA-specific HSI implementation, initiating efforts 

to update b!{!Ωǎ SE documentation to be more 

inclusive of HSI and the human element. As a result, in 

2013, NPR 7123.1B, NASA Systems Engineering 

Processes and Requirements, included the first formal 

definition of HSI in NASA documentation. 

In 2014, NASA released NASA/TP-2014-218556, 

Human Integration Design Processes (HIDP), which 

captures NASA human engineering and HSI lessons 

learned to supplement standards and requirements 

aloneτi.e., complex, iterative processes such as 

determining the appropriate net habitable volume of 

a spacecraft for a given crew size, mission scope, and 

mission duration.  

In 2015, NASA-STD-3001, NASA Space Flight Human-

System Standard, Volume 2: Human Factors, 

Habitability, and Environmental Health, was updated 

with a new requirement for HCD. Inclusion of this 

requirement for all human spaceflight programs was a 

significant step forward in capturing and documenting 

NASAΩǎ approach to HSI. At this time, the requirement 

applies to human spaceflight programs, but not to 

other NASA programs, such as aviation and uncrewed 

space exploration. Nonetheless, an HCD approach to 

system acquisition and development is a critical 

human factors concept contributing to HSI.  

Additionally, in 2015, the NASA I{L tǊŀŎǘƛǘƛƻƴŜǊΩǎ 

Guide (HSIPG)2F was published [ref. 3]. This initial HSI 

guide provided much-needed guidance on HSI team 

responsibilities, activities, and products, along with 

guidance on writing an HSI Plan (HSIP). The HSIPG set 

the bar as a guiding document, primarily for human 

spaceflight missions. This handbook and associated 

policy changes demonstrate a commitment to 

advancing HSI efforts across all mission types within 

the Agency and its contractor activities. The handbook 

also captures many of the advancements and lessons 

obtained through the application of HSI since 2015.  
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1.0 Introduction  

1.1 Purpose and Applicability 

This handbook is intended to provide general guidance 

and information on Human Systems Integration (HSI) 

and its applicability to NASA programs and projects 

and the wider NASA community. Its primary purposes 

are to increase awareness and consistency across the 

Agency, enable the advancement of the practice and 

implementation of HSI principles and processes, and 

provide invaluable information and guidance to HSI 

practitioners in the performance of their duties. 

Implementation of an HSI approach will enhance 

b!{!Ωǎ ŎƻǊŜ ŜƴƎƛƴŜŜǊƛƴƎ ŎŀǇŀōƛƭƛǘƛŜǎ while improving 

safety, mission success, and affordability. 

The specific aims of this handbook are to define HSI; 

illustrate its value in programmatic decisions; 

demonstrate how it fits into the NASA project life-

cycle process; describe how it applies across all NASA 

missions; describe how it integrates knowledge and 

methods from multiple disciplines; describe the 

checks and balances provided by the three Technical 

Authorities;  provide guidance on HSI processes, 

procedures, and products; and provide helpful 

information on HSI resources within the NASA 

community. 

This handbook should be used as a companion for 

implementing NASA Procedural Requirements (NPR) 

7123.1, Systems Engineering Processes and 

Requirements, the NASA Systems Engineering 

Handbook, NASA directives, and any Center-specific 

handbooks and directives developed for implementing 

programs and projects.  

As of 2021, both NPR 7123.1 and NPR 7120.5, NASA 

Space Flight Program and Project Management 

Requirements, require HSI to be implemented within 

NASA technical efforts. These efforts are to be 

documented in a Human Systems Integration Plan 

(HSIP), and the intent is to update the NASA 7100 

series of procedural requirements as they are 

renewed. The purpose of the HSIP is to document and 

plan the scope of HSI, whether on a reduced scale for 

a small project or as a comprehensive implementation 

for a major program; identify the steps and metrics 

ǳǎŜŘ ǘƘǊƻǳƎƘƻǳǘ ǘƘŜ ǇǊƻƧŜŎǘΩǎ ƭƛŦŜ ŎȅŎƭŜ; identify the 

HSI domains engaged in the effort; and document HSI 

methodologies and approaches to ensure effective 

implementation. HSIPs are required for the following 

Agency efforts, as defined by 7120.5: projects, single-

project programs, and tightly coupled programs. This 

handbook will provide guidance on planning and 

implementing HSI activities for these efforts and 

provide a comprehensive, yet tailorable, HSIP 

template.  

HSI processes should be tailored to the size, scope, and 

goals of individual programs and projects. The 

instructions and processes identified here are best 

used as a starting point for implementing human-

centered system concepts and designs across 

programs and projects of varying types, including 

crewed and uncrewed, human spaceflight, aviation, 

robotics, and environmental science missions. For 

programs and projects that adhere to NPR 8705.2C, 

Human-Rating Requirements for Space Systems, the 

requirement is for the Program Manager at System 

Requirements Review (SRR) ǘƻ άŜǎǘŀōƭƛǎƘ ŀ IǳƳŀƴ-

Systems Integration (HSI) team comprising 

representation from the systems user community 

(e.g., astronauts, mission operations personnel, 

training personnel, ground processing personnel, 

human factors and human-systems integration SMEs), 

with defined authority, responsibility, and 

accountability in support of the programΩs HSI Plan for 

the crewed space system.έ It should be noted that this 

handbook is not fully aligned with the required NPR 

8705.2C establishment of an HSI team in composition 

or timeline; however, it is expected that NPR 8705.2C 

will undergo revision later in 2021 to align with the 

guidance in this document. 
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1.2 Motivation for this Handbook 

Systems have become increasingly complex, often due 

to the enormous capabilities and advances of micro-

circuitry and digital firmware/software. Now the 

intention to mimic human behavior and decision-

making in automated, semi-autonomous, and 

autonomous systems adds further complexity, 

including novel opportunities for system errors. Early 

and careful consideration of the human performance 

characteristics and behavior when interacting with 

such complexity has become essential to planning and 

designing for total system performance and outcomes. 

Hardware and software systems enable humans to 

perform advanced mission tasks and objectives in 

extreme and potentially lethal environments. 

Likewise, humans enable hardware and software to 

perform advanced mission tasks in the same 

environments. Humans provide resilience to systems 

in the event of unexpected off-nominal events. 

Systems can be designed to require highly specialized 

and trained personnel or accommodate a broad 

population of human capabilities. The range of 

intended roles for humans requires varied design 

strategies. All of the above illuminates the need for HSI 

application across all mission and project types within 

NASA. The goal of this document is to ensure HSI is 

carefully considered and planned from the outset of 

any NASA program or project. To aid the reader, this 

handbook provides references throughout to a set of 

case studies (see Appendix D) that showcase real-life 

HSI examples of the topics presented in particular 

sections. 

.ŀŎƪƎǊƻǳƴŘ ƻƴ b!{!Ωǎ I{L ǘƘƛƴƪƛƴƎΣ ƎǳƛŘŀƴŎŜΣ 

processes, and implementation is provided in the 

Preface, describing efforts that span several decades. 

However, NASA subject matter experts (SMEs) 

continue to discuss HSI best practices and lessons 

learned as applicable to NASA missions and projects. 

In recent years, NASA has begun to realize HSI 

principles were not being applied across all missions 

and projects. Recent and impending policy changes 

demonstrate a commitment to advancing HSI efforts 

across all mission types within the Agency and in 

contractor and partner activities. This NASA HSI 

Handbook captures many of the advancements and 

lessons obtained through the application of HSI since 

2015Σ ǿƘŜƴ ǘƘŜ I{L tǊŀŎǘƛǘƛƻƴŜǊΩǎ DǳƛŘŜ ǿŀǎ published 

as NASA/SP-2015-3709, and this document 

supersedes that publication.  

2.0 Human Systems Integration Fundamentals  

2.1 What are HSI, HSI Practitioner, and HSI Lead? 

2.1.1 Definition of HSI 

Within the engineering community, a system is largely 

thought of as the integration or assemblance of 

hardware and software that together perform a 

function. HSI considers a system to be the integration 

of hardware, software, humans, data, procedures, and 

processes, considering the environment in which it is 

situated. The human in HSI refers to all personnel 

involved with a given system, including owners, users, 

customers, designers, operators, maintainers, 

assemblers, support personnel, logistics suppliers, 

training personnel, test personnel, and others. 



6 

 

Figure 1-1. HSI System: Integrated Hardware, Software, and Human Elements  
within an Environment  

NASA systems are designed to fulfill mission goals and 
scientific objectives by addressing various stakeholder 
needs and constraints. In 2020, the newly formed 
NASA HSI Community of Practice, noticing 
inconsistencies in NASA documentation with respect 
to the definition of HSI, reassessed the !ƎŜƴŎȅΩǎ 
definition and domains for the purpose of NASA 
Programs and Projects. These are further described in 
Section 2.2. 

What is Human Systems Integration? 

As defined by the NASA HSI Community of Practice, 
HSI is a required interdisciplinary integration of the 
human as an element of a system to ensure that the 
human and software/hardware components 
cooperate, coordinate, and communicate effectively 
to successfully perform a specific function or mission. 

It is important to note that the definition of HSI varies 

across government agencies, industry, and academia 

and not just within NASA. HSI is, however, built on 

scientific research into human needs, capabilities, and 

limitations, as well as knowledge of how humans work 

in socio-technical systems to create successful 

missions and respond to novel and unexpected events. 

While NASA has defined HSI as part of the SE process, 

the DoD has noted that HSI has also been defined as a 

philosophy, an approach to SE (or even a SE discipline), 

a set of processes, and a goal [ref. 4]. 

¶ A philosophy: By definition, HSI is a human-
centered mindset; a way of thinking instilled in 
those who design, build, and manage a system 
throughout its life cycle. By definition, a system 
consists of hardware; software; and the humans 
who operate, maintain, and support that system 
within a given environment. 

¶ An approach to SE: Those responsible for 
designing, testing, fielding, and managing 
systems must ensure human performance 
characteristics provide the foundation for SE. 

¶ A set of processes: The tenets of HSI are realized 
through the tools, techniques, approaches, 
methods, and standards that enhance the SE 
process. 

¶ A goal: The goal of HSI is to optimize total system 
performance through effective human 
integration with system hardware and software 
while minimizing program costs and risks. 

NASA is, and has been, working jointly with DoD to 

define, learn, evolve, and leverage lessons learned 
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with respect to HSI, and regularly engages in forums to 

exchange thoughts and perspectives. NASA is a 

partner member on the DoD Joint HSI Working Group, 

has a representative on the Operating Board of the 

DoD HFE Technical Advisory Group, and participated in 

the development and review of SAE-6906 (adopted by 

DoD as a standard practice for invoking HSI in 

contracts for system acquisition). Members of the 

broader HSI community also engage routinely to 

exchange information.  

{!9πсфлс ŘŜŦƛƴŜǎ I{L ŀǎ ŀ ŎƻƳǇǊŜƘŜƴǎƛǾŜ 

management and technical approach applied to 

systems development and integration as part of a 

wider systems engineering process to ensure human 

performance is optimized to increase total system 

performance and minimize ownership costs.  

Similarly, DoD defines HSI as a comprehensive, 

interdisciplinary management and technical approach 

applied to system development and integration as 

part of a wider systems engineering process to ensure 

that human performance is optimized to increase total 

system performance and minimize total system 

ownership costs [ref. 5]. HSI enables the SE process 

and program management effort that provides 

integrated and comprehensive analysis, design, and 

assessment of requirements, concepts, and resources 

for seven domains: human factors engineering (HFE), 

manpower, personnel, training, safety and 

occupational health (SOH), force protection and 

survivability, and habitability. These HSI domains are 

interrelated and interdependent and must be among 

the primary drivers of effective, efficient, affordable, 

and safe system designs. HSI integrates and facilitates 

trade-offs among these domains and other systems 

engineering and design domains but does not replace 

individual domain activities, responsibilities, or 

reporting channels. 

It is imperative to take a system of systems approach 

that begins with concept development and continues 

throughout the project life cycle. While the NASA 

definition of HSI and the DoD HSI definition read 

differently, the underlying philosophy and 

foundational principles are the same.  

The INCOSE SE Handbook [ref. 6] states that the 

primary objective of HSI is to ensure that human 

capabilities and limitations are treated as critical 

system elements, regardless of whether humans in the 

system operate as individuals, crews, teams, units, or 

organizations. The human in HSI refers to all personnel 

involved with a given system, including owners, users, 

customers, designers, operators, maintainers, 

assemblers, support personnel, logistics suppliers, 

training personnel, test personnel, and others. A 

system is more than hardware and software; it is 

composed of hardware, software, data, procedures, 

and humans. Many engineers consider data and 

procedures part of ŀ ǎȅǎǘŜƳΩǎ hardware and software 

components. However, it is important to consider all 

five components individually, as well as the integration 

and interfaces among them. HSI domains collectively 

define (a) how human performance characteristics 

affect system development in terms of its overall 

design, effectiveness, operation, support, and the 

associated cost and affordability of these components, 

and (b) how the system hardware, software, and 

environment affect human performance. Total system 

performance is a measurable outcome of the 

effectiveness of the integrated interaction of 

hardware, software, and human elements. 
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 HSI Brings Unique Value to NASA Programs and Projects 

ω Maximizes total system performance, safety, and operations by ŎƻƴǎƛŘŜǊƛƴƎ ǘƘŜ ƘǳƳŀƴ ƛƴ ǘƘŜ ǎȅǎǘŜƳΩǎ 
design, engineering, and operational environments. 

ω Identifies human performance characteristics within system design. 

ω Identifies and mitigates, where possible, risks to programs and projects of record and performs trades 
across cost, schedule, and technical performance. 

ω Reduces life-cycle cost (LCC) through early identification and mitigation of risks, avoiding late re-works and 
increased operating costs. 

 

If HSI is not properly applied in the earliest stages of a project and appropriately funded within 
NASA, the impacts can include:  

ω Increased risk to human life and hardware/software. 

ω Increased risk of rework.  

ω Increased LCC. 

ω Increased risk to schedules. 

ω Increased risk to mission success. 

2.1.2 Definition of an HSI Practitioner and HSI Lead 

There has been considerable discussion over the years 

as to the definition of an HSI practitioner within the 

NASA community, DoD, and industry since HSI is not a 

single discipline taught in formal educational 

programs. Rather, it is the integration and 

identification of interrelationships across six domains, 

spanning multiple technical discipline areas, within a 

complex system throughout the project life cycle. SAE-

6906 [ref. 7] describes an HSI practitioner or HSI SME 

as άsomeone trained and/or experienced in HSI or the 

HSI domains who participates in the execution of the 

HSI program.έ While there is no single answer for 

every project, an HSI Lead must have experience with 

human-centered design, just as an SE must have 

experience with systems design to accomplish the role 

of system integrator. An HSI Lead will always be an HSI 

practitioner by definition of the lead role; however, an 

HSI practitioner will not always be an HSI Lead and may 

be providing HSI support to someone in the lead role. 

This will depend on the size, complexity, and risk 

classification of the project, which will dictate the size 

of the HSI efforts and team. For the purposes of this 

document, the term HSI Lead is used unless the 

statements pertain solely to an HSI practitioner 

function. 

The HSI Lead is the person assigned by Engineering, in 

coordination with project management, who leads the 

HSI effort. The lead reports to program management, 

SE process managers, and/or other key stakeholders 

as defined by the PM. They assist project management 

in assessing HSI personnel needs and critical early-

ǇƘŀǎŜ I{L ŜŦŦƻǊǘǎΣ ōŀǎŜŘ ƻƴ ǘƘŜ ǇǊƻƧŜŎǘΩǎ ǎŎŀƭŜΣ 

mission, budget, schedule, and scope, and they work 

as a part of the design and development team to 

ensure that human-related design considerations are 

placed on equal par with hardware and software 

considerations during the design and development 

process. Ideally, the individual best suited to serve as 

an HSI Lead is someone who is trained in the HSI 

processes, understands how HSI works as a 

component of the overall NASA systems engineering 

process and has expertise in more than one of the HSI 

technical domains  
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HSI requires the participation of highly qualified and 

experienced personnel who understand how to 

integrate human performance and capabilities into 

research, design, development, and system 

implementation.  

The demand for HSI practitioners will naturally grow as 

a result of improved HSI implementation and current 

and expected Agency policy and procedural changes. 

Along with the growing need for trained HSI 

practitioners, there is an accompanying need for 

Agency training, which is in development by the HSI 

community.  

If there are questions regarding identification of an HSI 

lead or an HSI practitioner, program or line personnel 

should reach out to a Center Technical Authority (TA) 

Office (Engineering), Health and Medical, or Safety and 

Mission Assurance), or contact the Center 

representative(s) to the AgencyΩǎ HSI Community of 

Practice (CoP) Core Team. The CoP core 

representatives can provide valuable information and 

recommendations to support programs and projects 

through the application of HSI and can help identify 

appropriately qualified personnel given project scope, 

requirements, and staffing constraints. 

Suggested core competencies for an HSI Lead or 

practitioner, provided in Table 2.1-1, are based on the 

Handbook of Human Systems Integration [ref. 8].  

Table 2.1-1. Core HSI Lead or Practitioner Competencies Compared with SE&I Competencies 

HSI Competencies 

Statistics 

Sensory and Perceptual Processes 

Cognition and Decision Making 

Physical Abilities and Limits 

Anthropometry and Work Physiology 

Simulation Methodology 

Human Systems Modeling 

Human Performance Measurement 

Design of Displays, Controls & Workstations 

Skill Acquisition 

Personnel Selection 

Team Performance 

Environmental Health Hazards 

System Safety 

Human Survivability in Extreme Environments 

Organization Design 

Analytical Techniques 

Risk Management 

Systems Engineering and Integration 

Acquisition process models 

Requirements determination 

Systems design and management: 

- Human-centered design 

- Proposal development, and evaluation 

- HSI assessments 

- Program/Project Management  

Testing and evaluation: 

- Measures of effectiveness and performance 

- HSI in test design plans 

- HSI in test reports 

HSI technology research and development 

Operations research and experience 

Integrated logistics support processes 

Safety engineering and management 

Training approaches and methodologies 

Economic and cost analyses 

Additional significant responsibilities of an HSI Lead 

include: [ref. 9] 

¶ Advocating for each of the HSI domains  

(See Section 2.2 for domain information). 

¶ Applying HSI methodologies to NASA and 
contracted efforts in support of programs.  

¶ Assisting domain personnel in planning domain 
activities. 

¶ Facilitating execution of domain tasks and 
collaboration between domains. 

¶ Making trade-offs between domains to optimize 
the attainment of HSI goals.  
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¶ Including all required and appropriate HSI 
requirements and trade-off analyses associated 
with Analysis of Alternatives and source selection.  

¶ Optimizing the impact of domains on the project 
from the perspectives of performance, 
sustainability, and cost. 

¶ Integrating the results of domain activities and 
analyses representing them to the SE, in support 
of programmatic design and cost decisions. 

¶ Tracking, assessing, and providing status of HSI 
risks, metrics, issues, and opportunities.  

¶ Conducting technical and programmatic tasks 
necessary to resolve HSI issues and concerns 
before each milestone decision review. 

¶ Developing funding and resourcing requirements 
for effective HSI Program implementation, testing, 
and maintenance. 

It is the responsibility of the HSI Lead to facilitate 

interactions internally between domains and related 

discipline functions, and externally between HSI and 

the rest of the project. The Lead should plan NASA HSI 

activities, requirements, and team structure, as well as 

understand the role that any prime contractor, or 

partner, engaged on the project will perform, 

particularly in terms of implementing HSI and HSI 

deliverables (See Section 5.2, Appendix A, and 

Appendix F for more information).  

Accordingly, prime contractors, or partners, should 

also designate one of their personnel to function as 

their lead HSI Point of Contact (POC) who is able to lead 

their internal HSI interactions and planning, and 

coordinate with the HSI Lead of the program or project. 

A clear vision of HSI efforts needed to support the 

particulars of the project is critical to developing a 

comprehensive, integrated HSI approach; delivering a 

return on HSI investment; and producing a system that 

will meet user needs from a human-systems and 

operations standpoint.  

2.2 HSI Domains 

HSI incorporates and integrates key human elements, 

referred to as domains. Successful and effective 

implementation of HSI depends on the integration and 

collaboration of all NASA HSI Domains, presented and 

defined in Table 2.2-1. Whether a domain is 

considered an independent discipline (e.g., Human 

Factors Engineering) or a combination of discipline 

activities (e.g., Maintainability and Supportability, 

Safety), successful HSI depends on the integration and 

collaboration across all HSI domains and related 

discipline activities. It is important to note that these 

domains have been defined for the purpose of HSI 

implementation in NASA projects and are intended to 

be integrated functions versus representing Agency 

functions or organizations. 

Each domain has the potential to affect and interact 

with the other domains, making it critical to execute 

an integrated discipline approach. Additionally, 

decisions, changes, environmental disturbances, or 

new system constraints introduced into one domain 

will disturb the balance of interdependencies between 

the domains and potentially impact one or more of the 

other domains.  

HSI integrates the domains to leverage and apply their 

interdependencies to attain an optimal system. By this 

process, domain interests can be integrated to 

perform effective HSI through trade-offs and 

collaboration. An understanding of how trade-offs 

among the domains occur and propagate through a 

system enables a clear understanding of the 

implications of the integration of the domains which 

subsequently can be used as a basis for making 

knowledgeable decisions (See Section 3.5.1 for 

additional information). For HSI to optimize total 

system performance (i.e., human + hardware + 

software + environment), the appropriate HSI domains 

should be engaged throughout the system life cycle. 

Implementation of HSI processes and practices 

requires regular and frequent communication, 

coordination, and integration across the HSI domains 

providing human systems expertise.  
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Figure 2.2-1. Sample 2-way Interactions Among NASA HSI Domains 

Table 2.2-1. NASA HSI Domains, Definitions, and Examples of Expertise 

Domain Definition 
Examples of Knowledge, Skills,  

and Abilities 

Human 
Factors 
Engineering 
(HFE) 

Designing and evaluating system 
interfaces and operations for human 
well-being and optimized safety, 
performance and operability, while 
considering human performance 
characteristics as they affect and are 
affected by environments and 
operating in expected and 
unpredicted conditions   

¶ Human performance measurement 

¶ Anthropometry and biomechanics 

¶ Perceptual, sensorimotor, and cognitive processes 

¶ Task analysis 

¶ Human/Machine Function Allocation 

¶ Workspace, vehicle, equipment, and workstation design 

¶ Display and control design 

¶ Information structure, presentation, and 
communication 

¶ Workflow management 

¶ Procedure development 

¶ Decision support 

¶ System error prevention and recovery 

¶ Team dynamics 

¶ Organizational behavior 

¶ Human-in-the-loop (HITL) evaluations 

¶ Performance modeling 

¶ Impacts of stressors on performance (e.g., 
environmental, organizational, temporal)  
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Domain Definition 
Examples of Knowledge, Skills,  

and Abilities 

Operations  Full life-cycle engagement of 
operational considerations into the 
design, development, maintenance 
and evolution of systems and 
organizational capability to enable 
robust, cost-effective mission 
operations for human effectiveness 
and mission success 

¶ Operations Engineering 

¶ Operations process and tool design for personnel 

(ground and flight crew, operators and maintainers)  

¶ Control Room Operations  

¶ Communications and Data Interfaces and Constraints  

¶ Human/machine resource allocation 

¶ System Availability 

¶ Mission Operations 

¶ Resource modeling and complexity analysis 

¶ Procedure and timeline development 

¶ Human-automation teaming 

¶ Staffing/qualifications analysis 

¶ Integrated Operations Scenarios development 

Maintainability 
and 
Supportability 

Designing for full life cycle and 
simplified maintenance and 
accessibility, reliability, optimized 
resources, spares, consumables and 
logistics given mission constraints  

¶ Aerospace Systems Maintenance and Housekeeping 

¶ Ground Maintenance and Assembly 

¶ Sustainability and Logistics 

¶ Reliability-Centered Maintenance 

¶ Maintenance task analysis (tools, training, manpower) 

¶ Maintenance Manuals/Documentation 

¶ System Availability 

Habitability 
and 
Environment 

Ensuring system integration with 

the human through design and 

continual evaluation of 

internal/external living and working 

environments necessary to sustain 

safety, human and mission 

performance, and human health. 

¶ Environmental Health 

¶ Radiation Health 

¶ Toxicology 

¶ Nutrition 

¶ Acoustics 

¶ Lighting  

¶ Architecture  

¶ Ingress/Egress and translation paths 

¶ Restraints 

¶ Crew Health and Countermeasures 

¶ EVA 

¶ Behavioral Health 

¶ Life Support Systems 

¶ Physiology and Anatomy 

¶ Medical operations 

¶ Occupational safety and health 

Safety Implementation of safety 
considerations across the full life 
cycle to reduce hazards and risks to 
personnel, system, facilities and 
mission. 

¶ System Safety  

¶ Safety Analysis 

¶ Quality Assurance  

¶ Quality Engineering 

¶ Software Assurance 

¶ Survivability 

¶ Human rating  

¶ Risk Management (identification, analysis, and 
mitigation) 
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Domain Definition 
Examples of Knowledge, Skills,  

and Abilities 

¶ Safety Culture 

¶ Institutional Safety  

¶ Occupational safety and health 

¶ Aviation Safety 

¶ Fire Protection 

¶ Nuclear Flight Safety 

¶ Payload Safety 

¶ Pressure Systems 

¶ Planetary Protection 

¶ EEE Parts  

¶ Government Industry Data Exchange Program  

¶ Micrometeoroids and Orbital Debris 

Training Design and implementation of 

effective training methods and 

resources to maximize human 

retention, retrieval and transfer,  

proficiency, and effectiveness to 
successfully accomplish expected 
an unexpected mission tasks, 
properly operate, maintain, and 
support the system and mission. 

¶ Training Needs Analysis 

¶ Task skill knowledge assessment 

¶ Instructional Design/Methods 

¶ Training Facility Development 

¶ Training manuals/documentation 

¶ Training Fidelity 

¶ On-board Training (OBT)  

¶ Simulations 

¶ Training for nominal and unexpected events 

 

As stated above and depicted in Figure 2.2-2, each HSI 

domain has the potential to affect and interact with 

the others, making an integrated discipline approach 

critical. With six domains, there are 15 pairs of two-

way interactions, not to mention the addition of three-

way, four-way, etc. that would be impossible to 

graphically illustrate; therefore, interactions depicted 

here are examples and not all-encompassing.  

 

Figure 2.2-2. HSI Domains and Sample Interactions 

In the 2019/2020 timeframe, DoD reassessed its 

defined HSI domains and revised the set from nine 

identified areas to seven. DoD Instruction 5000.02, 

Enclosure 7, identifies the following seven domains: 
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Human Factors Engineering, Safety and Occupational 

Health, Manpower, Personnel, Training, Force 

Protection and Survivability, and Habitability [ref. 10]. 

The NASA and DoD missions differ in many ways, and 

ŜŀŎƘ ƻǊƎŀƴƛȊŀǘƛƻƴΩǎ I{L ŀǇǇǊƻŀŎƘ Ƙŀǎ ōŜŜƴ ǘŀƛƭƻǊŜŘ ǘƻ 

meet its mission needs. b!{!Ωǎ HSI domains are less 

focused on the large workforce and diverse skill sets 

required for DoD mission objectives, but HFE remains 

a significant domain for DoD and NASA HSI processes.  

Of approximately 100 positions within the U.S. Army 

that align to HSI missions, the types of personnel 

performing these duties break down as follows: 

Engineer (Human Factors) (10); Engineering 

Psychologist (24); Engineering Research Psychologist 

(4); Psychologist (11); and Research Psychologist (59) 

[ref. 11]. So, while HSI is not synonymous with HFE, the 

skill sets within the HFE discipline are significant 

contributors to the accomplishment of HSI within 

programs and projects.  

HFE is to HSI much as a specific engineering discipline 

is to SE. Systems engineers have the broad system 

perspective and, at a high level, coordinate the other 

engineering teams, ensuring that requirements flow 

down, interfaces are agreed upon, trade-offs are made 

analytically, and the various components come 

together to form an integrated system. Design and 

development of specific system components are 

conducted by the relevant engineering disciplines 

(e.g., mechanical, electrical, materials, software). The 

systems engineer is not required to know how to 

design any system component but does need to know 

how the efforts interrelate and form a complete 

system solution. In the same way, the HSI Lead 

coordinates the HSI domains, ensuring system 

requirements are identified and flowed down from all 

applicable sources. SMEs are appropriately involved in 

design decisions, trade-offs are made analytically, and 

the integrated system fully considers the human 

components.  

The HSI Lead formulates a team with SMEs from each 

domain discipline. Recommendations from all HSI 

domains are integrated into reports and 

recommendations from the HSI Lead to SE and will 

have a strong influence on mission success and 

operations costs, working collaboratively with the 

principles, goals, and metrics of the other domains and 

interacting with system designers and developers.  

2.2.1 Human Factors Engineering 

HFE enhances the comprehensive design and 

evaluation of system interfaces and operations for 

human well-being and optimized safety, performance 

and operability while considering human performance 

characteristics (sensory, perceptual, cognitive, 

physical, and team dynamics) as they affect and are 

affected by environments while operating in expected 

and unpredicted conditions. HFE produces safe and 

effective human-system interfaces, facilitating 

performance in the operation, maintenance, support, 

and sustainment of a system. Human Factors 

Engineers are responsible for representing the human 

in the design team in the same way that electrical 

engineers (EE) represent the electrical aspects of the 

design. They accomplish this in a similar manner; just 

as an EE is understood to have knowledge of 

electronics that other engineers lack, the HFE has 

knowledge of human behavior, capabilities, and 

constraints that other engineers do not. This is 

accomplished through:  

a. Developing or improving all human interfaces of 

the system so the design is consistent with 

relevant human engineering standards. 

b. Achieving required effectiveness of human 

performance during system nominal, off-nominal 

and unexpected operations, maintenance, 

control, and support (human effectiveness 

requirements are often implicit in reliability and 

maintainability requirements). 

c. Conducting analyses (primarily task analyses, but 

also function allocation, human error analysis, and 

others) and coordinating results with overall 

systems engineering and the rest of the HSI Team. 

d. Evaluating system design alternatives and issues, 

including cost-benefit implications addressed in 

trade-off studies and white papers to help ensure 

human factors are appropriately prioritized and 
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addressed and recommended alternatives achieve 

human factors requirements. 

Additionally, undesirable characteristics can be 

reduced or eliminated when HFE principles are applied 

to the design and development of systems, such as:  

¶ Emphasizing matching human capabilities to 
reduce or eliminate systems that strain cognitive, 
physical, sensory and perceptual abilities, or 
workload-intensive tasks that exceed user 
capabilities. 

¶ Creating effective interfaces or systems to offset 
unnecessary complexity and avoid extensive 
training requirements.  

¶ Avoiding design-induced human performance 
issues, which may lead to user errors, mission-
critical errors, safety/health hazards, and 
reliability issues, by eliminating error traps. 

¶ Designing error mitigations that do not interfere 
with recovery techniques, since systems rely on 
human resilience to handle unexpected events.  

Note: The highlighted box below points to relevant 

case studies for this section that can be found in 

Appendix D. These boxes appear throughout the 

document to aid in understanding the material and 

provide the reader with greater insight into the 

importance of HSI.  

CASE STUDIES: Human Factors Engineering 

D.3 Expert Knowledge of Human Performance: Effective Countermeasure for Launch Vehicle Display 
Vibration 

D.5 Training, Simulation, Design and Human Error: The Virgin Galactic Spaceship Two Mishap 

2.2.2 Operations 

The operations domain involves the full life-cycle 

engagement of operational considerations into the 

design, development, maintenance, and evolution of 

systems and organizational capability to enable robust, 

cost-effective mission operations for human 

effectiveness and mission success. Operations includes 

operability considerations and human effectiveness for 

flight crews, ground and maintenance crews, and test 

personnel to drive system design and development 

trades for function allocation, automation, and 

autonomy.  

Automation refers to a system with programmed 

characteristics that offload human tasks, whereas 

autonomy refers to a system that performs tasks 

independent of human interaction. This includes the 

design of communications and data interfaces and 

constraints. Operations processes design for ground 

and flight crews, human/machine resource allocation, 

mission operations, resource modeling and complexity 

analysis, flight operations, procedure development, 

crew time, and staffing/qualifications analysis. 

2.2.3 Maintainability and Supportability 

Maintainability and supportability requires designing 

for the full life cycle, including assured maintenance 

and support, within mission constraints. Accessibility, 

reliability, optimized resources, spares, consumables, 

and logistics are all terms in the analysis performed by 

the M&S domain for the HSI Lead. It includes a strong 

relationship to reliability and maintainability (R&M) 

and the safety domain, and addresses design, 

development, and execution of simplified maintenance 

given corresponding mission constraints and 

objectives. These include aerospace systems in-flight 

maintenance and housekeeping, ground maintenance, 

and assembly, as well as maintenance task analysis, or 

designing for efficiency in the tools, training, and 

manpower necessary to maintain and sustain the 

system. It also encompasses maintenance manuals and 

documentation and system availability. 

2.2.4 Habitability and Environment 

The habitability and environment domain ensures 

system integration with the human through design and 

continual evaluation of the internal/external living and 

working environments necessary to sustain safety, 
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human/mission performance, and health. Habitability 

factors contribute directly to personnel effectiveness 

and mission accomplishment. Habitability factors apply 

to all work environments, including ground and testing 

facilities and control rooms, as well as in-flight and 

surface vehicles and habitats. Examples include 

lighting, space, ventilation and sanitation; noise and 

temperature control in space- and aircraft, vehicles, 

architectural arrangement and configuration, and 

facilities (i.e., heating and air conditioning); 

ingress/egress and translation paths; and 

environmental health. Habitability factors include living 

and working conditions that result in levels of 

personnel morale, safety, health and comfort adequate 

to sustain maximum personnel effectiveness, and 

support mission performance. 

The HSI Lead should work with habitability and 

environment SMEs to establish requirements for the 

physical environment as well as living and working 

environments to ensure sustaining performance 

requirements and mission effectiveness.  

While a system, facility and/or service should not be 

designed solely around optimum habitability factors, 

these factors cannot be systematically traded off in 

support of other system elements without eventually 

degrading mission performance. 

2.2.5 Safety 

The safety domain involves the application of 

engineering and management principles, criteria, and 

techniques to optimize all aspects of safety within the 

constraints of operational effectiveness, time, and cost 

throughout all phases of the system life cycle. The 

safety domain concerns operating and maintaining the 

equipment/system in a manner that minimizes risk of 

injury or death to personnel. Adverse conditions may 

occur when the system is functioning in either a normal 

or an abnormal manner. Every design decision may 

affect system safety to a greater or lesser degree and 

may pose risks to humans from damage, malfunctions, 

or failure to recover from unexpected events. The 

safety domain lead creates analyses that identify these 

risks and works with the HSI Lead to develop 

mitigations. Whenever possible, these mitigations will 

include design modifications that improve system 

safety.  

Safety focuses on system design characteristics that 

minimize the potential for mishaps that could cause 

death or injury to humans, threaten system survival 

and/or operation, or cause cascading failures in other 

systems. It also strives to create systems that are 

safety-resilient. Prevalent issues include factors that 

threaten safe system operation; pressure extremes; 

and control of hazardous energy releases, such as 

mechanical, electrical, fluids under pressure, ionizing or 

non-ionizing radiation, fire, and explosions. 

Occupational health factors should also be considered. 

These system design features minimize the risk of 

injury, acute or chronic illness or disability, and reduced 

job performance of personnel who operate, maintain 

or support a system. Prevalent issues include noise, 

chemical safety, atmospheric hazards (including those 

associated with confined space entry and oxygen 

deficiency), vibration, ionizing and non-ionizing 

radiation, and human factors issues that can create 

fatigue, chronic disease, and discomfort (such as 

repetitive motion injuries). Many occupational health 

problems, particularly noise and chemical 

management, overlap with environmental impacts.  

Safety analyses and lessons learned can aid in 

developing design features that prevent safety hazards 

to the greatest extent possible and manage those 

safety hazards that cannot be avoided. 
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CASE STUDIES: Safety 

D.2 STS-93 Launch: Damage Incurred and Undetected During Repeated Refurbishment and 
Maintenance Contributed to In-Flight Anomaly 

D.3 Expert Knowledge of Human Performance: Effective Countermeasure for Launch Vehicle Display 
Vibration 

D.4 Cumulative Effects of Decision Making, Management Processes and Organizational Culture: 
Genesis Probe Mishap 

D.5 Training, Simulation, Design and Human Error: Virgin Galactic Spaceship Two Mishap 

2.2.6 Training 

Training the human component of the system 

provides the opportunity to acquire, gain, or enhance 

knowledge and skills, and concurrently develop 

cognitive, physical, sensory, team dynamics, and 

adaptive abilities to conduct joint operations and 

achieve maximized, sustainable system life cycles. 

Training is accomplished through any activity that 

enables people (e.g., operators and maintainers) to 

acquire or enhance their knowledge, skills, and 

attitudes (KSAs). The training domain involves design 

and implementation of effective training methods and 

resources to maximize human retention, proficiency, 

and effectiveness to successfully accomplish mission 

tasks, properly operate, maintain, and support the 

system and mission. Effective training solutions equip 

personnel with the KSAs required for effective, 

efficient, and safe systems operation at a fiscally 

sustainable cost. Training systems implement a broad 

range of concepts, strategies, and tools to accomplish 

this purpose, such as computer-based and interactive 

courseware, simulators, and embedded training 

functions. 

The goal of training for new systems is to develop and 

sustain well-trained operators, maintainers, and 

others that have knowledge and skills to efficiently 

and safely perform their roles in system context to 

enable mission safety and success.  Training is needed 

as an HSI domain because as system complexity 

increases,  design decisions can have direct impacts on 

the amount of training needed by operators. As 

human exploration missions increase in duration or go 

beyond low-Earth orbit, onboard training must be 

designed in; attempts to add it later will inevitably lead 

to failures in effectiveness, with direct negative 

impacts to safe operations.  The training domain lead 

provides analyses to the HSI Lead that are in turn used 

in system trades by the HSI Lead and SE. 

Training planning should be initiated early in the 

project life cycle and should also be considered in 

collaboration with the other HSI domains to capture 

the full range of human integration issues for 

consideration within the HSI and SE processes. Early 

considerations should characterize specific system 

training requirements and identify any key 

performance parameters (KPPs). See Section 5.2.2.8 

for additional information on KPPs.  

As the system design matures, training requirements 

should be developed to enhance operator capabilities. 

These may include requirements for expert systems, 

intelligent tutors, embedded diagnostics, virtual 

environments, and embedded training capabilities.  

 

  



18 

CASE STUDIES: Training 

D.2 Damage Incurred and Undetected During Repeated Refurbishment and Maintenance Contributed 
to In-flight Anomaly During STS-93 Launch 

D.4 Cumulative Effects of Decision Making, Management Processes, and Organizational Culture:  
The Genesis Probe Mishap 

D.5 Training, Simulation, Design and Human Error: The Virgin Galactic Spaceship Two Mishap 

D.7 Inadequate Training, Procedures, Interface Design and Fatigue: The Collision between Navy 
Destroyer John S. McCain and Tanker Alnic MC 

D.8 The Cost of Untested Assumptions About Human Performance: The Case of the B737MAX 

2.3 Key Concepts of HSI 

As described in the Expanded Guidance for NASA 

Systems Engineering [ref. 12], the goal of the HSI 

product life cycle is to balance total system safety and 

effectiveness and ensure mission success through 

iterative attention to efficient interaction of hardware 

ŀƴŘ ǎƻŦǘǿŀǊŜ ŘŜǎƛƎƴ ǿƛǘƘ ǘƘŜ ǘƻǘŀƭ ǎȅǎǘŜƳΩǎ Ƴƻǎǘ 

critical, versatile, and variable element: the human. 

HSI is a set of process activities that ensure (1) the 

systems design supports and includes personnel in an 

integrated perspective on total system performance, 

reliability, and safety; (2) the physiological, cognitive, 

and social characteristics of personnel are addressed 

in systems development; and (3) system designs are 

standardized and consistent across all products HSI 

supports, in areas such as user interfaces, procedures, 

and training. For additional information on the 

products that HSI supports and develops, see 

Table 5.3-1. 

HSI activities include management and technical 

processes that work within systems engineering and 

complementary Safety and Mission Assurance (SMA) 

and Heath and Medical processes and methodologies 

to ensure successful outcomes. Humans bring unique 

capabilities to any projectτe.g., real-time decision 

making, creative thinking, an ability to understand the 

big picture, and complex communication ability. 

Humans are the most resilient part of any system and 

can adapt the system if even remotely possible; 

however, human error can occur.  Acknowledgment of 

these limitations and capabilities, in the form of early 

planning and system design, greatly enhance the 

chance of mission success. Success in system design 

ƘƛƴƎŜǎ ǳǇƻƴ ǘƘŜ ŘŜǎƛƎƴŜǊǎΩ ŀōƛƭƛǘȅ ǘƻ ŀǇǇǊƻǇǊƛŀǘŜƭȅ 

account for human performance. Neither resilience 

nor errors are immutable human propertiesτboth are 

influenced by system design and the operational 

context.  By understanding human capabilities, system 

design and system operations, HSI implementation 

can help to avoid error traps, enhance human 

reliability, and support positive human contributions 

to system performance. 

HSI relies on four key concepts to ensure successful 

implementation throughout the project life cycle. The 

importance of these concepts is exemplified in the HSI 

case studies in Appendix D, which describe successes 

and failures in instantiating these concepts: 

1. HSI must be considered and established in 
program and project planning early and applied 
iteratively throughout the development life 
cycle, from pre-Phase A through to Phase F (see 
Figure 2.3-1, NASA Project Life Cycle). Early 
application of HSI provides the best opportunity to 
maximize LCC efficiency and total system 
performance (see Section 3 for additional LCC 
details). HSI requirements and goals must be 
developed in phase with system capability-based 
requirements. HSI requirements will drive HSI 
metrics and embed HSI goals within the system 
design. After a system is designed, 
implementation of HSI oversight or workarounds 
that result from the lack of HSI during design can 
become costly. 
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2. HSI includes all personnel that interface with a 
system in the expected environment at any and 
ŀƭƭ ƭƛŦŜπŎȅŎƭŜ ǇƘŀǎŜǎ. End users, designers, 
assemblers, maintainers, ground controllers, 
logistics personnel, sustaining engineers, trainers, 
etc. are all part of the system. Unlike the other two 
components of a system, humans are not subject 
to engineering processes. Moreoverτand 
importantlyτthe interactions derive from their 
capabilities and limitations during system 
operations.  These interactions are only minimally 
understood and predicted by design engineers.  
For this reason, the HSI Lead and the associated 
domain leads are responsible for knowledge of 
human characteristics and analyses that 
characterize the interactions in the expected 
environments and assuring that those 
characteristics are accommodated by the 
designed portions of the system. Each class of 
personnel requires resources that must be 
accounted for in design, cost planning, and 
operations.  

3. Successful HSI depends upon integration and 
collaboration of multiple domains. Prior to the 
concept of HSI, separate human-centered 
domains had to interact with project management 
structures as independent disciplines due to the 
lack of a coordinated approach to including the 
human element in system design and operation. 
Design decisions have integrated effects and 
therefore require integrated analyses. For 
example, solutions that may be recognized by 
design engineers as requiring HFE analyses usually 
also have consequences for safety, M&S, training, 
and other domains.  It is the responsibility of the 
HSI Lead to recognize these and integrate the 
inputs from all affected domains. Proper 
implementation of HSI helps all human-centered 

domains have a more assured, coordinated voice 
in system design and engineering. It is expected 
that the HSI Lead will resolve or mitigate 
conflicting inputs related to requirements tied to 
the human system before project management 
needs to engage. Via internal integration, HSI 
domain interests can better participate in project 
trade studies and design collaboration. Effective 
HSI implementation should integrate the domains, 
leveraging and applying their interdependencies 
to attain optimal system design. 

4. The system comprises hardware, software, and 
human elements, as well as the data and 
procedures needed to operate and maintain it 
within an environment. The roles and 
responsibilities of each operations component 
must be allocated early in the design to ensure the 
operational system does not place undue demand 
on the human. As demonstrated in several case 
studies in this handbook, the human element is 
critical to the overall performance, effectiveness, 
and efficiency of the total system.  

The initial paragraph of NPR 7123.1C states: 
άNASA SE is a logical systems approach performed 
by multidisciplinary teams to engineer and 
ƛƴǘŜƎǊŀǘŜ b!{!Ωǎ ǎȅǎǘŜƳǎ ǘƻ ŜƴǎǳǊŜ b!{! 
ǇǊƻŘǳŎǘǎ ƳŜŜǘ ǘƘŜ ŎǳǎǘƻƳŜǊΩǎ ƴŜŜŘǎΦ 
Implementation of this systems approach will 
ŜƴƘŀƴŎŜ b!{!Ωǎ ŎƻǊŜ ŜƴƎƛƴŜŜǊƛƴƎ ŎŀǇŀōƛƭƛǘƛŜǎ 
while improving safety, mission success, and 
affordability. This systems approach is applied to 
all elements of a system (i.e., hardware, software, 
and human) and all hierarchical levels of a system 
over the complete project ƭƛŦŜ ŎȅŎƭŜΦέ The NASA 
Project life cycle, as defined by NPR 7120.5, is 
shown in Figure 2.3.1.  Additional information on 
HSI across the NASA Project Life Cycle can be 
found in Section 5.4 and Appendix B. 
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Figure 2.3-1. NASA Project Life Cycle (NPR 7120.5) 

3.0 Impacts of Human Systems Integration 

Shaver and Braun [ref. 13] identified a range of 

benefits resulting from increasing and decreasing cost-

related aspects of the development, manufacturing, 

distribution, sales, and support activities of human 

factors and ergonomics that is foundational to HSI. The 

list below is composed of HSI impacts, some of which 

are based on the Shaver and Braun return on 

investment assessment.  

Effective HSI application results in: 

¶ Improved safety and health, including fewer 
accidents and less lost time. 

¶ User satisfaction, trust, and loyalty, which increase 
the probability of mission success, particularly in 
stressful or critical operations. 

¶ Ease of use, resulting in reduced incidence of user 
errors and higher resilience (error recovery). 

¶ Ease of learning, together with reduced training 
time, to give higher training retention. 

¶ Higher productivity and work effectiveness. 

Failure to apply HSI results in greater potential for: 

¶ Risk to human life, which could terminate the 
current mission and threaten future missions as 
well as the AgencyΩǎ reputation. 

¶ Risk of major accidents that threaten missions and 
significantly increase cost. 

¶ Mishaps, injuries, and illnesses that reduce 
mission effectiveness and threaten success. 

¶ Higher error rates. 

¶ Greater training burdenτtime and personnel. 

¶ Increased development costs. 

¶ Costly redesigns and operational workarounds. 

¶ Higher maintenance support and service costs. 

Many of these impacts are highlighted in the case 

studies provided in Appendix D. These show both 

positive and negative impacts of HSI application and 

implementation (or lack thereof) in mission programs 

and projects. Table 3.0-1 correlates each case study to 

HSI impacts.  
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Table 3.0-1 HSI Impacts Mapped to Case Studies  
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Successful HSI application results in: 

Ease of use   X   X X X 

Ease of learning & 
reduced training time 

     X   

Higher productivity  
& effectiveness 

     X   

Failure to apply HSI results in greater potential for: 

Mishaps, injuries, 
illnesses 

 X  X X  X X 

Higher error rates  X  X X  X X 

Higher training burden  X   X  X  

Higher development 
costs 

X       X 

Need for redesigns  
& workarounds 

X   X     X 

Higher maintenance 
support & service costs 

X        

3.1 Life-Cycle Cost Effect of HSI 

One goal of HSI is to reduce overall project cost. HSI 

Leads and practitioners will use the tools and 

techniques described in this handbook not only for 

effective human-system design, but also for cost 

efficiency in HSI areas. Although overall system safety, 

effectiveness, and efficiency are goals of the HSI 

process, the potential for LCC savings led to HSI 

becoming mandatory in the DoD and other federal 

agencies and is an important benefit to NASA as well.  

The NASA HSI Lead should help the PMs and Systems 

Engineers keep the cost, schedule, and performance 

of HSI in view. The lead is the ultimate human element 

discipline integrator who must translate design 

decisions into project common currencies, such as 

LCC, downtime required for maintenance procedures, 

and total system autonomy from logistics and 

resupply. Human element life-cycle operations 

generally manifest themselves in numbers of people, 

specialized skillsets, and the necessary resources for 

training. 

It is not within this hŀƴŘōƻƻƪΩǎ scope to provide a 

άƘƻǿ ǘƻέ ŦƻǊ ŎŀƭŎǳƭŀǘƛƴƎ Ŏƻǎǘ per project, but the effect 

of HSI on costs of established processes and project 

decision-making is important to consider. NASA/SP-

2014-3705 [ref. 13] is an excellent resource for project 

cost management guidance. The NASA Space Flight 

Program and Project Management Handbook also 

refers to the NASA Cost Estimating Handbook [ref. 15].  

See ά/ƻǎǘ 9ǎǘƛƳŀǘƛƻƴ ƻŦ I{Lέ ώǊŜŦΦ 16] for specific 
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guidance, including applying the Constructive Systems 

Engineering Model (COSYSMO) tool for HSI. 

From an HSI investment standpoint, the users of NASA 

hardware and software expect products that can be 

used safely and effectively to accomplish a given 

mission with minimal errors and maximum efficiency. 

They also expect the development community to have 

addressed user needs and capacities as intrinsic to 

system effectiveness. These expectations may not be 

met without a unified and integrated HSI investment. 

As noted earlier, the DoD made HSI mandatory when 

faced with alarming, unanticipated cost escalation in 

deploying new weapon systems and finding expensive 

systems unusable by warfighters. Much of the 

unplanned cost growth was due to personnel costs in 

the systems operations phaseτi.e., operating, 

maintaining, and logistically supporting systems 

required more people and more advanced skills than 

expected. Faced with the awareness of cost growth in 

the human elements needed to make and keep 

systems operational, HSI was a tool to focus on 

ǎȅǎǘŜƳǎΩ Ŧǳƭƭ [//ǎτconception through operationsτ

starting at the outset of new programs and projects. 

Figure 3.1-1, adapted from the INCOSE Systems 

Engineering Handbook [ref. 17] and the HSIPG 

[ref. 18], shows that the LCC of a project is άƭƻŎƪŜŘ ƛƴέ 

early on. 

Although early pre-determination of LCC may apply to 

any system design element neglected early in the 

project, it is particularly noteworthy for HSI, since 

hardware and software system designers often focus 

on technology development without considering the 

ƘǳƳŀƴ ǊƻƭŜ ƛƴ ǘƘŜ ǎȅǎǘŜƳΩǎ ƻǇŜǊŀǘƛƻƴ.  

 

Figure 3.1-1. LCC with Overlay Showing Locked-in Costs 

As a project progresses through its life cycle, the cost 

of making design changes increases dramatically. 

Future costs are locked in early in the course of 

decision-making; therefore, alternative design 

concepts should be iteratively evaluated for their LCC 

impact or failure to find more effective alternatives. 

Growth of personnel costs during the operations 

phase is possible and even probable if not evaluated 

early. System designers must not assume that any 

design solution can be made usable by adding 

personnel, skills, and training, because these 

resources are neither infinite nor free. Rather, 

designers must assume human resources are as 

limited as any other project asset. Costs can also 

increase as a result of assumptions about human 

performance that are not achievable in the intended 
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operational environment, or by failing to include HSI 

domain considerations in design trade analyses to 

appropriately bound out-year cost escalation in 

operations, maintenance, and logistics expenditures. 

Properly applying HSI processes should reduce LCC by 

emphasizing efficient human performance goals in 

system operations; during system design; and through 

development, test, and evaluation. 

Few case studies fully evaluate the LCC impact of HSI 

for past programs or the return on investment (ROI) of 

effectively applying HSI. The true cost of a path not 

taken is difficult, if not impossible, to obtain. It is rare 

that the outcome of a program in which HSI processes 

were applied can be compared to the outcome of an 

identical program where they were not. However, 

adding HSI-oriented alternatives to the SE 

hardware/software trade space can provide another 

means to positively impact and evaluate LCC through 

the SE trade study process. This is covered in detail in 

Section 3.5.1, Identifying Human-Centered Trade-offs. 

Particularly in the earliest stages of a new project, the 

HSI Lead may find it necessary to justify the value of 

providing targets and tracking costs for the human 

elements that make a system functional throughout its 

life cycle. Standing on requirements documents alone 

may not carry as much leverage as being able to cite 

examples and case studies where HSI makes (or could 

have made) a difference in the success or failure of 

missions and projects. HSI case studies are provided in 

Appendix D.  

CASE STUDIES: HSI Impact on LCCs  

D.1 Inadequate Consideration of Operations During Design: Shuttle Ground Processing 

D.6 Effective Culture, Requirements, and Trade Studies: The Reliable and Maintainable F-119 Engine 

D.7 Inadequate Training, Procedures, Interface Design, and Fatigue: The Collision Between Navy 
Destroyer John S. McCain and Tanker Alnic MC 

D.8 The Cost of Untested Assumptions About Human Performance: The Case of the B737MAX 

3.2 Return on Investment 

¢ƻŘŀȅΩǎ ǎȅǎǘŜƳǎ ŀǊŜ ōŜŎƻƳƛƴƎ ƳƻǊŜ ŎƻƳǇƭŜȄ ŀƴŘ 

increasingly more difficult to design, develop, test, 

integrate, and operate using traditional techniques 

and methods. Users of modern systems expect, even 

assume, that products can be used and maintained 

safely and effectively without extensive training or 

extraordinary measures. They also expect the 

development community to address human needs 

and capacities as intrinsic to system effectiveness. 

These expectations may not be realized without a 

unified and integrated HSI effort. This requires an 

investment of time, resources, and personnel.  

A manager trying to improve system performance 

may adopt a short-term focus on the need to stay on 

schedule and within budget. The result may be an on-

budget but suboptimal system that cannot be 

deployed safely and effectively without costly 

corrections and rework. 

The following example from Curiosity Mars Rover 

operations illustrates the concept: 
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Example: Implications of Instrument Design Choice 

The Curiosity Rover executes a command sequence covering one Martian day of activities, without real-time 
monitoring or operator intervention. These daily activities are supported by three mast-mounted 
instruments: a ChemCam spectrometer, MastCam stereo imager, and NavCam stereo imager. These 
instruments can be destroyed by sufficient dwell time in the sun, so the initial design of the ChemCam 
instrument included an actuated opaque cover. However, the cover was removed from the design out of 
concern for potential actuator failure during the mission, which would render the instrument unusable. 

As a consequence of this design change, operations teams for all mast-mounted instruments must now 
ŀƴŀƭȅȊŜ ŀƭƭ ƻōǎŜǊǾŀǘƛƻƴǎ ŦƻǊ άǎǳƴ ǎŀŦŜǘȅ.έ ¢Ƙƛǎ places another demand on an already time-constrained process. 
Sun safety is dependent on Mars time of day, rover attitude, mast pointing, and the timing of successive 

observations. Sun-safety determination was initially a manual process during Mars surface missions. New 
software tools later simplified the assessment, and new on-board software for ChemCam was developed as 
redundant protection against sun damage. This design choice resulted in increased operating costs, increased 
risk of damage to the ChemCam instrument, and new constraints on MastCam and NavCam observation 
designs. 

Applying a robust HSI program early in system 

development and acquisition allows the program 

manager to maximize overall ROI in several important 

ways. Implementation of effective HSI practices and 

concentration on reducing overall life-cycle budget 

will tend to optimize system performance, reduce 

LCCs, provide more usable systems, and minimize 

occupational health hazards and opportunities for 

mishaps. 

CASE STUDIES: Return on Investment 

D.1 Inadequate Consideration of Operations During Design: Shuttle Ground Processing 

D.2 STS-93 Launch: Damage Incurred and Undetected During Repeated Refurbishment and 
Maintenance Contributed to In-Flight Anomaly 

D.3 Expert Knowledge of Human Performance: Effective Countermeasure for Launch Vehicle Display 
Vibration 

D.5 Training, Simulation, Design and Human Error: Virgin Galactic Spaceship Two Mishap 

D.8 The Cost of Untested Assumptions About Human Performance: The Case of the B737MAX 

Given that human performance exerts such a 

significant effect on system effectiveness, the only 

question is whether HSI will be paid for most 

affordably in advance or at much greater expense 

after a newly developed system reveals significant 

problems. The earlier an HSI investment can be made, 

the greater its return. The longer the wait to 

implement HSI, the more negative the impact on total 

LCC. However, there are benefits to incorporating HSI 

at any point in design maturity, as long as it precedes 

the final design. Generally, 50% of LCC (sometimes 

more) is already locked in by the Preliminary Design 

Review (PDR). By Critical Design Review (CDR), the 

opportunity to have a meaningful effect on LCC is 

nearly gone. The Air Force has reported that HSI 

investment typically costs 2%ς4.2% of total acquisition 

cost and leads to a ROI of 40 to 60 times the 

investment [ref. 1]. 

Some key ROI opportunities are: 

¶ Analysis of Alternatives (AoAs), trade-off studies, 
HSI tool useτdesign optimization. 
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¶ Design for reliability, availability, maintainability, 
and total systems performance. 

¶ Design trade-offs to reduce hardware/software 
changes during research and development, test, 
and evaluation. 

¶ Task analysis, functional analyses, and 
allocationsτworkload reduction. 

¶ Design simulation and emulationτreduction of 
cost to prepare for test and evaluation. 

¶ Full mission simulationτoptimization of system 
to facilitate successful test. 

¶ Elimination of most required hardware and 
software design changes prior to full operational 
capability. 

3.3 Investment in HSI 

HSI is quickly gaining respect as an affordable and 

viable capability within NASA. The Army, Navy, Federal 

Aviation Administration (FAA), and private industry 

(for example, Apple and their investment in user 

experience [ref. 19]) have also gained considerable 

experience in making the investment required to 

perform quality HSI from start to finish as part of 

development and acquisition programs.  

According to MIL-HDBK 46855A [ref. 20], the values of 

HSI are best demonstrated by the positive and 

negative results of HSI activities. Money and time are 

required to recoup overall savings and increased total 

system performance, safety, and user satisfaction. The 

lack of HSI within a system usually results from 

shortcomings that require costly redesign, produce 

substandard system performance, or trigger system 

failures that can endanger life and equipment. Some 

problems can be resolved but may be more costly after 

the fact. An abundance of research on the benefits and 

costs of investing in HSI attests to the necessity of early 

implementation before a destructive situation occurs. 

As stated previously, integration is the key to 

meaningful savings through HSI, and optimal 

integration requires high-level coordination among 

domain owners, facilitated by an HSI team working to 

obtain optimal solutions.  

Cost benefits of utilizing HSI during acquisition 

planning include improved manpower utilization, 

reduced training costs, reduced maintenance time, 

and improved user acceptance and performance. 

Improved operational performance can result in fewer 

delays, and improved design trade-off decisions can 

reduce LCCs and decrease the need for redesigns and 

retrofits. Program managersΩ decisions can affect LCCs 

and mission capabilities that may not be realized until 

decades later. HSI domains are not always obvious to 

a project manager as research and development 

funding is being established. However, they can 

quickly become a large part of what needs to be 

addressed as projects move through the system life 

cycle. Paying proper attention to these discipline areas 

up front can save upward of 40%ς65% of project 

funding further down the pipeline. Some ways to 

mitigate risk in this area are to consider the HSI 

investment general guidelines below and follow the 

practices laid out in this handbook.  

General Guidelines for HSI Investment 

V Identify targets for LCC optimization and 
focus. 

V Work closely with teams and program 
management to identify HSI high value 
areas that may impact critical 
programmatics, especially performance. 

V Begin planning for trade-off assessments 
between and within HSI domains. 

V Plan HSI investment, and work closely with 
teams and SMEs to identify best investment 
options. 

As a NASA capability, HSI should strategically strive to 

identify consistent KPPs that may become common 

HSI currency across programs and projects. Consistent 

KPPs will not only help clarify basic duties required of 

the HSI Lead and of a successful HSI engagement but 

also help build a database with incorporation of 

lessons learned that could demonstrate the ROI of HSI. 
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Large and successful programs and/or projects 

typically become long-lived with extended operations 

phase(s), often with modifications to extend original 

objectives and systems life, add new capabilities or 

mission objectives, and accommodate unexpected 

behaviors. Extensive systems upgrades or 

refurbishment often re-start the SE process at an early 

life-cycle phase, usually Pre-Phase A. The HSI Lead can 

use the HSIP, discussed in Section 5.1.2.5, to 

document specific HSI goals based on lessons learned 

to ensure those goals continue to influence design. 

CASE STUDY: Investment in HSI and Affordability 
D.8 The Cost of Untested Assumptions About Human Performance: The Case of the B737MAX 

3.4 Affordability 

Improving design methods for affordability is critical 

for all projects and should be considered early in the 

life cycle. The INCOSE Affordability Working Group 

defined affordability as:  

ά¢ƘŜ ōŀƭŀƴŎŜ ƻŦ ǎȅǎǘŜƳ ǇŜǊŦƻǊƳŀƴŎŜΣ ŎƻǎǘΣ 

risk, and schedule constraints over the 

system life while satisfying mission needs 

in concert with strategic investment and 

ƻǊƎŀƴƛȊŀǘƛƻƴŀƭ ƴŜŜŘǎΦέ 

By anticipating operational difficulties and designed-in 

ways to avert them, the HSI Lead, together with 

project management, can make a system more 

affordable to own and operate. Even before 

development begins, affordability plays a key role in 

identifying capability needs. When anticipating a new 

system, HSI should be considered as soon as it 

becomes apparent thŀǘ ǘƘŜ ǎȅǎǘŜƳΩǎ ǇŜǊŦƻǊƳŀƴŎŜΣ 

affordability, and mission success will depend on the 

human component of the system and how efficiently, 

effectively, and safely they will perform. For this 

reason, HSI should be considered for every system 

since much of the total cost will go to training, 

accommodating, sustaining, and supporting the 

people who will operate and maintain it. Affordability 

should be incorporated into all programmatic 

decisions, as sound affordability practices have proven 

to be highly beneficial when developed and 

implemented as part of complex programs and 

projects.  

Per the NASA Cost Estimating Handbook [ref. 21], an 

affordability analysis is often part of the trade study 

analysis and ensures that the final system can be 

owned, operated, developed, and produced at a cost 

that meets previously established funding (or best 

value) constraints while still meeting all approved 

requirements. Affordability is a continuous, 

overarching process applied throughout the project 

life cycle that ensures a program/project is doing the 

following: 

¶ Optimizing system performance for the total LCC 

while satisfying scheduling requirements and 

managing risks. 

¶ Acquiring and operating affordable systems by 

setting aggressive yet achievable cost objectives 

and managing those objectives throughout the full 

program/project life cycle. 

¶ Balancing between cost objectives and mission 

needs with projected out-year resources, taking 

into account anticipated product and process 

improvements. 

¶ Maintaining cost as a principal input variable in the 

program/project structure and in the design, 

development, production, operation, and support 

of a system. 

¶ Emphasizing cost as more of a constraint, and less 

of a variable, in the process of developing and 

supporting affordable systems once system 

performance and cost targets are determined. 

Much of ǘƘŜ [// ŀǎǎƻŎƛŀǘŜŘ ǿƛǘƘ b!{!Ωǎ ƘǳƳŀƴ ǎǇŀŎŜ 

systems can occur during program/project operations 

and support. For robotic NASA missions, most of the 

mission cost is typically incurred during Phases C and 

D. Therefore, careful attention to affordability, 

particularly by establishing an affordability process 
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and methodology in early program/project phases, 

will help NASA maximize cost savings, define best 

value solutions to top-level requirements, and reduce 

future program/project operations and sustainment 

costs. Affordability is achieved by establishing top-

level affordability goals that then flow down to 

projects and challenging unaffordable requirements 

through life-cycle, cost-driven trade studies. 

3.5 HSI in Trade Studies 

An important HSI goal is ensuring that requirements 

relative to the HSI domains for a system (or system of 

systems) are satisfied within the constraints of 

performance, LCC, and development/delivery 

schedule. NASA system of systems (e.g., aircraft, space 

vehicle, compressor station facility) are inherently 

complex, with subsystems such as flight decks, life 

support systems, and machinery spaces, and may 

require a variety of context specific HSI trade-offs. A 

process-oriented HSI approach explicitly recognizes 

the need to balance requirements and make trade-

offs. 5ŜŎƛǎƛƻƴπƳŀƪŜǊǎ ǳǎŜ ǘǊŀŘŜ ǎǘǳŘƛŜǎ ǘƘǊƻǳƎƘƻǳǘ 

the project life cycle to select the most acceptable 

solution from a set of proposed solutions. The primary 

purpose of a trade study is to achieve system goals and 

objectives within the project constraints.  

The focus is to perform objective comparisons of all 

reasonable alternatives and select the alternative that 

best balances criteria such as system performance, 

cost, schedule, reliability, safety, and risk. Because the 

human is a critical system component, some project 

design decisions must consider the human 

performance impact on total system performance and 

LCC. Thus, these decisions must be made within HSI 

domains, between HSI domains, and/or between HSI 

and other project elements (e.g., costs, schedule, risk), 

and the best alternative is sometimes unclear. An 

alternative that is optimal in one or more ways may 

also have one or more drawbacks; trade-offs must be 

made to select the option that will best meet project 

needs. For example, the HSI domains of HFE and 

training could suggest different approaches if 

designing a more intuitive user interface will be more 

costly to build but result in reduced training time and 

reduced training costs. 

HSI can facilitate identification of risks and trade-offs, 

articulate their impacts if left unaddressed, and 

suggest alternative approaches to remedy 

gaps/shortfalls and optimize total systems 

performance. Sound application of HSI principles will 

minimize added costs that result when systems must 

be modified after implementation to correct 

performance and safety issues. A trade-off study is not 

done just once at the beginning of a project. Trade-offs 

are made continually throughout a project, when 

creating team communication methods, selecting 

components, choosing implementation techniques, 

designing test programs, and maintaining schedules. 

Analysis has shown that trade-offs of usability 

requirements can be made during the systems 

engineering process. For example, poor attention to 

good HFE, perhaps motivated by acquisition 

budget/schedule constraints, can lead to systems with 

poor usability. In this case, higher levels of personnel 

resources would then be needed to achieve 

operational effectiveness, thereby increasing 

downstream operations and maintenance costs. 

CASE STUDY: Importance of HSI in Trade Studies 
D.6 Effective Culture, Requirements and Trade Studies: The Reliable and Maintainable F-119 Engine 

Starting early in the acquisition process, continuous 

cost, schedule, and performance trade-off analyses 

can help to achieve cost and schedule reductions. 

Trade-offs are not unique to HSI but trading human 

issues against equipment issues can be tricky. Project 

Managers and HSI Leads should consider the following 

guidelines: 
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General Guidelines for Trade Studies 

V Do not let technology needs overshadow human aspects. 

V Be explicit regarding the consequencesτmonetary and life cycleτof planned trade-offs so 
good decisions can be made. 

V Work with the user on all trade-off decisions. 

V Ensure trade-off decisions do not compromise mission success. 

3.5.1 Identifying Human-Centered Trade-offs 

HSI uses a variety of analysis methods to evaluate 

systems with respect to the six key domains. A critical 

part of the άIέ in HSI is the analysis in which system 

features and attributes are άtraded offέ to satisfy 

constraints on system LCC, performance, and 

development/delivery schedule. 

The primary goal when conducting proactive trade-off 

analyses among HSI domains and across the system is 

to ensure the system meets or exceeds the 

performance requirements. HSI emphasizes the 

importance of considering interactions and trade-offs 

across the HSI domains during the requirements 

identification and technology development process. 

Similarly, automation level and technology complexity 

may impose additional requirements on human 

performance characteristics (e.g., level of education 

required) and training needs for operating, 

maintaining, and/or supporting systems. These trade-

offs need to be explicitly considered early in the 

technology procurement and development process to 

ensure effective performance and minimize total 

system LCC. 

Identifying trade-offs represents a unique challenge to 

articulate and assess human-centered perspectives. 

Gaining a deeper understanding and more insights 

into human-centered design will require designers of 

socio-technical environments to explore additional 

objectives and take the findings of different research 

disciplines into account. 

Instituting HSI requirements in system development 

and acquisition programs leads to the inclusion of 

human-centered considerations in trade studies and 

trade-off evaluations. A variety of measures can be 

employed to set up an effective trade that directly or 

indirectly affects cost. But other equally valuable 

criteria can be established according to project goals 

that are not cost-based, but values-based. 

The perceived benefit of HSI to a project depends on 

the priorities of its stakeholders. If the stakeholders 

place a high value on a design that reduces operational 

costs and optimizes human efficiency, then the 

engineering team can establish criteria to drive the 

trade space. Reducing cost, in and of itself, is not 

always the top priority, but must be considered along 

with other selected criteria. The criteria will be 

tailored to the needs of the individual project trade-

off, which can be performed at a system, element, 

unit, or component level as needed. 

The primary purpose of this section is to encourage a 

wider range of criteria when setting up the trade study 

or trade-off matrix. A few examples are provided in 

Tables 3.5-1 and 3.5-2. 
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Table 3.5-1. Example HSI Trade Study Evaluation Criteria 

Trade Study Example Evaluation Criteria 

Crew-operated Instrument  
or Medical Device  
(multiple sources) 

Å Portability: attach points, handles, size, cabling 
Å Power: battery management logistics, cabling, heat, noise (fans), 

interface availability and type 
Å Calibration: crew time, periodicity, complexity, accuracy 
Å Complexity to operate (subjective assessment) 
Å Display readability 

Net Habitable Volume 
(multiple designs) 

Å Proposed crew size > consumables, life support, etc. 
Å Proposed design reference mission (DRM) timeline 
Å Vehicle size constraints 

Display Interface Design 

Å Display hardware: quality, size, resolution, reliability, maintainability, 
placement affordances and constraints 

Å Cost 
Å Usability quality components: intuitiveness, learnability, 

effectiveness, task efficiency, memorability, error tolerance (user 
errors, error recoverability); user engagement and satisfaction 

Å Readability: adverse conditions (vibration, turbulence); lighting 
conditions; visual angles, viewing distances 

Å Anthropometrics: reach and accessibility 
Å Controls: input sensitivity and accuracy (e.g., touchscreen, rotary 

controls, push buttons); ease of operation, feedback 

F119 Engine  
(Pratt & Whitney) 

Å Increased engine reliability 
Å Personnel and time reduction for maintainability 
Å Increased safety, supportability, operability, and stability 
Å Reduced training time and/or increased training effectiveness 

Ship Command Center 
Simulation for Ship Layout 

Å Cost and availability of hardware/software 
Å Schedule (ship construction) 
Å Accuracy of analysis 
Å Safety and human performance 

Vehicle Collision Avoidance 
Automated System (CAAS) 

Å Increased safety 
Å Maintain driver-in-the-loop (normal attentive vehicle control) 
Å Intuitive user interface 
Å Accuracy of automated system (e.g., driving state sensors, time to 

trajectory/lane crossing estimates, false alarm probability, CAAS 
actions) 

Å System cost and reliability 
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Table 3.5-2. HSI Trade-Off Examples 

Example Topic Trade-Off Considerations (HSI) 

Handheld Device Portability: attached 
power cable vs. 
replaceable batteries 

Å Battery Logistics cost 
Å Time impact for replacing batteries 
Å Battery run time 

Line/Orbital 
Replacement Unit 
(LRU/ORU) 

Testability: built-in 
diagnostic self-test vs. 
operational test; 
redundancy vs. ready 
spare on-orbit 

Å Mass, power, complexity, communications for added 
capability 

Å MTBF; R&R periodicity 
Å MTTR; R&R on-orbit time 
Å Criticality of function 

Emergency Egress 
and Post-landing 
Survival in Sea 
States 

Cabin temperature  
vs. acoustic noise  
vs. suit and vehicle 
design vs. crew health 
and performance 

Å Vehicle constraints: battery life, communications, life 
support 

Å Landing ConOps 
Å Human health constraints 

Water Sampling 
Device Complexity 

Crew time vs. cost of 
automated or 
autonomous system 

Å Design cost 
Å Crew time impact for repetitious operation 
Å Design for back-up manual mode 

Two-story  
Ship Command 
Center 

Structural integrity and 
constructability vs. 
human performance  

Å Decreased structural integrity 
Å Cost, schedule, and construction feasibility 
Å Increased situational awareness 
Å Increased communication and execution 
Å Task execution response time 

Personnel Resource 
Requirements  
(e.g., flight and 
space vehicle crews, 
control room 
operators, 
maintainers) 

Reduction in number of 
required personnel vs. 
human performance 

Å Workload: fixed amount of work (maintenance tasks); 
reduced crew = increased workload 

Å Habitability: reduced crew = longer work hours 
resulting in cumulative fatigue 

Å Safety: fatigue = increased mistakes, errors of 
omission, equipment damage 

Å Survivability: reduced crew = fewer people available to 
respond during emergency or off-nominal situations, 
resulting in a threat to personnel and systems 

For decision-making, establishing an exact cost is less 

important than a measurable metric that translates to 

cost consequence. In this approach, the true cost is not 

actually calculated, but a metric is derived instead. The 

cost-equivalent metric is used in evaluations or even 

requirements to produce desired outcomes in 

decision-making and design options.  

Another prime consideration for decision-making is 

larger architecture-level trade-offs, which can have a 

significant impact on LCC. These decisions must be 

made early in the project life cycle and validated with 

the other project stakeholder values, goals, and 

objectives. The range of choices is extensive, but can 

ƛƴŎƭǳŘŜ άƳƻǾƛƴƎ ǘƘŜ ǎƭƛŘŜǊǎέ ŦƻǊ ǎǳŎƘ ǘƘƛƴƎǎ ŀǎΥ 

¶ Function allocation to hardware, software, and 
humans 

¶ Autonomy 

¶ Automation 

¶ Redundancy, fault management architecture 

¶ Engineering development tool choice (model-
based, etc.) 








































































































































































































































































































































































