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Abstract— This paper presents a novel hierarchical control 

approach of a DC microgrid (DCMG) which is supplied by a 

distributed battery energy storage system (BESS).  With this 

approach, all battery units distributed in the BESS can be 

controlled to discharge with accurate current sharing and state-

of-charge (SoC) balancing. Similar to other hierarchical control 

approaches used in DCMGs, this approach consists of three levels: 

(1) primary control, (2) secondary control and (3) tertiary control. 

This work includes defining a unit control error (UCE) at the 

secondary control level and evaluating current sharing weights at 

tertiary control level. A centralized controller at secondary control 

level is designed to detect the UCEs of each battery unit, and to 

restore the average voltage of a DCMG and control battery 

current sharing simultaneously. The distributed battery units 

share the load current in a DCMG based on weights. These 

weights are evaluated at the tertiary control level based on battery 

SoCs. The approach’s effectiveness was confirmed in digital 

simulation tests with the same simulation model as used in the 

NASA AMPS Modular Hardware Emulator. 

Keywords— NASA, Gateway, DC microgrid, hierarchical 
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NOMENCLATURE 

BI = coefficient of current sharing error 

IOi = output current of i-th battery charge/discharge unit 

KC = gain of secondary controller 

KDP = Slope of droop control 

Kw = gain of SoC controller 

PL = power of a load 

RDP = virtual resistance of droop control 

rOi = output resistance of a battery charge/discharge unit 

rL = resistance of a distribution line 

SoC = state-of-charge of a battery 

Ts = sample and control period of a discrete-time controller 

UCEi = unit control error of i-th battery charge/discharge unit 

VOi = output voltage of i-th battery charge/discharge unit 

Vset = setting voltage 

wi = weights of load power sharing 

I. INTRODUCTION 

DC microgrids (DCMG) are becoming more widely used 
today in aerospace and terrestrial applications to supply highly 
reliable power and/or power produced from clean energy. In 
many of these applications, such as the International Space 
Station (ISS) [3,4], batteries are the only available energy 

sources at certain times to supply power to the loads. In a 
DCMG, a battery energy storage system (BESS) with multiple 
battery units (BUs) may be in a centralized or distributed 
architecture [5,6]. In this work, a battery unit (BU) is reference 
to a battery with its battery charge/discharge units (BCDU).  In 
a centralized BESS, all BUs are installed together at one 
location. It is convenient to manage the operation and control 
load sharing of all BUs. In a distributed BESS, the BUs are 
scattered throughout the  DCMG. This design may substantially 
improve the system flexibility and reliability for modular-based 
DCMGs. However, one of the challenges for a distributed BESS 
is to keep the load sharing accuracy and battery state-of-charge 
(SoC) balanced among the BUs distributed in a DCMG. 

Although a centralized BESS was adopted for the ISS 
electrical power system (EPS) [3], a distributed BESS 
application is of interest to NASA for the Gateway electrical 
power system. The Gateway will be an outpost orbiting the 
Moon that provides vital support for a sustainable [2]. long-term 
human return to the lunar surface, as well as a staging point for 
deep space exploration [7-9]. The initial phase of the Gateway 
consists of two modules, a Power and Propulsion Element (PPE) 
and Habitational and Logistics Outpost (HALO) module.  

The Gateway reference system consists of two independent 
power channels across two modules. Each channel in one 
module is equipped with one BU of the same capacity. Each 
power channel is supplied by one solar power generation unit 
(centralized power supply) during insolation time. During an 
eclipse, the entire system is supplied with the distributed BUs. 
In this application where power flow is designed to be 
unidirectional, without proper regulation a battery upstream can 
be discharged to its limit too quickly and force all power to be 
delivered from the remaining BUs. This situation can be 
escalated by other power system failures that remove power 
sharing from other devices and can result in a blackout of loads. 
Hence, it is significant to develop an approach to implement 
uniform discharge of all batteries so that the system can keep the 
maximum power capacity until all batteries are fully discharged 
[33]. Figure 1 shows one power channel of the Gateway EPS 
with two distributed BUs. In this work, it is treated as a DCMG 
with a distributed BESS. 

Hierarchical control is a standard control strategy in 
traditional AC power systems [1]. This approach includes three 
control levels: (1) primary control, (2) secondary control and (3) 



tertiary control. Primary control, or droop control, is used to 
control a generator power output based on the line frequency in 
a droop characteristic. With the droop control strategy, all 
generators in a power system can automatically share the loads 
based on their power ratings and power setting. The secondary 
control level is also referred to as load-frequency control. The 
basic objectives of the secondary control for an interconnected 
area are to restore the line frequency and maintain the net tie-
line power flow at its scheduled value. The area control error 
includes frequency error and net tie-line power flow error. The 
third level, tertiary control, includes all other system level 
control strategies including system operation and optimal power 
flow control. Each of these three-control levels operate at 
different timescales [32]. The operational timescale of primary 
control is up to 10 seconds, while it takes minutes for secondary 
control to recover the line frequency to its nominal value. 
Tertiary control operates at a much slower timescale ranging 
from about 15 minutes to several hours. 

The hierarchical control strategy has been widely applied to 
DCMG research works [10-31]. In the reported applications, 
droop control is adopted at the primary control level. Different 
from the droop control in AC power grids, the droop control of 
DCMGs is mainly based on the measured bus voltages or output 
currents of DC source converters, which results in significant 
errors of load current or power sharing among the DC source 
converters in the DCMG and DC bus voltage deviation. In many 
published papers on DCMGs [21-31], the objectives of 
secondary control are to restore the DC bus voltage deviation 
caused by primary droop control and enhance the load current 
sharing accuracy. The tertiary control in DCMGs implements 
additional system control and operation strategies, such as 
balancing SoC control of distributed battery energy storages. 

To enhance the load current/power sharing accuracy, there 
are a number of strategies reported for secondary control. A 
simple solution is to set a large droop gain with a voltage shifting 
at the secondary control level [26]. The droop gain should be set 
so large that the cable resistances can be neglected compared to 
the virtual resistance of the droop control. Another important 
strategy presented in published literature is to design an adaptive 
controller of droop gain at secondary control [27, 29]. This 
control approach will automatically adjust the droop gain used 
at the primary control level. To enhance the bus voltage control 
and load current/power sharing accuracy simultaneously, 
secondary control for each DC source converter can also be 
implemented based on an average voltage controller and an 
average current/power controller [21, 28]. To obtain average 

voltage and average current/power, network communication in 
a DCMG is necessary. Such a secondary control strategy will be 
implemented in a microgrid central controller (MGCC).   

Inspired by the hierarchical control used in traditional AC 
power grids, a hierarchical control approach for a DCMG with 
a distributed BESS is proposed in this work. Like many reported 
DCMGs, droop control is adopted as the primary control 
strategy and implemented in each BU. At secondary control 
level, a unit control error (UCE) is defined for each BU in the 
system. The UCE includes the deviation of average voltage from 
desired voltage and current sharing error of each BU. The 
controller at the secondary control level adjusts the BCDU 
setting voltage for each BU so that its UCE reaches zero in 
steady state. Finally, the strategy of tertiary control is to adjust 
the weights of load sharing of each DC source converter based 
on each battery state-of-charge (SoC). 

The remainder of this paper is organized into the following 
sections: (1) BU current sharing with droop control, (2) 
hierarchical control approach, (3) secondary control, (4) tertiary 
control, (5) simulation test results, and (6) conclusions. 

II. BU CURRENT SHARING WITH DROOP CONTROL 

Droop control is generally adopted at the primary control 
level. Droop control is effective to implement accurate current 
sharing among BUs in a centralized BESS where cable 
resistances from all BUs to a shared bus can be kept almost 
equal. However, in a distributed BESS, it is difficult to keep 
equal cable resistances from BUs to loads. It will result in a 
significant error in current sharing if only droop control is used 
[2]. To evaluate the battery current sharing error, power flow 
analysis is performed for the distributed BESS with two BUs 
designed for the Gateway EPS as shown in Figure 1. During 
eclipse, solar power is not available. The EPS is only supplied 
by two BUs. BCDU-1 and BCDU-2 control the batteries’ 
current sharing in droop control. Loads in the PPE and HALO 
modules are powered by two DC/DC converter units (DDCU-1 
and DDCU-2). These are treated as constant power loads 
(CPLs). 

In droop control, a BCDU will control the output current 
based on the BCDU setting voltage and its output voltage in (1), 

𝐼𝑂 = 𝐾𝐷𝑃(𝑉𝑠𝑒𝑡 − 𝑉𝑂)  (1) 

The droop characteristic is shown in Fig. 2(b). A battery and 

its BCDU with droop control can be represented with a 

Thevenin equivalent circuit as shown in Fig. 2(c). RDP is a 

virtual resistor, or a droop gain [10]. Its value is the reciprocal 

of the slope KDP: RDP = 1/KDP. This equivalent circuit is useful 

for the following power flow analysis. 

Power flow analysis is a numerical method widely used in 

conventional AC power systems. It is effective to find all four 

fundamental parameters at each bus in steady state by solving 

nonlinear equations in voltage magnitudes, phase shifts, real 

power and reactive power of all busses in a power grid. 

Compared with a bus in an AC power grid, a bus in a DCMG 

has only two fundamental parameters: voltage and power. In 

the system shown in Fig. 1, there is no physical bus available 

which can be treated as a slack bus or voltage controlled bus. 
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Fig 1. Distributed BESS with two BUs Designed for the Gateway EPS 

 



Therefore, the typical method must be modified so that it may 

be used in this work. The one line diagram of the subsystem is 

shown in Fig. 3. Bus #1 to #8 are named for use in the power 

flow analysis. Each BCDU is represented as an ideal voltage 

source and a virtual resistor, i.e. Vset1 and R13 for BCDU-1, Vset2 

and R24 for BCDU-2. Bus #1 and #2 are virtual voltage-

controlled buses with the fixed bus voltages Vset1 and Vset2, 

respectively. The virtual resistances R13 and R24 are equal to RDP 

= 1/KDP. R35 is the line resistance from BCDU-1 output to the 

main bus switching unit MBSU-1, and R46 the line resistance 

from BCDU-2 output to MBSU-2. R56 is the total line resistance 

from MBSU-1 to MBSU-2. R57 is the line resistance between 

DDCU-1 output and MBSU-1. R68 is the line resistance 

between DDCU-2 output and MBSU-2. Bus #3 and #4 are the 

outputs of two BCDUs, and bus #5 and #6 are MBSU-1 and 

MBSU-2. Bus #7 and #8 are the inputs of DDCU-1 and DDCU-

2. All resistances are listed in Table 1. 

𝑃𝑖 = ∑ 𝑌𝑖𝑘𝑉𝑖𝑉𝑘

8

𝑘=1

     for 𝑖 = 1, 2, … , 8                 (2) 

where 𝑃𝑖  is the power injected into the i-th bus. The coefficients 

𝑌𝑖𝑘 are the elements of the admittance matrix of the network in 

Fig. 3. The given conditions are: 𝑉1 = 𝑉𝑠𝑒𝑡1 , 𝑉2 = 𝑉𝑠𝑒𝑡2 , 𝑃𝑖 =
0  for 𝑖 = 3, 4, 5, 6, 𝑃7 = −𝑃𝐿1, 𝑃8 = −𝑃𝐿2. 

 

TABLE I.  RESISTANCES IN ONE-LINE DIAGRAM OF FIG. 3 

R13 () R24 () R35 () R46 () R57 () R68 () R56 () 

0.019 0.019 0.025 0.025 0.005 0.005 0.06 

 

A MATLAB program based on the Newton-Raphson 

method was developed to find the numerical solutions of (2) at 

the load power settings: PL1 = 1864.67 W, PL2 = 4111.36 W. 

The computation was done for different slopes of droop control 

from 5 A/V to 65 A/V. The computational results of the output 

power and voltages of the two BCDUs as functions of the slope 

are shown in Fig. 4(a) and (b). When the droop slope decreases, 

the virtual resistances increase compared to the other 

resistances in Fig. 3. It will improve the power sharing between 

two BUs passively as shown in Fig. 4(a). However, an increase 

of the virtual resistance will significantly increase the voltage 

drop at each BCDU output as shown in Fig. 4(b) and will result 

in a power quality problem. The results of the power flow 

analysis show that the droop control alone cannot implement 

accurate current sharing in a distributed BESS. The current 

sharing effect of the droop control is controlled by the virtual 

resistances introduced into the circuit. Compared with the 
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Fig 2. (a) a battery unit, (b) droop characteristics, (c) equivalent circuit 
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Fig 3. System one-line diagram for power flow analysis 
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Fig 4. (a) Current sharing vs droop slope, (b) BCDU output voltages vs 

droop slope 

 



resistances of the system under the rated conditions as listed in 

Table 1, the cable resistances are larger than the virtual 

resistances, resulting in this style of droop control being 

ineffective for current sharing between two BUs. Generally, BU 

current sharing by droop control will significantly degrade in 

the case of a low voltage but large current DCMG with a 

distributed BESS. 

 

III. HIERARCHICAL CONTROL APPROACH 

To enhance BU current sharing during a discharging 

operation, a hierarchical control approach for the distributed 

BESS is developed and evaluated in this work. The control 

architecture is shown in Fig. 5. It includes three control levels: 

primary control (bottom level), secondary control and tertiary 

control (top level).  

The primary control is the droop control implemented in the 

BCDU of each BU. The objectives of the primary control are: 

(1) to ensure a stable system operation; and (2) to control local 

bus voltage and implement passive load current/power sharing. 

In the proposed approach, it is assumed that the droop control 

of all BCDUs in the system have the same slope 𝐾𝐷𝑃 = 52 

A/V. 

The secondary control is an approach developed in this 

work. The objectives of the secondary control layer are (1) to 

restore then average output voltages of the DCMG back to the 

setting value of 120 V; and (2) to enhance accurate current 

sharing of all distributed BUs according to desired sharing 

weights. 

With the proposed primary control and secondary control, 

the restoration of the average output voltage of all BCDUs and 

accurate current sharing among the BUs in the system can be 

implemented simultaneously. The primary control is distributed 

in each BCDU. The bandwidth of the primary control loop can 

be above 100 Hz. The secondary control is discrete and 

implemented in the MGCC. It will collect sensed voltage and 

current values from all BUs, generate voltage setting 

commands and update the commands of all BCDUs through a 

communication network. On the existing simulation test 

platform, the AMPS Modular Hardware Emulator, the 

secondary controller completes these operations once every 

second. 

The objective of the tertiary control is to implement 

additional control functions related to battery energy 

management and other special events so that the system can 

stay in an optimal configuration. A typical function is the 

control of battery SoCs, in which all battery SoCs are kept equal 

during a discharging operation when all BUs begin with the 

same initial SoC value.  This ensures the maximum power 

capability of the distributed BESS before all batteries are fully 

discharged. If there is a significant difference between initial 

battery SoCs, the tertiary control will be able to schedule the 

weight for each BU so that all battery SoCs can equalize as soon 

as possible. 

Like the secondary control, the proposed tertiary control is 

discrete time and implemented in the MGCC. Additional 

control functions can be developed for handling other special 

events. For example, if one battery is out of order, the tertiary 

control should be able to adjust the weight scheduling function. 

The tertiary controller will be able to switch from one control 

function to another based on different operation states. 

IV. UNIT CONTROL ERROR AND SECONDARY CONTROL 

IMPLEMENTATION 

As aforementioned, secondary control is designed to control 

the average BCDU output voltage and enhance the accurate 

current sharing between distributed BUs. The proposed 

approach of secondary control is explained in the following 

sections. 

A. Definition of Unit Control Error 

Fig. 6 presents the block diagram of secondary control of a 

distributed BESS with two BUs. The secondary controller is 

shown in the orange block. Through a communication network, 

the secondary controller will sample output voltages and 

currents, and calculate unit control errors (UCE) of two 

BCDUs. UCEs of two BCDUs are defined in the following 

formulae, 

𝑈𝐶𝐸1 =
𝑉𝑂1 + 𝑉𝑂2

2
− 𝑉𝑠𝑒𝑡 + 𝐵𝐼[𝐼𝑂1 − 𝑤1(𝐼𝑂1 + 𝐼𝑂2)] (3𝑎) 

𝑈𝐶𝐸2 =
𝑉𝑂1 + 𝑉𝑂2

2
− 𝑉𝑠𝑒𝑡 + 𝐵𝐼[𝐼𝑂2 − 𝑤2(𝐼𝑂1 + 𝐼𝑂2)] (3𝑏) 

where 𝑉𝑂1  and 𝑉𝑂2  are the output voltages of BCDU-1 and 

BCDU-2, and 𝐼𝑂1 and 𝐼𝑂2 the output currents. The sum of the 

two battery currents 𝐼𝑂1 + 𝐼𝑂2  is the total load current of the 

distributed BESS. 𝑉𝑠𝑒𝑡  is the desired DCMG working voltage. 

𝑤1 and 𝑤2 are the weights of current sharing of each respective 

BUwhere 𝑤1 + 𝑤2 = 1 , and 𝑤1 ≥ 0, 𝑤2 ≥ 0 . 𝐵𝐼  is the 

coefficient of current sharing error. 

An integral controller is used to accumulate the UCE of 

each BU and generate the voltage setting for the respective 

BCDU. Because of the integral controller, the UCEs of the two 

BUs will reach zero in steady state if the system is stable. In 

this state, Eq. (3a, b) yields, 

Tertiary Control (System Controller)
Objectives:
· Optimal battery energy management;
· Schedule load power sharing based on battery SoCs;
· Keep the max. power capability provided by batteries.

Secondary Control (System Controller)
Objectives:
· Keep average voltage equal to a setting value (120 V);
· Enhance load current sharing of distributed batteries.

(BCDU-1)
Primary Control (Droop Control)

Objective: 
Ensure a stable system operation
Control voltage and current sharing

All battery SoCs
Total load current

Weights of battery 
load sharing

Setting voltage of 
BCDU-2

Setting voltage of 
BCDU-1

Battery SoC
Battery current

BCDU output voltage

Battery SoC
Battery current
BCDU output voltage

(BCDU-2)
Primary Control (Droop Control)

Objective: 
Ensure a stable system operation
Control voltage and current sharing

 

Fig. 5.Three-level hierarchical control 



𝑉𝑂1 + 𝑉𝑂2

2
= 𝑉𝑠𝑒𝑡 

𝐼𝑂1 = 𝑤1(𝐼𝑂1 + 𝐼𝑂2),     𝐼𝑂2 = 𝑤2(𝐼𝑂1 + 𝐼𝑂2) 

The results show that the average output voltage of BCDUs 

is equal to the desired setting voltage and the output currents 

are equal to the desired current sharing. 

Although the discussion above is for a distributed BESS 

with two BUs, the method is easily extended to a general system 

with N BUs. In such a system, the unit control error for each 

BCDU is, 

𝑈𝐶𝐸𝑖 =
1

𝑁
∑ 𝑉𝑂𝑘

𝑁

𝑘=1

− 𝑉𝑠𝑒𝑡 + 𝐵𝐼 (𝐼𝑂𝑖 − 𝑤𝑖 ∑ 𝐼𝑂𝑘

𝑁

𝑘=1

)     

for 𝑖 = 1, 2, … … , 𝑁                                       (4) 

where ∑ 𝑤𝑖
𝑁
𝑖=1 = 1,  and 𝑤𝑖 ≥ 0 for 𝑖 = 1, 2, … … , 𝑁.  

B. Coefficient 𝑩𝑰 and Gain 𝑲𝑪 

The coefficient 𝐵𝐼  is a current bias constant which affects 

the required change of a BCDU setting voltage to compensate 

the current sharing error of the BCDU. The value is related to 

the resistances in the network which affect the power sharing 

between BUs. 

The controller used in the secondary control is a discrete-

time integral control with the gain 𝐾𝐶  and sampling period 𝑇𝑠. 

This controller implements the control of two quantities in a 

distributed BESS: (1) average output voltages of the BCDUs 

and (2) current sharing of each BU. The selection of the gain is 

restricted by the system stability of the voltage control and 

current sharing control.  

Compared to the dynamic behavior of the primary control 

of the distributed BESS, the sampling period of the secondary 

control is generally quite large, for example 1 second. We can 

assume that the distributed BESS is stable under the primary 

control and can reach its steady state within one sampling 

period after its setting is updated at the beginning of the 

sampling period. The restriction of the control gain 𝐾𝐶  for a 

stable secondary control loop is 

𝐾𝐶𝑇𝑠 < min (1,
𝑅13 + 𝑅24 + 𝑅35 + 𝑅46 + 𝑅56

2𝐵𝐼

)          (5) 

The gain 𝐾𝐶  is related to the sampling/control period 𝑇𝑠 and 

the coefficient 𝐵𝐼 . For 𝑇𝑠 = 1 second, the gain must be set less 

than 1. 

If 𝐵𝐼 <
2𝑅𝐷𝑃+𝑟𝑂1+𝑟𝑂2+𝑟𝐿𝑖𝑛𝑒

2
, or the coefficient 𝐵𝐼 is small 

enough compared to the sum of the resistances, it will not affect 

the system stability, and hence, 𝐾𝐶𝑇𝑠 < 1. Otherwise, 𝐾𝐶𝑇𝑠 <
2𝑅𝐷𝑃+𝑟𝑂1+𝑟𝑂2+𝑟𝐿𝑖𝑛𝑒

2𝐵𝐼
. 

In the simulation tests, we take the resistances listed in 

Table 1. The gain limit vs the coefficient BI is shown in Fig. 7. 

V. TERTIARY CONTROL 

Tertiary control is designed to schedule the weights of 

current sharing. The exact objective of the control can be 

different depending on the system operating state. For example, 

one might regulate current sharing based on battery SoCs, or 

optimize current sharing for a special event. Different 

objectives will result in different approaches used in the tertiary 

control. The approach to implement SoC balancing control is 

discussed here. 

One objective for the current sharing strategy is to keep the 

SoCs of all batteries equal during discharging. The advantage 

of this objective is the ability to ensure the maximum power 

capability of the system until all batteries are fully discharged. 

For example, consider a system where each BU has the 

maximum rated power of 5 kW. For a BESS with two BUs, the 

maximum power capability is 10 kW. If one battery is fully 

discharged before another, the maximum power capability is 

reduced to only 5 kW.  

The strategy of tertiary control is designed as shown in 

Figure 8. The weights generated in the first block of the tertiary 

controller are, 

{
𝑤1 = 0.5 + ∆𝑤1

𝑤2 = 0.5 + ∆𝑤2
   (6) 

where, ∆𝑤1 and ∆𝑤2 are calculated as 
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Fig. 6. Block diagram of secondary control of two-BESS subsystem 

 

Fig. 7. Restriction of gain KC of the distributed BESS 

 



∆𝑤1 = 𝐾𝑤(𝑆𝑜𝐶1 − 𝑆𝑜𝐶𝑠𝑦𝑠) 

∆𝑤2 = 𝐾𝑤(𝑆𝑜𝐶2 − 𝑆𝑜𝐶𝑠𝑦𝑠) 

And they are limited within the range (-0.5, 0.5). 

𝑆𝑜𝐶𝑠𝑦𝑠 =
1

2
∑ 𝑆𝑜𝐶𝑘

2
𝑘=1  is referred to as BESS state of charge. 

The second block will generate weight settings (𝑤1,𝑠𝑒𝑡 , 

𝑤2,𝑠𝑒𝑡) by evaluating the weights (𝑤1, 𝑤2) based on the total 

current requirement 𝐼𝐵𝑎𝑡,𝑡𝑜𝑡  and the maximum BU current 

𝐼𝐵𝑎𝑡,𝑚𝑎𝑥  so that the weight settings will not result in over-

current. Fig. 9 shows the flow chart of the function in the second 

block of Fig. 8. 

VI. SIMULATION TEST RESULTS  

Up to now, the proposed secondary control and tertiary 

control have been tested with a simulation model in 

SIMULINK, of which all parameters and important features 

matched those in the NASA AMPS Modular Hardware 

Emulator. The effectiveness of the secondary control has also 

been confirmed on the NASA test platform AMPS Modular 

Hardware Emulator.7 Some important simulation test results 

with the SIMULINK model are now presented. In all following 

figures of the simulation tests, the quantities of BCDU-1 are 

shown in red dash-dotted lines and the quantities of BCDU-2 in 

blue lines. 

Figures 10 to 13 are the simulation test results of the 

secondary control layer with different parameter settings for the 

gain KC and the coefficient BI. All horizontal scales are time in 

seconds. The BCDU Current plot shows the two BCDU output 

current responses in amperes, the BCDU Voltage plot shows 

the two BCDU output voltage responses in volts, the BCDU 

Power plot shows the two BCDU output power responses in 

watts, and the UCE plot shows the responses of each BCDU in 

volts. 

Figure 10 and 11 show the dynamic response at different 

gains KC. In both cases, the coefficient 𝐵𝐼 = 0.01 Ω. Figure 10 

shows 𝐾𝐶 = 1 , the critical value for system stability. The 

voltage and UCE responses shown in Figure 10 exhibit 

significant oscillation. A substantially improved dynamic 

response is found at 𝐾𝐶 = 0.3. The voltage and UCE responses 

at this gain are shown in Figure 11. 

Figure 12 and 13 show the dynamic responses at different 

BI with a fixed control gain of 𝐾𝐶 = 0.3. Figure 12 shows the 

dynamic responses of the battery discharging currents and 

power at  𝐵𝐼 = 0.1 Ω. Compared to the dynamic responses at 

𝐵𝐼 = 0.01 Ω  as shown in Figure 10 and 11, a clear 

improvement is obtained at 𝐵𝐼 = 0.1 Ω. Further increase of the 

coefficient to 𝐵𝐼 = 0.2 Ω  results in the dynamic responses 

shown in Figure 13. These responses present some oscillation 

during transients. Based on the simulation test results shown in 

Figure 10 – 13, it is concluded that the best parameter setting 

for the simulation model in these tests are 𝐾𝐶 = 0.3 and 𝐵𝐼 =
0.1 Ω. 

The effects of three-level hierarchical control are shown 

with the simulation test results presented in Figures 14-16. 

These simulation tests explore two constant loads (𝑃𝐿1 = 1000 

Watts, 𝑃𝐿2 = 4500  Watts) and different initial BES SoCs 

(𝑆𝑜𝐶1 = 0.8, 𝑆𝑜𝐶2 = 0.78). In Figure 14-16, the Load Power 

plot shows the power of two loads in watts, the BCDU Voltage 

plot shows the two BCDU output voltage responses in volts, the 

BCDU Power plot shows the two BCDU output power 

responses in watts, and the SoC plot shows the responses of the 

two battery state-of-charges. All horizontal scales are time in 

seconds. 

Figure 14 shows the simulation results when only the 

primary control (droop control) is used. In this case, the output 

voltages of both BCDUs are below 120 V while the voltage 

setting of the two BCDUs are 120 V. It shows that the load 

power sharing of the two batteries are different; one being 2000 

W and another 3500 W. The difference between the two battery 

SoCs increases over time because of unbalanced load power 

sharing. 

The waveforms shown in Figure 15 are the simulation 

results when both the primary control and secondary control are 

used. The bus voltage setting is 120 V. The figure confirms that 

the average BCDU output voltage is 120 V. The two batteries 

share load power equally (2750 W). The difference between the 

two battery SoCs keeps constant over time because of the 

balanced load power sharing. 
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Fig. 8. Block diagram of tertiary control 
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Fig. 9. Flow chart for weight modification in tertiary control 



The waveforms shown in Figure 16 are the simulation 

results with the three-level hierarchical control approach 

proposed in this work. The bus voltage setting is 120 V. The 

figure shows that the average BCDU output voltage is 120 V 

although the difference of two battery output voltages was 

greater at the beginning of the simulation when the tertiary 

control scheduled different load sharing weights for the 

different battery SoCs. Because of the different battery SoCs, 

the tertiary controller schedules load sharing weights which 

drive the two battery SoCs to equalize as soon as possible. At 

the beginning phase, BU-1 discharged at its maximum output 

current 31.25 A and shared load power of about 4469 W while 

BU-2 shared the rest of the load power, about 1031 W. The 

difference between battery load power output began reducing 

when the SoC difference became small enough. The system 

reached balanced load sharing when the battery SoCs became 

balanced. The figure shows the complete procedure of the two 

battery SoCs reaching and staying balanced during a 15 minute 

battery discharging operation. 

To study more general operation with the proposed 

hierarchical control approach, a simulation test is performed 

with a fixed load of 1864 W and the variable load between 1000 

W to 4200 W. The initial SoCs of BU-1 and BU-2 are 0.8 and 

0.75, respectively. Figure 17 shows the waveforms of these 

simulation results. 

VII. CONCLUSIONS 

A novel hierarchical control approach is developed for the 

battery discharge management of a DCMG designed for a 

notional Gateway EPS. The UCE definition substantially 

simplifies the design of the centralized controller at the 

secondary control level and is effective at restoring the average 

voltage of the DCMG and in implementing accurate battery 

current sharing. Current sharing of distributed BUs is 

determined by the weights included in the UCE definition. 

These weights are evaluated at the tertiary control level based 

on battery SoCs with the purpose to implement SoC balancing 

discharge or restore equal SoCs of the distributed batteries in 

the DCMG. System digital simulation tests were performed 

with the same simulation model used in the NASA AMPS 

Modular Hardware Emulator and the proposed hierarchical 

control approach. The simulation results confirmed the 

effectiveness of the approach.  
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Fig. 10. Simulation results with KC = 1, BI = 0.01 

 

 

Fig. 11. Simulation results with KC = 0.3, BI = 0.01 



 

 

Fig. 12. Simulation results with KC = 0.3, BI = 0.1 

 

 

Fig. 15. Simulation results with secondary control 
 

Fig.  13. Simulation results with KC = 0.3, BI = 0.2 

 

 

Fig. 14. Simulation results without secondary control 
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