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Abstract

Inverse heat transfer methodology previously developed to estimate thermal prop-
erties of high temperature fibrous insulation from embedded thermocouples was
applied to the thermoplastic polymer, polyether-ether-ketone (PEEK). A small ex-
perimental setup was utilized to test the PEEK sample between temperatures of
300 K and 525 K at atmospheric pressure. Cylindrical plugs of PEEK with three
thermocouples embedded at various depths were incorporated in the test sample.
The experimental PEEK thermocouple data were used as the boundary and initial
conditions of a one-dimensional numerical thermal model to predict the internal
temperatures of the material. The thermal conductivity of PEEK was estimated
with the Continuous Genetic Algorithm optimization technique by searching for
the coefficients of a functional form of thermal conductivity that minimized the
difference between the experimentally measured and model predicted internal tem-
perature values. The thermal testing, one-dimensional numerical thermal model,
optimization algorithm, analysis, and results are presented.

1 Introduction

The thermoplastic polymer, polyether-ether-ketone (PEEK) was evaluated as wind
tunnel model material for hypersonic blowdown tunnels at Langley Research Center
(LaRC) for global aero-heating measurements [1, 2]. Accurate temperature depen-
dent thermal conductivity values of PEEK are needed to calculate the aero-heating
rates. PEEK thermal conductivity values inferred from thermal diffusivity mea-
surements, using the Laser Flash (LF) technique, at a commercial laboratory had
been used in data reduction of wind tunnel test data, and resulted in unsatisfactory
aero-heating rates. More information about LF thermal diffusivity measurements
of polymers can be found in [3–5]. The purpose of this work was to estimate the
temperature dependent thermal conductivity of PEEK, using the recently developed
THERMal Insulation Characterization (THERMIC) test setup, and compare with
the LF data. The technique utilized transient thermal testing over a large tem-
perature range of a PEEK sample instrumented with internal thermocouples (TC).
A numerical thermal model and a genetic algorithm optimization technique, the
Continuous Genetic Algorithm (CGA), were used to solve the inverse heat transfer
problem to estimate the thermal conductivity of PEEK from the test data.

Many methods have been developed to estimate the thermal conductivity of ma-
terials including experimental test methods and optimization methods that use a
combination of test data and numerical methods to solve an inverse heat transfer
problem. Standard thermal conductivity measurement techniques include steady-
state methods [6, 7] that require significant test time to achieve the steady-state
conditions needed to yield accurate results. Laser flash methods are also used to
measure thermal diffusivity of isotropic materials and thermal conductivity is cal-
culated using the thermal diffusivity, density, and specific heat of the material [3–5].
Optimization methods have been used in conjunction with experimental test data
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and a numerical heat transfer model to estimate thermal properties. The optimiza-
tion techniques include gradient based, statistical, and genetic algorithms (GA). A
commonly used gradient based technique is the conjugate gradient method as used
by Alifanov and Mikhailov to solve an inverse heat transfer problem [8]. Scott and
Beck [9] used a Gauss minimization method, that also requires the computation of
gradients, with experimental test data to estimate the thermal properties of com-
posite materials. GA methods have been applied to many heat transfer problems
such as the optimization of experimental design, estimation of surface heat fluxes,
and estimation of thermal properties. Many of the applications in the literature are
summarized by Gosselin et al. [10]. The advantages of GAs over gradient based
methods include no need to compute the gradient of the objective function, the
algorithms are likely not to converge to a local minima, and the solution is less sen-
sitive to the initial guess [10]. Thermal properties have been estimated using GAs
in combination with transient and steady-state experiments. Daryabeigi applied a
GA with steady-state temperature data to predict specific extinction coefficients
needed for effective radiant thermal conductivity of highly porous insulation [11].
The use of transient temperature data with GA has been developed for estimating
thermal properties and used in other applications such as complex aerospace struc-
tures [12, 13].

The thermal conductivity of PEEK was estimated using one set of transient
temperature data, in conjunction with a one-dimensional (1D) numerical model that
was incorporated into an optimization technique, CGA. CGA searches the parameter
space for the coefficients of a functional form of the PEEK thermal conductivity that
when used in the direct 1D numerical model, minimizes the difference between the
predicted and measured temperature data. The thermal testing, numerical model,
and algorithm are discussed, and results are given over the temperature range 300
K to 525 K at atmospheric pressure.

2 Thermal Testing

Thermal testing was completed at LaRC in the 0.2 m by 0.2 m transient testing
apparatus, THERMIC [14]. As the name implies, THERMIC was originally designed
for testing of high temperature fibrous insulation and was shown to have quasi-1D
heat transfer through the center of the setup. Daryabeigi et al. modeled the heat
transfer of THERMIC in 1D and the results matched center line experimental TC
data throughout the depth of the sample [14]. The assembly for testing PEEK was
comprised of the components shown in Fig. 1.
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Figure 1: Components of THERMIC setup for PEEK testing with thickness mea-
surements.

An Inconel (Inc) plate was the base of the setup with four TCs on the top side,
away from the heat source. One TC was placed in the center of the plate with two
others offset diagonally from the center by 35.4 mm. The fourth TC was located
on the opposite diagonal 53.2 mm from the center. Above the Inc plate were six
layers of Alumina Paper (APA), a high temperature fibrous insulation felt, with a
TC installed in the middle of the felt squares between every two layers. The PEEK
plate was placed above the six layers of APA. Another four layers of APA were
placed above the PEEK plate with one TC in the middle of the four layer stack-up.
A Titanium (Ti) plate that was instrumented with six TCs was located above the
four layers of APA. Ten layers of APA were located above the Ti plate followed by
SALI Board, a rigid insulation board, which was placed above the APA to reduce
heat loss from the top of the apparatus. The entire setup was placed in SALI Board
picture frames to minimize lateral heat losses. The heat source was a standard
Meker burner, shown in Fig. 2, located below the setup and supplied with propane
gas with the flow rate controlled by a valve.

Traditionally, the THERMIC setup has been used to test samples that are not
affected by the high temperatures the Inc plate can experience during testing and
the material that is being tested can sit directly above the Inc plate. However,
PEEK has a melting point temperature of about 600 K. APA was placed between
the Inc and PEEK to reduce the heat transfer to the PEEK plate. A simple 1D
thermal analysis was completed to determine that four layers of APA would be
needed to keep the PEEK plate from experiencing temperatures above 550 K. The
other components of the setup, Ti plate, SALI Board, and other APA layers were
a part of the original THERMIC setup and were kept intact. More details about
THERMIC can be found in [14].
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Figure 2: THERMIC setup with Meker burner during a test.

The PEEK plate was instrumented with 15 TCs. The six surface TCs and nine
internal TCs are shown in Fig. 3. The internal PEEK TCs were placed by removing
three cylindrical portions (plugs) from the plate. Similar plug instrumentation was
used in [15–17]. Each plug is 7.9 mm in diameter and 12.7 mm in length. Three 10
mm metal-sheathed type K TCs were installed through the thickness of each plug.

(a) PEEK Plate (b) PEEK Plug with TCs

Figure 3: PEEK sample plate with (a) external TCs and (b) CT image of internal
plug TCs.

The internal TCs, three per plug, were placed through the thickness every 3.18
mm. A CT image of a plug with internal TCs is shown in Fig. 3b. Six surface
TCs, three on top and three on bottom, were placed next to each plug on the plate.
Small holes were drilled from the side of each plug to the center and the TCs were
inserted. Plug 1 was placed in the direct center of the plate, and plugs 2 and 3
were offset 31.75 mm from the center. A Computerized Tomography (CT) scanner
was used to verify through-thickness depths of each TC for use in the analysis. The
depth measurements of each plug are given in Table 1 and were used in 1D numerical
analysis.
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Table 1: TC depth measurements from the top (hot side) of each plug taken from
CT scans.

Plug TC 1 TC 2 TC 3

1 3.30 mm 6.25 mm 9.53 mm
2 3.14 mm 6.21 mm 9.74 mm
3 3.26 mm 6.46 mm 9.39 mm

Five thermal tests of the PEEK plate were conducted to show repeatability of
testing even though data from only one test was needed to estimate the thermal
conductivity of PEEK over the entire 300 K to 525 K temperature range. The
temperatures from the hot side of the PEEK plate for all five tests are shown in Fig.
4.

Figure 4: Temperature data from hot side of PEEK plate during all five tests.

For each test, heat was applied for approximately seven minutes which resulted in
an average PEEK maximum temperature of 540 K. Temperature data was collected
during heating and for approximately 15 minutes after heat was turned off. The
Meker burner uniformly heated the Inc plate with an average difference of 1.0 percent
between the three central TCs. The PEEK was also uniformly heated with an
average difference of 0.9 percent between the three TCs on the hot side of the
sample. The temperature uniformity on the Inc plate and PEEK sample indicate
the heat transfer through the center of the setup is quasi-1D. Temperatures from a
sample test are shown in Fig. 5. Inc is the average temperature of the four TCs
on the Inconel plate. APA2 and APA4 is the temperature from the thermocouple
on top of APA layer two and four respectively. The PEEK plate temperatures for
plug one are denoted as PEEK. APA6 is the temperature on top of the sixth layer
of APA, between the PEEK plate and the titanium plate. Ti is the average of four
central TCs on the cold side of the titanium plate.
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Figure 5: Thermocouple data from the THERMIC setup during PEEK testing.

3 Thermal Model

The internal temperatures of the PEEK plate were approximated with a numerical
solution of the transient heat conduction partial differential equation (PDE), Eq. 1,
in 1D.

∂

∂x

(
k(u)

∂u

∂x

)
= ρcp(u)

∂u

∂t
, 0 <x < L

u(x, 0) = f(x), 0 ≤x ≤ L (1)

u(0, t) = g(t), 0 <t

u(L, t) = h(t), 0 <t

where u(x, t) is the temperature at location x and time t, k(u) is the thermal con-
ductivity of PEEK as a function of temperature, ρ is the density of PEEK, and
cp(u) is the specific heat of PEEK as a function of temperature. An energy balance
finite difference scheme with the Crank-Nicolson time marching method [18] along
with a tridiagonal system solver, the Thomas Algorithm [19] were used to get the
approximate solution, û, at each time step. The initial condition, f(x), was interpo-
lated data from the initial temperatures of the PEEK plate. The Dirichlet boundary
conditions, g(t) and h(t), were specified from measured temperature data on the hot
and cold sides of the PEEK plate respectively. The center plug, plug 1, was used in
the analysis. Nodal locations that represent TC locations in the PEEK are denoted,
PEEK11, PEEK12, PEEK13, where the first subscript number represents the plug
and the second subscript number represents the through thickness TC location with
one being closest to the heat source. The model domain in relation to the TCs in
the experimental setup is shown in Fig. 6.
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Figure 6: THERMIC TCs and corresponding PEEK numerical model domain and
nodal locations.

A nodal convergence study was performed to determine that 65 nodes, with a
nodal spacing of 0.198 mm, was adequate for the analysis. A time step of one second
was used to match the data acquisition rate. The thermal conductivity of PEEK
was estimated with CGA and the other thermal properties, cp(u) and ρ, were as-
sumed known. Specific heat,

cp(u) = 1.0477× 10−5u3 − 6.1332× 10−3u2 + 3.3066u+ 3.3606× 102, (2)

was a polynomial curve fit to measured data from a differential scanning calorimeter
at LaRC and density, ρ = 1264 ( kg

m3 ) , was from measurements at a commercial
laboratory [20]. The thermal conductivity, k(u), was estimated using CGA.

4 Thermal Conductivity Estimation

The thermal conductivity of PEEK was estimated by solving the inverse heat trans-
fer problem using the CGA optimization technique [21]. Some advantages of CGA
over other optimization techniques are an initial guess is not required, and the al-
gorithm has the ability to find the global minimum when the parameter space has
many local minima. The goal of the algorithm was to find the set of coefficients for
a functional form of thermal conductivity, that when used in the numerical model,
best minimized the difference between the measured experimental temperatures and
the predicted numerical model temperatures. The thermal conductivity of PEEK
was assumed to be a third order polynomial function of temperature

k(u) = c0 + c1u+ c2u
2 + c3u

3. (3)
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The coefficients, ci i ∈ {0, 1, 2, 3}, were assumed to be in the intervals

c0 ∈ [−10−1, 10−1]

c1 ∈ [−10−4, 10−4]

c2 ∈ [−10−8, 10−8]

c3 ∈ [−10−10, 10−10].

CGA was used to search the parameter space for the set of coefficients that best
minimized the objective function,

z(û) =

m∑
j=1

n∑
i=1

(
P (i, j)− û(i, j)

û(i, j)

)2

, (4)

where P is the PEEK measured temperatures at the internal TCs, PEEK11, PEEK12,
and PEEK13. P can either be a vector of temperatures from one TC location or a
matrix of multiple internal TC locations. û is the resulting numerical temperature
solution at the nodes corresponding to the selected TC locations in P when using a
set of coefficients in the thermal conductivity function, Eq. 3. The index m is the
number of internal TC locations selected and n is the number of time steps.

CGA begins by constructing a matrix of initial coefficient sets by selecting a uni-
form distribution of random numbers within the specified intervals. The algorithm
then uses each set as the coefficients of a functional form of the PEEK thermal
conductivity, and then temperature values through the domain are obtained with
the 1D heat conduction model using each thermal conductivity set of coefficients.
The objective function is evaluated using the numerical temperature values from
the nodal locations corresponding to the PEEK TCs selected for comparison and
an objective function value is received for each set of coefficients. The sets are or-
dered based on their objective function values, from smallest to largest since the
algorithm is trying to minimize the objective function. The top fifty percent of sets
that best minimized the objective function are selected to create new coefficient sets
by performing single point crossover [21] as shown in Fig 7.

Original Coefficient Sets

New Coefficient Sets

Figure 7: Example of single point crossover performed on a pair of coefficient sets.

The new sets of coefficients are combined with the original top 50 percent of the
population to create the new population. Then, a percentage of the new population
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is mutated to add variety to the possible solutions. The mutations are performed
by randomly selecting a percentage of individual coefficients and replacing each
coefficient with a value within the given intervals. The mutations allow the algorithm
to search in other areas and shift out of possible local minima in the parameter space.
The process continues until one of two stopping criteria are met. The algorithm
terminates if the maximum number of iterations has been met or if the objective
function value is below the specified threshold. If neither condition is met, the
algorithm continues on for another iteration by evaluating the model and objective
function for the new population. The result is a set of coefficients that minimize
the objective function within the allotted number of iterations. The steps in CGA
from [21] are shown in Fig. 8. More information about the application of CGA to
thermal property estimation can be found in [22].

Figure 8: The Continuous Genetic Algorithm flow chart.

5 Results

The thermal conductivity of PEEK was estimated over the temperature range of 300
K to 525 K at atmospheric pressure. The PEEK temperature data from a typical test
using the THERMIC setup is shown in Fig. 9. The solid black line, PEEK1H , was
used as the hot side Dirichlet boundary condition in the 1D numerical model. The
dashed gray line, PEEK1C , was used as the cold side Dirichlet boundary condition.
The initial temperature of the PEEK plate was spatially interpolated and used as
the initial condition. The red triangle, blue square, and green circle lines are the
internal PEEK temperatures that were used as P in the objective function, Eq. 4.
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Figure 9: Sample experimental PEEK plate temperatures within THERMIC setup.

The temperature data was used in conjunction with CGA to estimate the ther-
mal conductivity of PEEK. Four estimates were calculated, one estimate using each
of the three internal PEEK TC individually and one estimate using all three TCs
simultaneously as P in Eq. 4. The convergence criteria used for the CGA was a
maximum number of iterations of 500 and a threshold value of 0.01 for the objective
function. A maximum number of iterations of 500 was selected from author’s pre-
vious experience using the algorithm to estimate thermal conductivity of materials.
The algorithm commonly terminated because the maximum number of iterations
was met. The coefficient ranges were perturbed if any of the solutions were on the
boundary of their intervals when the maximum number of iterations were met. The
coefficients that best minimized the objective function within the allowed number
of iterations were found. The temperature-dependent PEEK thermal conductivity
CGA estimates are shown in Fig. 10 compared to prior PEEK thermal conductiv-
ity data that had been obtained from LF thermal diffusivity data [3]. The legend
PEEK subscripts denote the different thermal conductivity values. The subscripts
11, 12, and 13 are CGA estimates using the individual PEEK TCs, ALL is the CGA
estimate using data from all three PEEK TCs simultaneously, and LF is the thermal
conductivity from the laser flash measurement.
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Figure 10: PEEK thermal conductivity estimates as a function of temperature at
each TC location compared to LF data.

The PEEK thermal conductivity estimates from each TC location individually
and all three collectively differed by about three percent. Since all estimates were
similar, the estimate using all TC locations was chosen as the final PEEK thermal
conductivity estimate and is shown in Fig. 11. The CGA estimate was approxi-
mately 35 percent lower than the LF PEEK thermal conductivity values. The final
CGA thermal conductivity coefficient values are given in Table 2.

Other PEEK thermal conductivity values that are close to the CGA estimate
were found in the literature. Rivière et al. measured PEEK thermal conductivity
using a modulated-temperature differential scanning calorimetry technique that re-
sulted in values of approximately 0.26 W

mK to 0.27 W
mK over the temperature range

of 293 K to 323 K [23]. Stepashkina et al. used the laser flash technique and
found PEEK thermal conductivity to be approximately 0.26 W

mK to 0.29 W
mK over

the temperature range 298 K to 573 K [24]. Dı́ez-Pascual et al. reported a room
temperature PEEK thermal conductivity of approximately 0.23 W

mK [25].

Figure 11: PEEK thermal conductivity estimate as a function of temperature.
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Table 2: CGA estimate of PEEK thermal conductivity coefficients for Eq. 3

c0 c1 c2 c3

−4.0607× 10−2 1.8749× 10−3 −4.4753× 10−6 3.9027× 10−9

6 Analysis of Results

The PEEK thermal conductivity estimate using temperature data from the THER-
MIC testing apparatus with a 1D numerical model and the CGA optimization tech-
nique differed from the LF data on average by 35 percent. With a large difference
in the values, a comparison was done to evaluate how the CGA estimate and in-
ferred LF thermal conductivity values, when used in the numerical model, match
the internal temperature data of all three plugs. The LF and CGA thermal conduc-
tivity values were used in the PEEK 1D numerical model with the given initial and
boundary conditions from the experimental temperature data which resulted in two
sets of predicted temperatures for each plug. The predicted temperatures were then
compared to the measured experimental temperature data using a percent difference
given by

∆Tij = 100
|ûij − Pij |

Pij
, i, j ∈ {1, 2, 3}, (5)

where i is the plug number and j is the TC location with one being closest to the
heat, three furthest away from the heat, and two in the middle. ûij is the numerical
model temperature prediction for plug i at the node corresponding to TC location
j. Pij is the PEEK experimental temperature data at plug i and TC location j.
A breakdown of how the LF and CGA PEEK thermal conductivity estimates are
compared is given in Fig. 12. First, the two thermal conductivity estimates, kCGA

and kLF , were used as the PEEK thermal conductivity in the direct numerical
model. The resulting temperature values from each model, ûCGA and ûLF , are then
used in Eq. 5. The resulting ∆T values for plug one, two, and three are shown in
Figs. 13, 14, and 15 respectively.

Figure 12: Flowchart of CGA and LF thermal conductivity comparison steps.

The difference between the predicted temperature values using the the LF ther-
mal conductivity values and the experimental temperature data for plug one is
shown in Fig. 13a. The difference between the predicted temperature values using
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the CGA estimated thermal conductivity and the experimental temperature data
for plug one is shown in Fig. 13b. The LF thermal conductivity gave an average per-
cent difference between the predicted and experimental temperatures of 1.4 percent
and a maximum percent difference of 3.6 percent. The CGA thermal conductivity
estimate gave an average percent difference between the predicted and experimental
temperatures of 0.2 percent and a maximum percent difference of 1.4 percent.

(a) (b)

Figure 13: Temperature differences between experimental and predicted model val-
ues of plug one using thermal conductivity estimates (a)LF estimate and (b) CGA
estimate.

All of the CGA thermal conductivity estimates were obtained with data from
the center plug in the PEEK plate, plug one. To further compare the LF thermal
conductivity values and the CGA estimate, the same temperature differences, Eq.
5, were calculated for the off-center plugs. The temperature difference at the nodal
locations that correspond to the TC locations for the LF thermal conductivity es-
timate and CGA estimate for plug two and three are shown in Figs. 14 and 15
respectively. The LF thermal conductivity estimate gave an average percent dif-
ference between the plug two predicted and measured temperatures of 1.8 percent
and a maximum percent difference of 3.5 percent. The CGA thermal conductivity
estimate gave an average percent difference between the plug two predicted and
measured temperatures of 0.7 percent and a maximum percent difference of 1.3
percent.
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(a) (b)

Figure 14: Temperature differences between measured and predicted model values
of plug two using thermal conductivity estimates (a) LF estimate and (b) CGA
estimate.

The middle TC of plug three, TC32, malfunctioned during testing thus the TC
is not shown in Fig. 15. The predicted temperature data using the LF thermal
conductivity values had an average percent difference compared to the measured
temperature data of 1.0 percent and a maximum percent difference of 2.6 percent.
The predicted temperature data using the new CGA thermal conductivity values
had an average percent difference compared to the measured temperature data of
0.2 percent and a maximum percent difference of 0.5 percent.

(a) (b)

Figure 15: Temperature differences between measured and predicted model values
of plug three using thermal conductivity estimates (a) LF estimate and (b) CGA
estimate.

The CGA thermal conductivity estimate resulted in lower temperature differ-
ences for all three plugs compared to the LF thermal conductivity. Overall, the
CGA PEEK thermal conductivity estimate reduced the percent error more than
half compared to the LF PEEK thermal conductivity for all three plugs. The av-
erage percent difference when using the LF thermal conductivity was 1.4 percent
compared to the CGA estimate that gave an average percent difference over all three
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plugs of 0.3 percent.

7 Concluding Remarks

Thermal conductivity of the thermoplastic polymer PEEK was estimated using a
combination of transient experimental temperature data, a 1D numerical thermal
model, and the CGA optimization technique. Internal temperature data of PEEK
was measured using instrumented plugs with TCs at various depths. The temper-
ature data was used in combination with a 1D finite difference numerical model to
replicate the heat conduction in the PEEK. The thermal property estimates were
obtained by solving the inverse heat transfer problem using the CGA optimization
technique to search the parameter space for coefficients of a functional form of the
thermal conductivity. The algorithm used a set of the possible coefficient solutions
in the direct numeral model to estimate the internal PEEK temperatures. The
temperature values predicted by the numerical model were then compared to the
experimental data from the internal PEEK plate TCs. The algorithm found the set
of coefficients that best minimized the difference between the predicted and mea-
sured temperature values.

The resulting CGA thermal conductivity estimate, over the 300 K to 550 K
temperature range, was 35 percent lower than the previously obtained LF thermal
conductivity values. The CGA thermal conductivity estimate was then compared
to the LF thermal conductivity values by using the estimates in a direct numerical
model and comparing predicted temperature data to the measured experimental
data for the three plugs within the PEEK plate. The LF thermal conductivity esti-
mate resulted in percent differences ranging from 1.0 percent to 1.8 percent with an
average of 1.4 percent at all TC locations for all plugs. The CGA thermal conduc-
tivity estimate was shown to have an average percent difference at all TC locations
for all plugs of 0.3, ranging from 0.2 percent to 0.7 percent. The CGA thermal
conductivity estimate resulted in smaller error compared to the LF thermal conduc-
tivity data when used in the numerical thermal analysis for all plugs. The reduction
in error will allow for more accurate aero-heating rates.
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