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ABSTRACT
Active galactic nuclei (AGN) forming in the early universe are thought to be the pri-
mary source of hard ionizing photons contributing to the reionization of intergalactic
helium. However, the number density and spectral properties of high-redshift AGN
remain largely unconstrained. In this work, we make use of physically-informed mod-
els calibrated with a wide variety of available observations to provide estimates for
the role of AGN throughout the Epoch of Reionization. We present AGN luminosity
functions in various bands between z = 2 to 7 predicted by the well-established Santa
Cruz semi-analytic model, which includes modelling of black hole accretion and AGN
feedback. We then combine the predicted AGN populations with a physical spectral
model for self-consistent estimates of ionizing photon production rates, which depend
on the mass and accretion rate of the accreting supermassive black hole. We then
couple the predicted comoving ionizing emissivity with an analytic model to compute
the subsequent reionization history of intergalactic helium and hydrogen. This work
demonstrates the potential of coupling physically motivated analytic or semi-analytic
techniques to capture multi-scale physical processes across a vast range of scales (here,
from AGN accretion disks to cosmological scales). Our physical model predicts an in-
trinsic ionizing photon budget well above many of the estimates in the literature,
meaning that helium reionization can comfortably be accomplished even with a rel-
atively low escape fraction. We also make predictions for the AGN populations that
are expected to be detected in future James Webb Space Telescope surveys.

Key words: galaxies: active–galaxies: evolution–galaxies: formation–galaxies: high-
redshifts–cosmology: theory–dark ages, reionization, first stars

1 INTRODUCTION

Active galactic nuclei (AGN), powered by accreting super-
massive black holes (SMBHs), are some of the brightest ob-
jects detected in the distant Universe. Driven by a set of
physical and radiative processes distinct from the ones that
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power star-forming galaxies, this class of objects is more ef-
ficient at producing hard ionizing photons loosely defined
as ionizing radiation with energy sufficient to ionize helium
(e.g. >54.4eV). However, these AGN are also relatively rare
compared to star-forming galaxies. Furthermore, AGN that
are faint or obscured are extremely hard to detect, leav-
ing large uncertainties in their number density and spec-
tral characteristics, which propagate to uncertainties in es-
timates of the total ionizing photon budget during the Epoch
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of Reionization (EoR) (e.g. Hopkins et al. 2007a; Madau &
Haardt 2015).

The bulk of the relatively bright high-redshift AGN
were identified in the large, multi-colour Sloan Digital Sky
Survey (SDSS; York et al. 2000; Richards et al. 2002; Jiang
et al. 2008; Bovy et al. 2011) with optical fluxes and colour
selection techniques. The more recent Baryon Oscillation
Spectroscopic Survey (BOSS; Dawson et al. 2013; Ross et al.
2013) based on SDSS-III has identified over 20 000 AGN at
2.2 < z < 3.5. And at z & 4, high-redshift AGN can be
selected from Hubble Space Telescope (HST ) deep-field sur-
veys, such as the Cosmic Assembly Near-infrared Deep Ex-
tragalactic Legacy Survey (CANDELS; Grogin et al. 2011;
Koekemoer et al. 2011), with techniques based on rest-frame
UV fluxes (Giallongo et al. 2015) or follow-up with X-ray ca-
pable instruments, such as the Chandra Observatory (Weis-
skopf et al. 2000; Nandra et al. 2015; Civano et al. 2016;
Luo et al. 2016; Xue et al. 2016; Kocevski et al. 2017).
The ground-based Subaru Telescope (e.g. Matsuoka et al.
2018, 2019) and the space-based X-Ray Multi-Mirror Mis-
sion (XMM-Newton; Jansen et al. 2001) are also power-
ful facilities for detecting AGN during EoR. Combining the
rich set of available observations has provided significant in-
sights into the number density and distribution of AGN at
high redshift, and how they have evolved across cosmic time
(Manti et al. 2017; Shen et al. 2020).

The James Webb Space Telescope (JWST ; Gardner
et al. 2006) is the next-generation NASA flagship facility,
and will be capable of exploring both AGN and galaxies
forming in the primordial universe. With its unprecedented
infrared (IR) sensitivity, it is expected to detect faint objects
several magnitudes below the detection limits of current gen-
eration instruments. And with the photometric and spec-
troscopic capabilities of its on-board instruments, JWST is
also well-equipped to identify AGN in high-redshift surveys
via conventional colour selection techniques and follow-up
spectroscopic diagnostics. In addition, the Mid-Infrared In-
strument (MIRI) also opens up the possibility of detecting
obscured AGN at z . 3 (Yang et al. 2020). Studies have
also predicted that JWST will be able to provide indirect
constraints on the BH masses and accretion rates of AGN,
and possibly the seeding and growth mechanisms for BHs
in primordial halos (Natarajan et al. 2017; Volonteri et al.
2017; Amarantidis et al. 2019).

Numerical simulations have long been used to inves-
tigate and experiment with the physics that drives AGN
and their host galaxies. This is especially important for un-
derstanding processes that take place on physical scales or
time scales that cannot be directly studied with observa-
tions. Simulations have been conducted in various flavours,
including fully-hydrodynamic, cosmological simulations such
as Simba (Davé et al. 2019; Thomas et al. 2021), Illus-
tris (Vogelsberger et al. 2014), Illustris-TNG (Weinberger
et al. 2017; Nelson et al. 2019), and Horizon-AGN (Dubois
et al. 2016; Kaviraj et al. 2017; Volonteri et al. 2016, 2020);
‘zoom-in’ simulations selected from within a larger cosmo-
logical volume (e.g. Choi et al. 2014; Anglés-Alcázar et al.
2017); and idealized, isolated galaxy simulations (e.g. Hop-
kins & Quataert 2010). These simulations incorporate many
of the physical processes expected to be important in shap-
ing BH growth, including mechanical and radiative feedback
from SMBHs (e.g. Choi et al. 2014, 2017; Weinberger et al.

2017; Su et al. 2021), although many uncertainties remain
about the details of how these processes work. The com-
putational resources required for hydrodynamic simulations
increase rapidly with the simulated volume and mass resolu-
tion. This tension makes it extremely difficult to simultane-
ously capture both a large volume and include the full range
of relevant physical processes, which take place across a vast
range of spatial and temporal scales (e.g. Anglés-Alcázar
et al. 2020).

On the other hand, semi-analytic and empirical ap-
proaches provide flexible, physically motivated alternatives
for efficiently modelling large ensembles of objects (e.g.
Fanidakis et al. 2013; Menci et al. 2014; Ricarte & Natara-
jan 2018a; Dayal et al. 2020; Fontanot et al. 2020; Orofino
et al. 2021). Combining the high computational efficiency
and the modularized structure of these models, controlled
experiments can also be conducted to explore the parame-
ter space and alternative prescriptions for specific physical
processes. In analytic or semi-empirical studies that focus
on the IGM phase transition, even simpler empirical rela-
tions between halos and AGN luminosity are adopted (Mc-
Quinn et al. 2009; Madau & Haardt 2015; Hassan et al. 2016;
Finkelstein et al. 2019; Faucher-Giguère 2021).

The EoR is one of the most significant events in cosmic
history, when the intergalactic medium (IGM) transitioned
from neutral to ionized (Fan et al. 2006a,b). Although it is
unlikely that AGN contributed significantly during hydrogen
reionization, AGN are thought to be the main contributor
to the reionization of helium, which could have begun as
early as z ∼ 7 (e.g. Madau & Haardt 2015; Finkelstein et al.
2019), and does not conclude until z . 3, as inferred by
the He II Gunn-Peterson effect observed in quasar spectra
(e.g. Jakobsen et al. 1994; Heap et al. 2000; Syphers & Shull
2013).

Currently, large uncertainties remain in the ionizing
photon budget contributed by AGN at high redshift. This
can be broken down into three moving parts: the number
density of sources, their spectral characteristics, and the
fraction of ionizing photons that were able to escape to the
IGM. For the relatively bright AGN, the first two have been
quite well constrained with the aforementioned photometric
and spectroscopic surveys. However, both of these remain
unconstrained for the fainter populations, which are poten-
tially the main contributors that drove the reionization pro-
cess at z & 4.

The escape fraction of ionizing photons is the least con-
strained among the three components and is also notoriously
difficult to model. Simulations have shown that this quan-
tity is highly sensitive to a large set of intricate, multi-scale
geometrical and physical features, including mass and angu-
lar momentum of galaxies (e.g. Paardekooper et al. 2011),
density profile and distribution of sources (e.g. Benson et al.
2013; Kimm et al. 2019; Ma et al. 2020), gas and dust con-
tent (e.g. Popping et al. 2017), and stellar feedback effects
(e.g. Kimm & Cen 2014; Kimm et al. 2017; Trebitsch et al.
2017). Many studies attempting to constrain the escape frac-
tion via observations have arrived at similar conclusions (e.g.
Dijkstra et al. 2016; Guaita et al. 2016; Shapley et al. 2016;
Fletcher et al. 2019; Nakajima et al. 2020). Although these
studies mostly focus on star-forming galaxies, these compli-
cations are expected to also apply to AGN, with the added
complication that photons must propagate out of the op-
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tically thick material that fuels the black hole (torus) as
well as through the interstellar medium (ISM) of the host
galaxy and circumgalactic medium (CGM). Studies have
also shown that the escape fraction can easily have several
orders of magnitude of scatter and does not correlate well
with any particular global galaxy property (e.g. Ma et al.
2015; Paardekooper et al. 2015).

In this work, we construct a physical, source-driven
modelling pipeline that integrates many multi-scale physi-
cal processes, ranging from accretion activity near BHs to
halo-scale gas accretion and cooling, and explore their col-
lective effects on cosmological-scale processes such as the
progression of intergalactic helium reionization. The models
are calibrated to reproduce low-redshift observations, and
are then used to make predictions for AGN populations that
are too faint and at too high a redshift to have existing di-
rect observational constraints. Our predicted hard ionizing
photon emissivity accounts for the combined effects of the
cosmological physics-based model for the AGN population
and a spectral model that reflects the underlying BH masses
and accretion rates. By interfacing these model components
to an analytic reionization model for intergalactic hydrogen
and helium (e.g. Madau et al. 1999), we can make inferences
about the ionizing escape fraction required to match the ex-
isting constraints. The modelling pipeline developed in this
work is an extension of the versatile semi-analytic model for
galaxy formation, which tracks a wide variety of galaxy for-
mation physics and allows some of our novel predictions to
be self-consistently compared to the properties of their host
galaxies (Somerville & Primack 1999; Somerville et al. 2008;
Hirschmann et al. 2012).

In this series of Semi-analytic forecasts for JWST pa-
pers, we present a comprehensive collection of predictions
for galaxies and AGN forming in the early universe that
are anticipated to be observed by JWST and other future
facilities. In Yung et al. 2019a,b (hereafter Paper I and Pa-
per II), we presented detailed predictions for the photomet-
ric and physical properties for high-redshift galaxy popula-
tions, for which we also provided predictions for how future
JWST detections can be used to further constrain galaxy
formation physics. In Yung et al. 2020a,b (hereafter Pa-
per III and Paper IV), we modelled the production of ion-
izing photons by stars in these galaxies and further inves-
tigated the subsequent reionization history of intergalactic
hydrogen. Results from these previous works paint a coher-
ent picture showing that the predicted galaxy population,
which is able to reproduce a wide range of observed dis-
tributions of MUV, M∗, and SFR up to z ∼ 10, are also
producing sufficient ionizing photons to yield a reionization
history that is consistent with all of the existing IGM and
CMB constraints. In this penultimate paper of the series
(Paper V), we extend our predictions to include AGN and
their contributions to the reionization of intergalactic hy-
drogen and helium. All results presented in the paper series
will be made available at https://www.simonsfoundation.
org/semi-analytic-forecasts-for-jwst/. Full object catalogues
will be released as part of an upcoming, final paper of this
series (Yung et al., in preparation; or Paper VI).

The key components of this work are summarized as fol-
lows: the key modelling components are summarized briefly
in Section 2. Predicted AGN characteristics and the result-
ing helium reionization history are presented in Section 3.

We also investigate the role AGN played during cosmic hy-
drogen reionization in Section 4. We discuss our findings in
Section 5, and a summary and conclusions follow in Section
6.

2 THE MODELLING FRAMEWORK

In this section, we present the components that make up
the fully semi-analytic modelling pipeline for AGN growth
and cosmic He reionization. Throughout this work, we adopt
cosmological parameters that are consistent with the ones
reported by Planck Collaboration (XIII 2016a): Ωm = 0.308,
ΩΛ = 0.692, H0 = 67.8 km s−1Mpc−1, σ8 = 0.831, and
ns = 0.9665. We adopt hydrogen and helium mass fractions
X = 0.75 and Y = 0.25, respectively.

2.1 Semi-analytic model for galaxies and AGN

The foundation of this series of papers is the Santa Cruz
semi-analytic model (SAM). This modelling framework is
described in full in Somerville & Primack (1999), Somerville,
Primack & Faber (2001), Somerville et al. (2012), Popping
et al. (2014, hereafter PST14), Somerville et al. (2015, here-
after SPT15), and in particular, the co-evolution model for
galaxies, black holes and AGN in Somerville et al. (2008,
hereafter S08), Hirschmann et al. (2012), and Porter et al.
(2014). The free model parameters are calibrated to a sub-
set of z ∼ 0 observations without recalibration for higher
redshifts. See appendix B in Paper I and section 2.2.3 in
Somerville et al. (2021) for details regarding the calibration
criteria and process.

Dark matter halo merger and growth histories, or sim-
ply ‘merger trees’, are the backbone of the semi-analytic
modelling approach. These merger trees can either be ex-
tracted from cosmological-scale numerical simulations or
constructed using the extended Press-Schechter (EPS) for-
malism (Press & Schechter 1974; Bond et al. 1991; Sheth
& Tormen 2002). Although numerical merger trees are bet-
ter at capturing the interplay between halos and the cosmic
environment in which they are embedded, these simulations
are subject to tension between the simulated volume and res-
olution, and can be computationally expensive. Both a large
simulated volume and high mass resolution are required to
properly capture the black hole seeding in early, low-mass
halos, while sampling rare massive halos with their merger
histories sufficiently resolved. On the other hand, EPS-based
algorithms are able to flexibly generate merger trees for ha-
los of any given masses on-demand, which have been shown
to reproduce the statistical results for a large ensemble of
merger trees extracted from N -body simulations (Lacey &
Cole 1993; Somerville & Kolatt 1999; Zhang et al. 2008;
Jiang & van den Bosch 2014).

In this work, we adopt the EPS merger tree algorithm
presented in Somerville & Kolatt (1999) and S08. For each
output redshift, we create a grid of 200 halo masses that
are equally spaced in the range Vvir = 100 − 1400 km s−1.
Note that the halo mass range used in this work is adjusted
from previous papers in the series to better capture the rare,
massive halos that are likely to host SMBH. For each of
the masses in the grid, we apply the algorithm to construct
a hundred Monte Carlo merger history realizations. These
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merger histories trace back to either a minimum progenitor
mass of Mres = 1010M� or 1/100th of the root halo mass,
whichever is smaller. Independent output halo mass grids are
created between z = 2 to 7 at half redshift increments. The
expected number density of each of these dark matter halos
is weighted by the fitted halo mass function in the respective
redshift provided by Rodŕıguez-Puebla et al. (2016) based on
results from the MultiDark simulation suite (Klypin et al.
2016). See appendix C in Paper I for details regarding the
halo mass function adopted for this work.

The versatile Santa Cruz SAM is well-equipped to cap-
ture the symbiotic relationship between AGN and their host
galaxies, where the cold gas reservoir that fuels the accret-
ing SMBH is constantly modified by a large collection of
cooling and galaxy formation physics, and in turn, the star
formation activity in the host galaxy is regulated by AGN
feedback. We refer the reader to Paper I for a full descrip-
tion of the galaxy formation model configurations adopted
in this work and the rest of the series. Here we provide a
concise summary of the model components that are related
to the seeding and growth of SMBHs only.

2.1.1 The growth of bulges

In the Santa Cruz SAM, a basic ansatz is that BH prop-
erties are tightly connected to the properties of the bulge
component of galaxies, as supported by observations. When
gas initially cools, it is assumed to accrete into a disc, and
stars that form out of that gas are assumed to have disc-like
kinematics and morphology. Disc stars can be moved into a
bulge component via two mechanisms. The first is mergers:
when galaxies merge, if the merger mass ratio is larger than
a critical value, all stars from both progenitors are placed
into a bulge component. For lower mass ratio mergers, the
stars from the lower mass progenitor are deposited in the
bulge component of the descendent galaxy. This approach
is motived by results from numerical simulations of galaxy
mergers and is widely used in semi-analytic models. We re-
fer the reader to S08 and Hirschmann et al. (2012) for the
relevant references and further details.

The second way for bulges to grow is via ‘disc instabili-
ties’. A ‘disc instability’ (DI) mode for bulge formation and
growth has been implemented in the Santa Cruz SAM by
Hirschmann et al. (2012); Porter et al. (2014), and a hand-
ful of DI model variants have been implemented and tested
in these works. Here we provide a concise summary of the
DI model adopted in this work, which has been shown to be
in good agreement with observed galaxy morphologies from
z ∼ 2–0 (Brennan et al. 2015), and we refer the reader to
the above references for a full description. Following early
analytic models by Toomre (1964) and Efstathiou, Lake &
Negroponte (1982), a disc becomes unstable when the ratio
of dark matter mass to disc mass falls below a critical value

Mdisc,crit ≡
V 2

maxrdisc

Gεcrit
, (1)

where Vmax is the maximum circular velocity of the halo,
rdisc is the scale length of the cold gas disc, and Mdisc is the
combined mass of stars and gas in the disc. Therefore, by

defining a disc coefficient as follows

εdisc ≡ Vmax√
GMdisc/rdisc

, (2)

a disc becomes unstable when εdisc < εcrit. Numerical simu-
lations report a range of εcrit ∼ 0.6 to 1.1 depending on the
composition of the disc, where discs with higher gas content
tend to have a lower instability threshold than the ones with
lower gas content. We adopt εcrit = 0.75, which is chosen to
reproduce the observed bulge fractions as a function of mass
in nearby galaxies. At each time-step, if the disc is unsta-
ble, a fraction of stars and gas is moved from the disc to
the bulge to achieve marginal stability, with the cold gas as-
sumed to fuel and be consumed by a starburst. The fraction
of gas and stars being moved is proportional to the ratio of
cold gas and stars in the disc.

2.1.2 BH seeding and growth

A seed black hole of fixed mass Mseed is assigned to every
‘top-level’ halo in our merger trees. In our fiducial configu-
ration, we adopt a BH seed mass of Mseed = 104M�. This is
somewhat larger than the mass of a seed BH that would be
expected to be left behind by massive Population III stars
(Abel et al. 2002), but our merger trees do not reach the
halo masses that are expected to host these Pop III stars,
so this accounts for some previous growth. Previous testing
has shown that most results are not sensitive to BH seed
mass values within the range of Mseed ∼ 100M� to 104M�
(see S08).

Rapid BH growth results in the radiatively efficient
‘bright mode’ of AGN activity. This mode is fuelled by cold
gas accretion, usually triggered by mergers and disc instabil-
ities (e.g. Hopkins et al. 2007c). In the Santa Cruz SAM, ra-
diatively efficient accretion is triggered when a merger with
mass ratio of µ > 0.1 occurs, where µ is the mass ratio of
the baryonic components and the dark matter within the
central part of the galaxy (see S08 for the precise defini-
tion). The BH in the two progenitor galaxies are assumed
to merge rapidly to form a new BH, with mass conserved.
Motivated by results from simulations presented in Hopkins
et al. (2007b), the post-merger BH will then grow at the
Eddington rate until it reaches a critical mass

log

(
MBH,crit

M*,bulge

)
= fBH,crit[−3.27+0.36 erf((fgas−0.4)/0.28)],

(3)

where M*,bulge is the stellar mass of the bulge and fgas is the
cold gas fraction of the larger progenitor. fBH,crit is a free
parameter that is calibrated such that the output Mbulge–
MBH relation reproduces the relation observed at z ∼ 0 (Mc-
Connell & Ma 2013). This critical mass corresponds to the
energy needed to halt further accretion and begin to power a
pressure-drive outflow. After reaching the critical BH mass,
the accretion rate declines as a power law as described in
(Hirschmann et al. 2012).

We also specify an assumed Gaussian scatter in the BH
critical mass, which is set to σBH = 0.3 in our fiducial model
(e.g. Somerville et al. 2021). In addition, we also include an
adjusted model with σBH = 0.5, which has been shown in
past studies to better reproduce the bright AGN popula-
tion at high redshift (Hirschmann et al. 2012). We note that
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Figure 1. The MBH–MBulge relation with σBH = 0.3 predicted
by our fiducial model at z = 2, 4, and 6. The greyscale 2D his-

tograms show the conditional number density per Mpc3, which is

normalized to the sum of the number density in its correspond-
ing (vertical) MBulge mass bin. The green solid and dashed lines

mark the 50th, 16th, and 84th percentiles. The last panel shows

an overlay of the median relation from z = 2 to 7. This is com-
pared to the observed constraints from McConnell & Ma (2013)

at z = 0, which was used to calibrate our model.

the intrinsic scatter in the Mbulge–MBH relation at z = 0
is approximately 0.3 dex, and it could have been larger at
high redshift, as mergers and other processes will reduce the
scatter and the scatter is essentially unconstrained at high
redshift. Later in this work, we will also show that the addi-
tional scatter in the relation is one way to help produce more
bright AGN and yield better agreement with the observed
number density for the bright AGN populations.

Rapid BH growth can also follow a disc instability,
where we allow a fraction of the mass of the disc fBH,disc =
0.001 to accrete onto the BH. This additional fuel is avail-
able to be accreted by the BH after a DI event until it is fully
consumed. The DI-associated fueling is not required to re-
spect the critical mass associated with merger-driven fueling,
however the timescale for the BH accretion (lightcurve) is
given by the same parameters used to define the lightcurve
for merger-driven fueling. Given both the higher gas frac-
tions (e.g. Paper II) and gas inflow rates at high redshifts,
DI events occur quite frequently and are a major channel for
BH growth at early times. This model is able to reproduce
both the observed AGN bolometric luminosity functions and
the BH mass–bulge relation observed at z ∼ 0. Fig. 1 shows
our model predictions at z = 2 to 7 for the MBH–Mbulge

relation. The additional scatter to low BH masses at z & 6
is likely a result of the lack of time for early forming BH to
grow and reach the target relation, given the short age of
the Universe at this redshift.

A secondary, radiatively inefficient ‘radio’ mode driven
by Bondi-Hoyle accretion (Bondi 1952) in hot quasi-
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Figure 2. Predicted conditional distribution of black hole mass,

MBH, versus BH accretion rate, Ṁacc, between z = 2 to 6. The 2D
histograms are colour-coded for the conditional number density

per Mpc3, which is normalized to the sum of the number density

in its corresponding (vertical) MBH bin.

hydrostatic halos with the isothermal cooling flow model
proposed by Nulsen & Fabian (2000) is also included. Both
of these accretion modes have been accounted for in the to-
tal accretion rate Ṁacc and the subsequent feedback effects
on the ISM and star formation models. However, the contri-
bution of this mode to the BH accretion rates, especially at
high redshift, is negligible. As reported in Paper I, the feed-
back effects of this accretion mode on star formation are also
insignificant at z & 4.

Fig. 2 shows the predicted redshift evolution of the joint
distribution of Ṁacc and MBH at z = 2 to 6. The top bound-
ary of the distribution corresponds to the Eddington accre-
tion rate, as our model does not include physical processes
that permit accretion at super-Eddington rates. The distri-
bution of accretion rates shifts to lower values and the scat-
ter increases towards low redshift with the decline of the
merger rate, galaxy gas fractions, and the incidence of disc
instabilities.

2.2 A physical AGN spectral model

In this work, we adopt the physical AGN spectral model
developed by Kubota & Done (2018, hereafter KD18; also
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see Done, Gierliński & Kubota 2007 and Done et al. 2012).
This model takes BH masses and accretion rates as inputs
and produces physically-motivated SEDs spanning a wide
energy range. The KD18 work separately models the emis-
sion from three distinct radiative ‘zones’ near an accreting
SMBH. These zones include a spherical hot Comptonization
region and a standard disc consisting of a warm Comptoniza-
tion region and a cooler outer disk region. For each of these
regions, the emission is modelled assuming blackbody emis-
sivity as described by Novikov & Thorne (1973). In addition,
this model accounts for the geometrical self-heating effect
due to radiation originating from the hot Comptonization
region that subsequently illuminates and reheats the warm
Comptonization and outer disc regions. This effect is labelled
as ‘hard X-ray reprocess’ in the KD18 model.

The qsosed model form KD18 takes the dimensionless
accretion rate defined as ṁ ≡ Ṁacc/Ṁedd, where Ṁacc is the
black hole accretion rate predicted and Ṁedd is the Edding-
ton accretion rate calculated internally in the SAM based
on the mass of the BH. For AGN predicted in this mod-
elling pipeline, these quantities are passed to qsosed from
the Santa Cruz SAM. For the rest of the free parameters, we
follow the default configuration from KD18 that is guided
by observed spectra of individual nearby AGN. These free
parameters correspond to electron temperature (kTe), spec-
tral index (Γ), and outer radius (R) for the hot and warm
Componization components, and a handful of others param-
eters that characterize the scale height and radii of the disc
component (see table 3 in KD18). The calibration of these
free parameters is guided by observed high-resolution AGN
spectroscopy measurements (Mehdipour et al. 2011, 2015;
Jin et al. 2012b,a). Note that these spectra are either cor-
rected for galactic interstellar reddening or do not suffer from
strong reddening effect in the first place. For this reason,
dust attenuation and obscuration effects will be modelled
separately when these SEDs are being forward-modelled to
observable quantities (e.g. UV1450 luminosities).

In Fig. 3, we show a range of sample output AGN spec-
tra from qsosed for a range of fixed values of ṁ and MBH

computed for an energy grid spanning 10−5 to 103 keV. We
show a case where we explore the sensitivity of the SED
model to BH accretion rate by showing outputs for a range
of 0 > log ṁ > −1.67 for a fixed log(mBH/M�) = 8. Simi-
larly, we also show a similar experiment with BH masses by
showing outputs for a range of 5 < logMBH/M� < 10 for a
fixed ṁ = −0.5. Furthermore, qsosed also takes inclination
of the accretion disc as a free parameter, on which UV emis-
sion from the disc has a strong dependence, as shown in the
bottom panel of Fig. 3. For the rest of this work, we adopt
a fixed inclination of 45◦ for an overall averaged, isotropic
SED for emission quantities such as the emissivity of ioniz-
ing photons. On the other hand, for observable quantities,
such as band luminosities, we randomly assign an inclina-
tion of 0◦ < i < 90◦ to account for the possible distribution
of inclinations along our line-of-sight. We note that the in-
clination of the disc has very little effect in the energy range
that corresponds to that of hard ionizing radiation, which
originates from the Hot and Warm Comptonization regions.

For comparison, we add two cases of power-law spec-
tra, Lν = L912(ν/ν912)αν , adopted by similar studies. We
include a single power law spectrum with αν = −1.57 as
reported by Telfer et al. (2002), as adopted in Hassan et al.
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Figure 3. Rest-frame AGN SEDs predicted with qsosed for a

range of input Eddington-normalized black hole accretion rates,
ṁ, black hole masses, MBH, and inclinations, i. In addition, we

also show the wavelength in angstrom corresponding to the en-
ergy (top axis). The top panel shows predictions from a range
of log ṁ = [0,−1.67] assuming a fixed mBH = 108 M�; and the
middle panel shows SEDs for a range of log ṀBH/M� = [5, 10]

assuming a fixed ṁ = −0.5. The bottom panel shows a range of
inclination i = [0◦, 90◦] for a fixed ṁ and MBH. We also mark the

energy levels at 1 and 4 ryd to guide the eye. We also show exam-
ples of a broken power law with αν = −1.7 and −0.61 for λ ≤ 912
and λ > 912, respectively (Lusso et al. 2015, black dashed line);
a simple power law for αν = −1.57 (Telfer et al. 2002, orange

dashed line); and the mean SED template adopted in Shen et al.
(2020). See text for details.
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Figure 4. Distribution of MBH versus specific UV emissivity at

1 ryd for our simulated AGN populations, colour-coded by the
Eddington-normalized accretion rate. Here we show AGN from an

output at z = 3; however, this relation does not explicitly depend

on redshift. The solid magenta lines show the scaling relation
fitted to a subset of AGN with high accretion rates log ṁ > −0.5,

and the dashed magenta line is the fit to all AGN. The orange

dashed line shows the empirical relation adopted in Hassan et al.
(2018). See text for details.

(2018) and Haardt & Madau (2012), and a broken power
law reported by Lusso et al. (2015) with αν = −1.7 for
at λ ≤ 912Å and αν = −0.61, as adopted in the Shen
et al. (2020) and Madau & Haardt (2015) ionizing emis-
sivity calculation. Both of these assume a black hole mass
of mBH = 108M�and are converted to L912 based on the
prescriptions used in Hassan et al. (2018). We also include
a composite SED adopted by Shen et al. (2020), which is
normalized to νLν ≈ 45.5 erg s−1 at 2500Å. We note that
the deviation from the Shen et al. model in the low energy
range is due to the lack of dust emission in the KD18 spectral
model.

In Fig. 4, we illustrate the scatter in the specific emis-
sivity at 1 ryd, ε912, for the AGN populations predicted by
the Santa Cruz SAM when coupled with qsosed. Here we
show the z = 3 simulated population as an example, but
these quantities do not explicitly depend on redshift. We
add a case where ε912 is calculated based on black hole
masses using a set of empirical conversions, similar to the
procedure used in Hassan et al. (2018), which adopts rela-
tions between MBH to B-band luminosity LB and between
LB to L912 (Schirber & Bullock 2003; Choudhury & Ferrara
2005). It is important to note that while the calculation with
simple power-laws is in broad agreement with predictions
from a physical spectral model, such an approach doesn’t
capture the scatter introduced by black hole accretion rate,
which is shown not to be correlated with black hole mass.
Here we provide a fit for this relation that takes the form
of log ε912 = A logMBH + B fitted with a non-linear least

square method. For the high accretion rate population with
log ṁ > −0.5, we find best-fit parameters A = 1.19 and
B = 20.56, which is fairly similar to the empirical relation
derived from observations of luminous AGN. However, we
find that the inclusion of lower accretion rate AGN popula-
tions shifts the relation down to A = 1.26 and B = 19.39.
Thus empirical relations derived from observations may mis-
represent the full population of AGN due to possible selec-
tion biases.

We also note that with the default dissipated energy
from the hot Comptonization region set at Ldiss,hot =
0.02 Ledd, the spectral index for the hot Comptonization
region, Γhot, decreases rapidly for log ṁ . −1.7, which
becomes incompatible with the disc-corona geometry as-
sumed by the KD18 model. Given that observational evi-
dence has suggested that the physical properties of these
accreting AGN can change drastically across some accretion
rate threshold, leading to a drastic drop in radiative effi-
ciency (e.g. Trump et al. 2011), for the rest of this work,
AGN with log ṁ . −1.7 are assumed to be radiatively in-
efficient. While the SAM does predict that a population of
such low accretion rate BHs exists, we exclude these objects
from spectral modelling and their contribution to luminosity
functions and ionizing photon budgets. We refer the reader
to Hirschmann et al. (2014) for a more in-depth discussion
of radiatively inefficient BHs.

The qsosed model is accessed through the spectral fit-
ting package xspec1 (Arnaud 1996). Compton emission at
each annulus is carried out with the nthcomp algorithm
(Zdziarski et al. 1996; Zycki et al. 1999) provided as part of
xspec. The original code in fortran is ported to work in
a python environment with the f2py tool (Peterson 2009).
Other miscellaneous calculations are carried out using func-
tions from astropy (Robitaille et al. 2013; Price-Whelan
et al. 2018), numpy (van der Walt et al. 2011), and scipy

(Virtanen et al. 2020).

2.3 Analytic model for cosmic helium reionization

In this section, we present the set of equations that comprise
the analytic model that tracks the cosmic helium reioniza-
tion history. As discussed in Wyithe & Loeb (2003) and
Haardt & Madau (2012), even though the ionization front
of singly ionized helium may briefly overtake that of hy-
drogen at very early times (e.g. z ∼ 10), the expansion of
the hydrogen ionization front is not inhibited by the pres-
ence of helium simply because most of the ionizing pho-
tons produced are only able to ionize hydrogen (< 24.6
eV). Therefore, the following restrictions, QHe iii ≤ QH ii and
QHe ii ≤ QH ii − QHe iii, are valid and are often assumed in
analytic models. This allows us to model the reionization of
intergalactic helium independently of the hydrogen reioniza-
tion.

Taking an approach similar to that described in Pa-
per III, we calculate the production rate of helium ionizing
photons from AGN by integrating the physically modelled
spectra. This approach has been shown to be better at cap-
turing subtle changes in the physical properties of the under-
lying sources, in this case BH mass and accretion rate distri-

1 https://heasarc.gsfc.nasa.gov/xanadu/xspec/, v12.11.1
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butions of the AGN population. This approach also provides
a realistic estimate of scatter in the AGN properties that is
not captured with empirical or power-law conversions. The
production rate of He ii ionizing photons, Ṅion,He ii, from an
individual AGN is calculated by integrating its SED at en-
ergies above 54.4 eV (λ < 228 Å)

Ṅion,He ii =

∫ ∞
ν228

Lν,AGN(hν)−1dν. (4)

Here, Lν,AGN is the AGN spectrum from the qsosed model
presented (see Section 2.2), based on MBH and ṁ predicted
by the Santa Cruz SAM (see Section 2.1). Similar to Fig. 4,
in Fig. 5 we show the scaling relation of Lbol versus Ṅion,He ii

for the predicted AGN populations at z = 3, as the model
components involved in this calculation do not have any ex-
plicit redshift dependence. We show that bolometric lumi-
nosity is a better tracer for Ṅion,He ii, where the relation is
relatively tight. Scatter in this relation arises mainly from
differences in the spectrum in the UV, which is dominated
by the dependence on ṁ (see top panel in Fig. 3). Fitting
these data points with a non-linear least square method with
a functional form log Ṅion,He ii = A log(Lbol) + B, we find
the best-fit parameters for A = 0.87 and B = 44.27 for the
bright AGN populations with logLbol/L� > 12, which ex-
tends into the faint AGN and reproduces well the population
accreting near the Eddington rate. We also show the case for
logLbol/L� < 12, where the relation is slightly shifted, best-
fitted with A = 1.02 and B = 42.39. This steeper relation
is caused by the additional scatter in the faint population
from AGN with a range of BH accretion rate.

Combining the predicted AGN number density and
their spectral properties, we calculate the comoving He ii
ionizing emissivity, ṅion,He ii, by summing the contribution
across the predicted AGN populations at each output red-
shifts

ṅion,He ii =
∑
i

nh,i Ṅion,He ii,i fesc,He,i. (5)

Here, nh is the number density per Mpc3 for each AGN i, as-
signed based on the virial mass of the host halo. Last, fesc,He

is the escape fraction of helium ionizing photons specifically
for AGN. For the remainder of this work, we refer to the
AGN-specific escape fraction as fesc unless otherwise spec-
ified. For the rest of this work, we refer to this quantity as
the ionizing photon production rate when assuming fesc=
1.00, which is to be distinguished from the emissivity that
accounts for the amount of ionizing radiation trapped or dis-
sipated in the ISM and CGM, as well as the the potential
dust and neutral gas obscuration occurring in the vicinity of
the AGN (e.g. nuclear- or torus-scale obscuration). We also
note that the physical processes governing the escape frac-
tion of radiation from AGN can be quite different from the
ones affecting the escape fraction of radiation from stellar
populations.

The comoving He ii ionizing emissivity is then forward
modelled into the volume-averaged ionizing volume-filling
fraction of doubly ionized helium, QHe iii, with the temporal
evolution described by the following first-order differential
equation

dQHe iii

dt
=
ṅion,He ii

n̄He
− QHe iii

t̄rec,He iii
, (6)

as derived in Madau et al. (1999). The two terms separately
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Figure 5. Distribution of Lbol versus Ṅion,He ii for our simulated
AGN population. Here we show AGN from at output at z =

3; however, this relation does not explicitly depend on redshift,

colour-coded by the Eddington-normalized accretion rate. The
solid magenta line shows the scaling relation fitted only to the

bright AGN population with logLbol/L� > 12, and is plotted as

an extrapolation below this limit. The dashed magenta line is the
fit to AGN with logLbol/L� < 12. This illustrates how adopting

relations based on the brightest AGN may over-predict the mean
ionizing photon production rate for the full AGN population.

account for the growth of ionized volume and the sink of ion-
ized intergalactic He iii due to recombination. The growth
term is the ratio of the comoving He ii ionizing emissivity,
ṅion,He ii, and the volume averaged comoving number density
of intergalactic helium, n̄He. Here, we adopt IGM mean hy-
drogen density n̄H = 1.9 × 10−7 cm−3 (Madau & Dickinson
2014) and the conversion n̄He = n̄H Y/4(1−Y ) = 1.58×10−8

cm−3. The sink term is characterized by the recombination
of He iii with free electrons by taking the ratio of QHe iii and
the recombination time-scale of He iii. The recombination
time-scale of intergalactic helium is given by

t̄rec,He iii = [CHe iii αB,He ii(T/Z
2) (n̄H + 2n̄He) (1 + z)3 Z]−1,

(7)

where αB,He iii(T ) is the case B recombination coefficient for
He iii (Hui & Gnedin 1997) and CHe iii is the He iii clump-
ing factor. In this work, we follow Finkelstein et al. (2019)
in assuming an IGM temperature of T = 2 × 104 K and
CHe iii = CH ii. For CH ii, we adopt the redshift-dependent
clumping factor from the radiation-hydrodynamical simula-
tion L25N512 by Pawlik et al. (2015), in which CH ii evolves
from ∼ 1.5 to ∼ 4.8 between z ∼ 14 to z ∼ 6. At z . 6,
the clumping factor is extrapolated using a polynomial fit
such that the clumping factor continue to increase approx-
imately linearly to a value of ∼ 6.8 at z ∼ 2. The he-
lium reionization history, QHe iii(z), is then obtained by solv-
ing equation (6) using scipy.integrate.odeint and as-
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tropy.cosmology (Robitaille et al. 2013; Price-Whelan et al.
2018).

3 RESULTS

In this section, we present the predictions of our fully semi-
analytic, source-driven modelling pipeline. Our results are
organized in two parts. (1) the predicted bolometric and
band-specific luminosity functions compared to observa-
tional constraints and simulated results from numerical hy-
drodynamic simulations. (2) The ionizing photon production
rate for the predicted AGN populations and the subsequent
implications for the cosmic helium reionization history.

3.1 AGN luminosity functions

One-point distribution functions provide an effective
overview for the statistical characteristics of specific observ-
able or physical property among a large ensemble of objects.
The distribution functions for luminosity in specific bands
are commonly referred to as luminosity functions (LFs).

3.1.1 Hard X-ray luminosity function

In Fig. 6, we show the hard X-ray luminosity functions
(HXLFs) at z = 2–7, where the rest-frame hard X-ray lu-
minosity, LX, is obtained by integrating the AGN spectra
between 2–10 keV. We consider the hard X-ray LF as the
most robust calibration for our models, as we can fully for-
ward model our predictions to this plane, and this quantity
is relatively insensitive to obscuration. We show predictions
made with our fiducial configuration with σBH = 0.30 and
the adjusted configuration with σBH = 0.50, and for each
we show both cases for all predicted AGN and for Compton-
thin, unobscured AGN, using the LX -dependent obscuration
fraction reported by Ueda et al. (2014). We show results for
all predicted AGN and for only Compton-thin AGN, where
we adopted the Compton-thick fraction reported by Ueda
et al. (2014). In this exercise, we also gain insight into how
the AGN population across a wide luminosity range is af-
fected by distinct physical processes. For instance, the num-
ber density of the bright AGN is more sensitive to the scatter
in the MBH–Mbulge relation, as shown in Somerville (2009),
because of Eddington bias. Conversely, the fainter popula-
tions are more affected by obscuration, as the fraction of
X-ray absorbed AGN generally decreases towards higher in-
trinsic hard X-ray luminosity (Ueda et al. 2003, 2014; Buch-
ner et al. 2015). In addition, the faint end slope is affected
by the decay timescale and slope of the AGN lightcurves.

Our predictions are compared to a large compilation of
hard X-ray observations (e.g. Ueda et al. 2003, 2014; Aird
et al. 2015a,b; Miyaji et al. 2015; Khorunzhev et al. 2018)
compiled by Shen et al. (2020, hereafter S20). It is very
encouraging that the combined AGN sources and spectral
models are able to reproduce the observed evolution of high-
redshift AGN in the hard X-ray up to z . 6. However, it is
known that it is challenging to produce the observed number
density of very luminous AGN at very high redshift (z &
6) without assuming either more massive seeds or super-
Eddington accretion. It is therefore not surprising that our
models also show this discrepancy.
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Figure 6. Predicted AGN HXLFs and their evolution with redshift.
The lines show the results from our fiducial model (σBH = 0.3;

blue) and adjusted model (σBH = 0.3; purple). The dashed line

shows the full predicted AGN population, while the solid line
shows only the unobscured AGN population. The data points

show the collection of hard X-ray observations compiled by S20.

3.1.2 UV luminosity function

Similarly, Fig. 7 shows the predicted AGN rest-frame UV
luminosity functions (UVLFs) between z = 2 to 7, where
the luminosity is computed by integrating the SED with a
tophat filter of width of 200Å centred at 1450Å with incli-
nation dependence included. See bottom panel in Fig. 3 and
associated text for a description. Similar to the HXLFs, we
show both our fiducial and adjusted models, and we show
all AGN and only the Compton-thin ones. For each mod-
elled AGN, an obscured fraction is estimated based on its
hard X-ray luminosity and is deducted from the predicted
number density per Mpc3.

To forward model our predictions for a direct compari-
son with observations, we estimate the effect of nuclear scale
UV attenuation using the radiation-lifted torus model pro-
posed by Buchner & Bauer (2017). This model provides an
estimate (drawn stochastically from a distribution) of the
hydrogen column density NH, based on the AGN X-ray lu-
minosity LX and MBH, and statistically reproduces the ob-
served fraction of Compton-thick and Compton-thin AGN.
We then assume a mean ratio of total neutral hydrogen to

MNRAS 000, 1–26 (2021)
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Figure 7. Predicted AGN UVLFs and their evolution with redshift.
The lines show the results from our fiducial model (σBH = 0.3;

blue) and adjusted model (σBH = 0.3; purple). The dashed line

shows the full predicted AGN population, while the solid line
shows only the unobscured AGN populations. The data points

show a collection of rest-frame UV1450 observations compiled by

S20. The green dot-dashed line shows the Global fit A of S20. We
also show fits to observed AGN UVLFs reported by Manti et al.

(2017, red dashed line) and Kulkarni et al. (2019, cyan dashed
line).

colour excess NH/E(B − V ) = 5.8 × 1021cm−2mag−1 and
a total V -band attenuation RV ≡ AV /E(B − V ) ∼ 5 for
AGN to convert the predictedNH to V -band attenuation AV
(Bohlin et al. 1978; Draine 2003; Gaskell & Benker 2007).
This is then converted to attenuation at 1450Å assuming an
AGN attenuation curve from Gaskell & Benker (2007). The
effect of obscuration and the associated uncertainties are
further discussed in Appendix A. Our predicted attenuation
correction leads to a considerable decrease in the predicted
number density of observable AGN, of an order of magnitude
or more. Because the sampled distribution of NH is quite
broad (see Buchner & Bauer (2017) and references therein),
this leads to a large variability in the attenuation correction
and hence on the predicted number density of AGN, espe-
cially at the bright end. As there are only a small number
of very luminous AGN (both in our modeled sample and in
the observed Universe), drawing from this population will
not fully sample the distribution of NH. In order to obtain

more robust estimates of the attenuation corrected UVLF,
we repeat the random draws of NH over 500 independent
realizations of our modeled AGN sample, and report the
median and the 16th and 84th percentiles in Fig. 7.

These predictions are compared to a large compilation
of observational estimates of the AGN UV LF (e.g. McGreer
et al. 2013, 2018; Ross et al. 2013; Akiyama et al. 2018;
Yang et al. 2018; Wang et al. 2019), compiled by S20. In
addition, we show fits to observational results from Manti
et al. (2017) and Kulkarni et al. (2019), as well as the ‘global
fit A’ model from S20 for comparison. We note that the
faint end of the UVLFs remains largely unconstrained, es-
pecially at high redshift. We regard the agreement of our
predictions with the available observations as encouraging,
although we note that the uncertainties in the obscuration
corrections are very large, and could easily result in an order
of magnitude uncertainty in AGN number density. However,
here we have only included the attenuation correction from
the torus scale, neglecting the contribution from the host
galaxy scale, which is also expected to be significant (Buch-
ner & Bauer 2017, and references therein). We also show a
comparison of these predicted AGN UVLFs to star-forming
galaxies UVLFs between z = 4 to 7 in Fig. B2.

3.1.3 Bolometric luminosity function

The AGN bolometric luminosity function is a useful space
in which to compare different theoretical predictions, and is
a useful way to consolidate constraints from many different
wavelengths. However, it requires more assumptions to get
from the observed quantities to the bolometric luminosity
function. For all predicted AGN, we compute the bolomet-
ric luminosity, Lbol, by integrating over the full spectrum
for each individual object. In Fig. 8, we show the predicted
AGN bolometric LFs at z = 2 to 7, made with our fidu-
cial configuration (σBH = 0.30) and the adjusted configu-
ration (σBH = 0.50). These predictions are compared to a
large compilation of constraints derived from observations
across a variety of wavelengths. In addition to the afore-
mentioned hard X-ray and UV constraints, this comparison
also includes optical (e.g. Shen & Kelly 2012; Palanque-
Delabrouille et al. 2013, 2016), mid-IR (e.g. Assef et al.
2011; Singal et al. 2016), and soft X-ray (e.g. Hasinger
et al. 2005; Ebrero et al. 2009). S20 converted these multi-
wavelength observations to bolometric luminosity by con-
structing a mean SED template based on observed IR and
X-ray SEDs (Hopkins et al. 2007a; Krawczyk et al. 2013)
and UV spectral slopes (Lusso et al. 2015). Note that the
UV/optical segment of the constructed SED from Krawczyk
et al. (2013) is not strongly affected by dust reddening nor
obscuration. A correction for obscuration effects from gas
and dust is applied (Pei 1992; Morrison & McCammon 1983;
Ueda et al. 2014). We show the best-fitting AGN bolometric
LF reported by S20 that is fitted to all available constraints
and does not restrict the evolutionary pattern for the faint-
end slope (labelled as ‘global fit A’).

Keeping in mind the significant uncertainties involved
in the conversions to bolometric luminosity (which are not
reflected in the error bars), we find that our model predic-
tions are very consistent with the available observational
constraints. It is encouraging that our fiducial model, which
is only calibrated to a subset of observations at z ∼ 0 and
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Figure 8. Predicted bolometric AGN luminosity functions and their evolution with redshift between z = 2 to 7 for our fiducial model

(σBH = 0.3; blue line) and adjusted model (σBH = 0.5; purple line). These predictions are compared to multi-wavelength observational

constraints compiled by Shen et al. (2020), which include bolometric corrections and dust and extinction corrections. We also show the
fits to the bolometric LFs from S20 (global fit A; green dashed line). The grey dashed lines in each panel indicate the approximate

range of objects that are expected to be detected in a typical JWST wide-field NIRCam survey, where the vertical boundary loosely
corresponds to the detection limit of mF200W,lim = 28.60 and the horizontal line approximately represents where we expect to detect
one object for a ∼ 100 arcmin2 survey area in a redshift slice of ∆z = 0.5. The last panel summarizes the predicted evolution of the

bolometric LFs in the adjusted model. See text for full descriptions of individual elements included in this plot.

was shown to reproduce a wide variety of observed con-
straints on galaxy properties from the CANDELS survey
(Somerville et al. 2021), is also able to reproduce the ob-
served AGN LFs across a wide luminosity range and their
evolution across a wide range of redshift. It also shows that
the scatter in the MBH–Mbulge relation has a significant ef-
fect on the bright end of the AGN LF, as will any other
process that introduces scatter into the AGN luminosity.
As noted before, the failure of the models to reproduce the
brightest AGN at very high redshift is unsurprising, as the
formation of these very rare, massive objects may involve
physical processes that are not currently included in this
model. See Section 5 for a full discussion. The binned lu-
minosity functions presented in this work are available in
Table D1 in Appendix D.

Similar to the illustrations presented in Paper I and
Paper II, we mark the volume limit and magnitude limit
for which objects are expected to be detected in upcoming
JWST wide-field surveys. The volume limits, marked by the
horizontal lines, correspond to the a number density where

one object is expected to be found in a typical wide-field
survey with area of ∼ 100 arcmin2, with a redshift slice of
∆z = 0.5 centred at the output redshift. This provides a
very rough estimate for when objects become too rare to
be expected to be found by JWST. However, AGN tend to
form in more clustered regions, which is not fully represented
in our volume-averaged approach to estimating object num-
ber density. On the other hand, the vertical lines indicate
an approximate detection limit of mF200W,lim = 28.6, calcu-
lated assuming an exposure time comparable to past HST
wide-field surveys. This observed-frame IR magnitude limit
is converted to rest-frame UV at each output redshift for
the predicted galaxy populations based on the results pre-
sented in Paper I. This rest-UV limit is then translated to
Lbol based on a subset of predicted AGN selected within a
narrow bin around the limiting MUV. We note that iden-
tifying high-redshift AGN requires selection methods very
different from the ones for galaxies (Volonteri et al. 2017).
This exercise simply provides a rough estimate for which

MNRAS 000, 1–26 (2021)



12 L. Y. A. Yung et al.

6

5

4

3

2 z = 2 z = 3

9 10 11 12 13 14
6

5

4

3

2 z = 4

9 10 11 12 13 14

This work, BH = 0.3
This work, BH = 0.5
SIMBA
Illustris
IllustrisTNG100
IllustrisTNG300
EAGLE
Horizon AGN

log Lbol/L

lo
g

/[N
 d

ex
1  

M
pc

3 ]

Figure 9. The predicted AGN bolometric luminosity functions

from our fiducial model (σBH = 0.3; blue) and adjusted model

(σBH = 0.5; purple) at z = 2, 3, and 4, compared to a compila-
tion of modern cosmological hydrodynamic simulations, including

Simba (Davé et al. 2019), TNG–100 anf TNG–300 (Nelson et al.

2019), EAGLE (Schaye et al. 2015), Horizon AGN (Dubois et al.
2014), and Illustris (Genel et al. 2014). See text for details.

AGN populations are above the detection limit in JWST
galaxy surveys.

In Fig. 9, we compare the same bolometric LFs to
the results from a selection of state-of-the-art cosmologi-
cal hydrodynamic simulations, including Simba (Davé et al.
2019), Illustris (Genel et al. 2014), IllustrisTNG–100 and
IllustrisTNG–300 (Nelson et al. 2019), the Evolution and
Assembly of GaLaxies and their Environments (EAGLE)
simulations (Schaye et al. 2015), and Horizon–AGN (Dubois
et al. 2014). The results were compiled by Habouzit et al.
(in preparation) and we refer the reader to that work and
Habouzit et al. (2021) for in-depth discussion of the simu-
lations and a comparison with observations. These simula-
tions have comparable simulated volume and mass resolu-
tion, and are optimised to simulate the formation of galax-
ies and AGN in a cosmological volume. For instance, Simba
and Horizon AGN are 100 h−1Mpc on a side, with particle
mass of the order of ∼ 108 M�. Illustris, IllustrisTNG–100,
and EAGLE are ∼ 100 Mpc on a side, with particle mass
of ∼ 107 M�. IllustrisTNG–300 has the largest simulated
volume among all compared simulations of 302.6 Mpc on
a side, with a relatively coarse dark matter particle mass
of 5.9× 107M�. These simulations each adopt very different
prescriptions and parametrizations for baryonic physics, and
have adopted different calibration strategies, such as which
observational constraints and redshifts to prioritize for the
calibration, as well as what redshift range to cover. For ex-
ample, some simulations may terminate at high redshifts and
are not calibrated to observational constraints from the local
universe. The bolometric luminosities for AGN in these nu-
merical simulations are calculated based on the predicted

black hole accretion rate assuming the standard relation
Lbol = εrṀaccc

2, where εr is the radiative efficiency. The
radiative efficiency is set to εr = 0.25 for Illustris and TNG–
100; and εr = 0.11 for Horizon-AGN, EAGLE, and Simba.
These parameters are chosen to be consistent with the mod-
elling choices made in the simulations. See Habouzit et al.
(2021) and Habouzit et al. (in preparation) for a detailed
discussion. We note that some studies adopt an alterna-
tive parametrization that replaces εr with εr/(1 − εr). We
also compute εr based on predictions from our physically-
grounded modelling pipeline and compare to values assumed
in previous studies in Appendix C. From this comparison, we
find that our predictions are in broad agreement with nu-
merical simulations, with some simulations having steeper
faint end slopes and higher AGN number densities, and oth-
ers having shallower faint end slopes and lower AGN number
densities than our models predict. We note that the numeri-
cal simulations probably underestimate the number density
of low-luminosity AGN, particularly at high redshift, due to
their limited mass resolution, and may have large uncertain-
ties in the number density of luminous AGN, due to their
limited volume. Overall, it is encouraging that our SAM-
based predictions are consistent with those from numerical
hydrodynamic simulations.

3.2 Hard ionizing photon emissivity and helium
reionization history

The reionization of intergalactic helium is a cosmological-
scale phase transition driven mainly by AGN. Currently,
huge uncertainties remain in the estimates of the helium
ionizing photon budget, which determines the subsequent
progression of the cosmic helium reionization history. In this
subsection, we present estimates for the total helium ioniz-
ing photon budget available during the EoR, based on the
predicted AGN number density and spectral characteristics
from our physics based models.

In Fig. 10, we show the comoving specific 1 ryd (non-
ionizing) photon budget, ε912, and the comoving He ii ion-
izing photon budget (λ < 228Å), ṅion,He ii, as a function of
redshift. Here ṅion,He ii is calculated with equation (4) as-
suming an escape fraction of unity and no obscuration, to
account for all ionizing photons produced by AGN. These
estimates are essentially a combination of the results from
the AGN populations from Fig. 8 and the individually pre-
dicted emissivity shown in Fig. 4 and Fig. 5. We show results
from both the fiducial (σBH = 0.3) and adjusted (σBH = 0.5
model, and find that the additional population of luminous
AGN in the adjusted model can contribute nearly a factor
of two more ionizing photons towards lower redshifts. The
tabulated ionizing photon budget is provided in Table 1.
We also note that ε912 may not be a very good tracer for
ṅion,He ii, given that high-redshift AGN tend to accrete at
a higher accretion rate than their low-redshift counterparts
with comparable black hole masses, which may have an im-
pact on the overall spectral slope and introduce an effective
redshift-evolution in the ratio between UV and bolometric
luminosities.

In Fig. 11, we show the distribution between ε912 and
ṅion,He ii and between ε912 and the AGN He ii ionizing pro-
duction efficiency, defined as ξion,AGN ≡ ṄHeII/ε912, for the
predicted AGN populations at z = 3. The physical quanti-
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Figure 10. Top and middle panels: Redshift evolution of the cos-

mic specific emissivity at 1 ryd, ε912, between z = 2 to 7 pre-
dicted by our fiducial model (σBH = 0.3; blue) and adjusted

model (σBH = 0.5; purple). The solid line shows all AGN and
the dashed line only includes objects with MUV ≤ −18, similar
to the other studies shown in this comparison. The orange dashed

line labelled ‘empirical relations’ shows the emissivity calculated

using the Hassan et al. (2018) scaling relation as shown in Fig. 4.
Our results are compared to past analytic studies by Madau &

Haardt (2015) and estimates from fits to observed AGN UVLFs
(Hopkins et al. 2007a; Haardt & Madau 2012; Shen et al. 2020).
We also show a compilation of observations, including Bongiorno

et al. (2007, circles), Glikman et al. (2011, squares), Masters et al.
(2012, pentagons), Palanque-Delabrouille et al. (2013, triangles),

Giallongo et al. (2015, upside-down triangles). Bottom panel : He ii

ionizing emissivity, ṅion,He ii, calculated by integrating individual
AGN SEDs at > 4 ryd assuming an escape fraction of unity. We

show additional cases with constant fesc=0.10 (purple and blue

dashed lines), and with fesc evolving as a function of redshift 0.30
at z & 7 to 0.10 at z ∼ 2 (green line). The shaded regions cor-

respond to a range of evolutionary paths for the escape fraction.
See text for details.
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Figure 11. Distribution of ε912 versus Ṅion,He ii (top panel) and
ξion,AGN (bottom panel) for our simulated AGN population,

colour-coded by the Eddington-normalized accretion rate. Here

we show AGN from at output at z = 3; however, this relation
does not explicitly depend on redshift.

ties shown in this plot and the model components related
to these predictions do not do not have any explicit red-
shift dependence. For both relations, the top and bottom
boundaries are marked by the Eddington accretion rate and
the cut-off accretion rate where AGN become radiatively
inefficient. Both panels show that the scatter in these rela-
tions arises mainly from the BH accretion rate, which has
a strong effect on the shape of the AGN spectra (see top
panel in Fig. 3). We also predict that this scatter increases
rapidly towards the UV-faint AGN populations, where the
scatter in ξion,AGN can be over a dex for AGN with ε912 . 28.
Therefore, ε912 may not be an effective tracer for the hard
ionizing photon production rate. Fig. 12 is a similar figure
where we show the conditional distributions of ξion,AGN ver-
sus ε912. These 2D histograms are colour-coded to reflect the
number density weighted distribution in each of the corre-
sponding (vertical) ε912 bins among AGN populations. Fur-
thermore, while Fig. 11 shows that there is a large scatter
in the ε912–ξion relation, the number density weighted dis-
tributions shown in Fig. 12 break down the contribution
from AGN across a range of redshifts. When accounting for
the evolution between AGN number densities and their ac-
cretion rate (similar to that of Fig. 2), we see that ε912 is
even less reliable as a tracer for the collective contribution
from all AGN (e.g. cosmic ionizing emissivity ṅion,He ii) given
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Figure 12. Conditional distributions of ξion,AGN versus ε912 be-

tween z = 2 to 6, predicted by our fiducial model. The 2D his-

togram is colour-coded with the conditional number density per
Mpc3 of AGN in each bin, normalized to the sum of the number

density in the corresponding (vertical) ε912 bin.

the redshift evolution in BH accretion rates across the AGN
populations.

In our estimates of these photon budgets, we adopt the
photon production rate contributed by all predicted physi-
cal sources, without accounting for the effects from dust and
gas obscuration. Instead, these effects will be folded into the
overall ionizing photon escape fraction. This is a modelling
decision we made with the intent to keep a clean separa-
tion between the production of ionizing photons by the full
population of sources, the fraction of ionizing photons that
were able to escape to the IGM, and whether or not a given
AGN is detected at a specific wavelength with a specific de-
tection limit. We emphasize that this is different from the
conventional emissivities reported by other studies, which
only account for the detected AGN populations at their ob-
served luminosities. For instance, Hopkins et al. (2007a),
Haardt & Madau (2012), Kulkarni et al. (2019), and S20,
estimate the 1450Å emissivity (ε1450) by integrating observa-
tionally fitted AGN UVLFs over a certain luminosity range
(see Fig. 7), where extinction and obscuration are implicitly
accounted for. This is then converted to 912Å emissivity as-
suming a power-law spectrum. On the other hand, Madau &
Haardt (2015) provides an empirical estimate that is moti-
vated by the set of observational constraints that are shown
in Fig. 10, which are also derived from a set of FUV (Bon-
giorno et al. 2007; Glikman et al. 2011; Masters et al. 2012;
Giallongo et al. 2015) and optical observations (Bongiorno

et al. 2007; Palanque-Delabrouille et al. 2013), where similar
extrapolation and power-law assumptions were applied. In
effect, these previous studies assume that AGN that are not
detected at 1450Å do not contribute anything to the ionizing
photon budget. Yet, we have shown that torus-scale obscura-
tion, which is expected to be highly anisotropic, can easily
decrease the normalization of the observed 1450Å LF by an
order of magnitude or more. Although an AGN with a torus
viewed at a small inclination angle may be so obscured along
our line of sight that it drops out of a UV-selected survey, it
is expected that photons, including ionizing photons, should
be able to escape along directions within some solid angle
perpendicular to the torus, thus potentially contributing to
the global budget of ionizing photons. Indeed, there is strong
observational evidence that ionizing radiation from quasars
can be highly anisotropic (e.g. Lau et al. 2017). This differ-
ence largely explains why our predictions are approximately
an order of magnitude higher than previous predictions from
the literature, which were all based on observed UV 1450Å
luminosity functions. In addition, it can be seen from Fig. 7
and Fig. 8 that the predictions of our physics-based models
tend to yield steeper faint end slopes for the AGN LFs than
the assumed values that are extrapolated in previous stud-
ies. Finally, as we have shown, our physically based AGN
spectral synthesis model yields somewhat different results
than the commonly assumed fixed power law spectrum or
template SED. To illustrate the impact of adopting con-
ventional conversions assuming power-law spectra and sim-
plified scaling relations, we show in Fig. 10, an alternative
comoving emissivity ε912 calculated assuming a scaling re-
lation between MBH to B-band luminosity and a power-law
conversion to ε912 similar to the one used in Hassan et al.
(2018, also see the orange dashed line in Fig. 4). We find
that this yields an overestimate in the comoving emissivity
of about a factor of two relative to our full physics-based
model predictions.

To obtain the predicted ionizing photon budget, we ap-
ply an overall escape fraction that folds in the effects of
attenuation and obscuration, which is applied to all AGN
when modelling the comoving hard ionizing photon emissiv-
ity and the subsequent volume filling fraction of He iii. As
reported by numerical simulations, the escape fraction for
star-forming galaxies can be very stochastic depending on
the internal structures and the many intricate physical pro-
cesses occurring in individual halos and even individual star
forming regions (Paardekooper et al. 2015; Xu et al. 2016;
Ma et al. 2020) and some similarities can be drawn for ac-
tive galaxies. We add that the escape fraction of He ionizing
photon from AGN is a highly complex, unsolved problem
that has been greatly understudied. Given the large uncer-
tainties and stochasticity of this quantity both across AGN
populations and across time, we adopt a simple empirical ap-
proach similar to the one adopted in Paper IV and treat the
escape fraction as a population averaged quantity, which is
the escape fraction of all hard ionizing photons collectively
produced by all AGN. In this work, we allow fesc to be a
constant value or to vary as a function of redshift. We are in
the process of developing a more advanced escape fraction
model that accounts for the physical properties of individual
sources (Yung et al. in preparation).

In this work, we consider two bracketing cases where we
allow a maximum escape fraction of fesc = 100% and a mini-
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Figure 13. The He iii volume filling fraction, QHe iii, as a function of redshift. Solid blue and purple lines show predictions from our

fiducial model (σBH = 0.3) and adjusted model (σBH = 0.5) with an escape fraction of unity, and blue and purple dashed lines show

the predictions with a constant fesc = 0.1. We also show two additional cases for the adjusted model, where fesc evolves as a function
of redshift from 0.30 at z & 7 to 0.10 at z ∼ 2 (green). The shaded regions correspond to a range of evolutionary paths for the escape

fraction. See text and Fig. 14 for details. These cases are colour-matched to the escape fraction evolution plotted in Fig. 14. Our results

are compared with past studies by Hopkins et al. (2007a), Haardt & Madau (2012), Madau & Haardt (2015), and Finkelstein et al.
(2019), as shown in the figure label.
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Figure 14. Illustration of how escape fraction evolves with redshift

in the various scenarios we consider in this work. The green line
shows a scenario where the escape fraction evolves from 0.30 to

0.10 between z ∼ 7 and 2 according to Eqn. 8 with k = 1.2.

The top and bottom boundaries of the green shaded region show
alternative scenarios with k = 1.6 and k = 0.8 to illustrate how

sensitive the model output is to the assumed escape fraction. The

purple solid and dashed lines show a constant escape fraction of
fesc = 1.00 and 0.10.

mum escape fraction of fesc = 10%. In addition, we consider
a redshift-dependent average escape fraction modelled with
the logistic equation as presented in Paper IV:

fesc(z) =
fesc,max

1 +
(
fesc,max

fesc,0
− 1
)
e−k0(z−z0)

, (8)

assuming fesc decreases from fesc,max at high redshift at a
characteristic rate k0 until it asymptotically reaches fesc,min

at an anchoring redshift z0. This can be loosely interpreted
as a population-averaged quantity, where all AGN share the
same value, or as the effective escape fraction of the total
number of ionizing photon collectively produced by all AGN.
This approach allows us to roughly estimate the plausible
range for the global escape fraction in order to reproduce
observational constraints.

Based on this parametrization, we explore a scenario
which the population-averaged escape fraction evolves from
a minimum value fesc,min = 0.1 at z0 = 2 to fesc,max = 0.30
at k0 = 1.2 ± 0.4. This is illustrated in Fig. 14, along with
the two other non-evolving cases of fesc = 1.0 and 0.1 con-
sidered in this section. Here, fesc,max = 0.30 is chosen very
loosely to represent a more realistic approximation of ioniz-
ing photons are escaping averaged across all AGN. We note
that the value of fesc,max adopted here is in rough agreement
with the fraction of unobscured AGN at z ∼ 2 reported in
Buchner et al. (2015). The growth rate k0 = 1.2 is empiri-
cally set by hand to reproduce a relatively smooth transition
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Table 1. Tabulated data for the He ii ionizing emissivity ṅion,He ii

(s−1 Mpc−3), specific emissivity ε912 (erg s−1 Mpc−3 Hz−1),

and reionization history between z = 2 to 7, assuming an ionizing
photon escape fraction of 100% and 10%.

QHe iii

σBH = 0.5
redshift log ε912 log ṅion,He ii fesc=100% fesc=10%

2.0 26.21 51.18 1.00 1.00
2.5 26.24 51.23 1.00 1.00

3.0 26.08 51.17 1.00 0.63

3.5 26.00 51.13 1.00 0.42
4.0 25.80 50.99 1.00 0.23

4.5 25.45 50.76 1.00 0.11

5.0 25.10 50.53 0.49 0.05
5.5 24.66 50.20 0.19 0.02

6.0 24.18 49.89 0.08 0.01
6.5 23.71 49.56 0.03 0.00

7.0 23.20 49.22 0.00 0.00

from fesc,min to fesc,max. The upper bound of the shaded re-
gions in Fig. 14 corresponds to k0 = 1.6, where fesc remain at
fesc,max longer before dropping down to fesc,min. Conversely,
the lower bound corresponds to k0 = 0.8, which fesc at a
more rapid pace. We also note that while the parametriza-
tion for AGN fesc is the same as the one we adopt for star-
forming galaxies in Paper IV, the parameters for the escape
fraction for AGN populations are set independent of our
previous work.

In Fig. 13, we show predictions for the redshift evolu-
tion of the volume-averaged IGM He iii volume filling frac-
tion, QHe iii obtained by solving equation (6). We show the
two bracketing cases of fesc,He = 100% and 10%. While the
former is unlikely given that a large fraction of galaxies are
known to be obscured, this gives an estimate of the absolute
upper limit of how quickly helium could have been reionized
given the total amount of ionizing photons produced. On
the other hand, adopting fesc= 10% yields results that are
generally in good agreement with estimates reported by past
studies, and are consistent with observational constraints in-
dicating that He ii reionization is likely still in progress at
z ∼ 2.7 (McQuinn et al. 2009; Shull et al. 2010; Syphers &
Shull 2014). In addition, H i Lyα forest measurements indi-
cate a bump in the IGM thermal history at z ∼ 2.8, which
has been interpreted as an indirect indicator for the end of
He ii reionization (Schaye et al. 2000; Becker et al. 2011;
Becker & Bolton 2013; Puchwein et al. 2015; Upton Sander-
beck et al. 2016; Hiss et al. 2018). We note that these broad
indicators do not constrain the early stages of the phase
transition nor the variance due to the overall patchiness of
the process. We find that either of our redshift-dependent
fesc scenarios are capable of reionizing the IGM well before
z ∼ 4. The tabulated data for the predicted ionizing emis-
sivity and reionization history are summarized in Table 1.

We also compare our predictions with past studies that
adopt a similar reionization model. The Finkelstein et al.
(2019) model allows a large degree of freedom in the AGN
comoving 1-ryd specific emissivity spanning a range between
the UVLF-based result from Hopkins et al. (2007a) and
the AGN-dominated result from Madau & Haardt (2015)
(see Fig. 10). The AGN emissivity and subsequent reioniza-
tion history, along with the high-redshift galaxy UVLFs and
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Figure 15. Predicted redshift evolution for the cumulative frac-
tion of He ii ionizing photons contributed by AGN above various

bolometric luminosity limits. These predictions show the intrinsic

production rate and do not account for the escape fraction that
possibly varies across the AGN population. These estimates can

be used to assess the completeness of ionizing photon estimates

in surveys where faint AGN are not fully sampled.

the Lyman-continuum production efficiency, are then jointly
constrained by a collection of observational constraints us-
ing a Markov Chain Monte Carlo (MCMC) approach. The
orange line and shaded region show the median and the 68%
central confidence range from their fiducial model for com-
parison. The line labelled Hopkins et al. 2007a is a special
case from the (Finkelstein et al. 2019) model where the AGN
1 ryd emissivity is restricted to follow the results of Hopkins
et al. (2007a). We note that our model configurations (IGM
mean comoving helium number density and recombination
time-scale) are consistent with the assumptions in Finkel-
stein et al. (2019). The Haardt & Madau (2012) analytic
model also adopts an AGN ε912 that is in close agreement
with the results of (Hopkins et al. 2007a), which provides a
good example of how even with the same assumed underly-
ing AGN population, modelling assumptions adopted by dif-
ferent studies, such as the conversion to ṅion,He ii and escape
fraction, may impact the final predicted reionization history.
The Madau & Haardt (2015) model presents an extreme
scenario where AGN completely reionize both intergalactic
hydrogen and helium without any contribution from galax-
ies. We show results from their default model configurations,
as well as the range corresponding to changes in clumping
factor, IGM temperature, and EUV spectral slope. We find
that even our most ‘optimistic’ model with fesc, He = 1 does
not produce the very early helium reionization predicted by
the Madau & Haardt (2015) model. Our fiducial and ad-
justed models with fesc, He = 0.1 produce predictions for
the helium reionization history that are within the range of
previous studies such as Hopkins et al. (2007a), Haardt &
Madau (2012), and Finkelstein et al. (2019).

An advantage of our physics based model, which pre-
dicts the ionizing photon rate for each galaxy and halo, is
that we are able to further examine the contribution of ioniz-
ing photons from AGN of different halo masses and bolomet-
ric luminosities. In Fig. 15, we break down the contribution
from AGN by bolometric luminosity between z = 2 to 7.
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Figure 16. Predicted redshift evolution for the cumulative frac-
tion of He ii ionizing photons contributed by AGN hosted in halos

above various halo mass limits. These predictions reflect the in-

trinsic production rate and do not account for the escape fraction,
which may depend indirectly on halo mass. This can be used to as-

sess the completeness of ionizing photon estimates in simulations

where the full dark matter halo population is not fully sampled
due to mass resolution limits or limited simulation volume.

This intuitively illustrates which AGN are dominating the
production of hard ionizing photons at any given time. As
expected, at earlier times the majority of ionizing photons
are dominated by the more prevalent faint AGN, which then
gradually transition to the brighter AGN as they grow in
number density. These results can also be used to estimate
the completeness of ionizing sources captured by a given sur-
vey. For example, luminous AGN above the detection limit
for a typical JWST wide-field survey at log(Lbol/L�) ∼ 11,
as shown in Fig. 8, are collectively producing ∼ 40% of the
total ionizing photons. Note that these cuts are made based
on bolometric luminosity and do not account for the sur-
vey volume, which is a separate requirement for properly
capturing the very rare high-redshift quasars.

Similarly, Fig. 16 shows a breakdown for the contribu-
tion of He ionizing photons as a function of the host halo
masses. This is helpful for assessing the fraction of ionizing
photons that are captured in numerical simulations, where
low-mass halos may fall below the mass resolution.

Furthermore, we investigate how the production rate of
hard ionizing photons scales with the AGN host halo mass.
In Fig. 17, we present the predicted scaling relation and dis-
tribution for He ii ionizing photon production rate, Ṅion,He ii,
with respect to the host halo mass between z = 2 to 6. Tabu-
lated data for the median and scatter are given in Table D2.
We find that the redshift evolution in this relation is driven
by a subtle increase in both Ṁacc and MBH in halos of simi-
lar mass towards lower redshifts, which both contribute to a
higher ionizing photon count for a halo at a given mass. We
note that the most massive halos presented in this work are
extremely rare, and their contributions to the overall ioniz-
ing photon budget are extremely low as illustrated in Fig. 16.
We also note that Fig. 17 only includes radiatively efficient
AGN (log ṁ & −1.7) and their host halos. Halos with a
radiatively inefficient AGN or no AGN are not included.
These results can be adopted in (semi-)numerical simula-
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Figure 17. The production rate of He ii ionizing photons, Ṅion,He ii,
as a function of AGN host halo mass between z = 2 to 6, predicted

by our fiducial model. The 2D histogram is colour-coded with

the conditional number density per Mpc3 of AGN in each bin,
normalized to the sum of the number density in the corresponding

(vertical) halo mass bin. The green solid and dashed lines mark

the 50th, 16th, and 84th percentiles. The last panel shows an
overlay of the median Ṅion,He ii values at z = 2, 4, and 6 from our

model.

tions that assume simple scaling relations between ionizing
photon production rate and stellar mass or halo mass (e.g.
Hassan et al. 2016, 2018). This result is analogous to one
of the results presented in Paper III, where we explored the
ionizing photon production rate by galaxies as a function of
halo mass.

4 AGN CONTRIBUTION TO COSMIC HYDROGEN
REIONIZATION

In Paper III and Paper IV, we presented predictions from
a detailed physical model showing estimates for the pro-
duction of ionizing photons from high-redshift galaxies and
the implied reionization history of intergalactic hydrogen.
The results indicate that these galaxies, assuming a Lyman-
continuum (LyC) escape fraction that is broadly consistent
with other studies, are likely to have produced sufficient
ionizing photons to fully reionize the Universe within the
time-frame consistent with the observed IGM and CMB con-
straints. In these studies, the contribution from AGN at
z & 4 were assumed to be negligible. In this section, we
provide estimates for the contribution to hydrogen reioniza-
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tion from AGN based on the new inclusion of AGN in our
modelling infrastructure.

The hydrogen ionizing photon production rate, ṄH, for
individual AGN is obtained by integrating equation (4) be-
tween 912Å and 228Å, or equivalently from 13.6 to 54.4 eV,
and the overall contribution from all AGN is calculated us-
ing equation (5), with the helium ionizing photon produc-
tion rate replaced by ṄH. In order to assess the contribution
from AGN at low redshift, we have extended the predictions
from previous studies down to z = 2 based on the same
model configurations and calibrated parameters as presented
in Paper I and Paper IV. In Fig. 18, we show the fraction of
H ionizing photons produced by AGN relative to the com-
bined contributions from AGN and galaxies as a function
of redshift. We also compare this to the contribution from
galaxy populations broken down by rest-frame UV luminos-
ity, which can be directly compared to fig. 12 in Paper IV.
We see that the contribution from AGN during the epoch of
hydrogen reionization, 6 . z . 10, is fairly negligible, but
the contribution rapidly rises to ∼ 30 per cent at z ∼ 4 and
can even overtake that from all galaxies at z . 3. We note
that this plot shows the intrinsic production rate of ionizing
photons, and does not account for the escape fraction, which
may differ between AGN and galaxies, and may vary as a
function of halo mass and other galaxy properties.

Furthermore, we show the comoving hydrogen ionizing
emissivity from AGN as a function of redshift in Fig. 19,
assuming a fixed fesc = 1.00 and 0.10 for AGN. To com-
pare this with the contribution from galaxies, we include
one of the key results from Paper IV, where a Markov
Chain Monte Carlo (MCMC) pipeline was implemented to
determine the redshift-evolution of escape fraction for star-
forming galaxies, f?esc, to match the observed Lyα con-
straints from Becker & Bolton (2013) and the Thomson scat-
tering optical depth of the CMB, τCMB, reported by Planck
Collaboration (XLVII 2016b). In this previous study, we re-
ported that a LyC escape fraction that evolves from f?esc∼ 25
per cent at z & 12 to a few per cent towards the conclusion
of reionization at z ∼ 6 results in good agreement with all
available constraints on the reionization history. See section
3.2 in Paper IV for more details.

Although our models predict that it is unlikely that
AGN have contributed significantly to the initial reioniza-
tion of intergalactic hydrogen, we note that their contribu-
tion increases more rapidly than that of galaxies and could
be comparable to that of galaxies at around z ∼ 4. If this ad-
ditional AGN contribution were accounted for in the MCMC
framework as in Paper IV, it would likely result in even lower
values for the implied escape fraction from galaxies at these
redshifts (depending, of course, on the corresponding escape
fraction from AGN). With fairly plausible assumptions for
the escape fraction, the combined contribution from AGN
and galaxies is consistent with the Becker & Bolton con-
straints at z ∼ 2-4. The fairly steep rise in emissivity due to
the AGN contribution may provide an explanation for the
bump at z ∼ 3. Furthermore, AGN could serve as an ‘insur-
ance policy’ in case the escape fractions in galaxies are found
to be lower than those favored in our models. In this case,
the contribution from AGN could help complete hydrogen
reionization.

Untangling the degenerate contribution from AGN and
galaxies towards the end of cosmic hydrogen reionization has
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Figure 18. Predicted fraction of cosmic hydrogen ionizing emissiv-

ity, ṅion,H, contributed by AGN between z = 4 – 7 (red solid line)

relative to the combined number of ionizing photons produced by
AGN and all star-forming galaxies. Similar to fig. 12 presented

in Paper IV, the contributions from star-forming galaxies are di-

vided into groups by their rest-frame dust-attenuated MUV (dot-
ted lines). Galaxies outside the range of MUV shown contribute

< 1 per cent of ionizing photons at all times.

proven to be very difficult with the current set of constraints
on IGM thermal history, given that each class of objects has
their own set of uncertainties in number density, ionizing
production rate, and ionizing photon escape fraction. In this
work and the rest of the series, we have demonstrated that a
detailed physically-based source model that self-consistently
models the co-evolution of galaxies and their black holes
can provide a novel approach to gaining insights into this
puzzle. Future work on more physically grounded modelling
of ionizing photon escape fraction together with anticipated
constraints on the faint galaxy nad AGN population that
will be obtained by JWST will bring further insights that
will help untangle the contribution from AGN and galaxies.

5 DISCUSSION

This Semi-analytic forecasts for JWST paper series aims to
provide a comprehensive collection of predictions for observ-
able properties and underlying physical properties of objects
forming in the early universe. Predictions from these success-
ful models presented earlier in the series were used to make
detailed predictions for the expected properties of galaxies
that have been used to facilitate the planning of upcoming
surveys, as well as in the development of data reduction and
interpretation pipelines. This latest addition to the work se-
ries expands our framework to include high-redshift AGN
populations and establish the connections between the pre-
dicted intrinsic AGN properties and their spectral proper-
ties, as well as the impact on the reionization history.

The semi-analytic approach represents a ‘middle way’
between empirical or semi-empirical models and numeri-
cal simulations. This approach uses a selection of models
and recipes to track the physical processes that occur at
vastly different physical scales. This physically motivated
approach preserves the physical origins behind the predicted
phenomenological relations and enables us to connect these
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shows predictions from our adjusted (fiducial) model, where the
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and fesc=0.1, respectively. The galaxy contribution includes a

redshift-dependent, population-averaged f?esc(z) ∼ 25%→ 5% for
star-forming galaxies from z ∼ 15 → 4, which was found to re-

produce a set of IGM and CMB observational constraints on the

reionization history (see section 3.2 and fig. 8 in Paper IV for
a full discussion). These results are compared to observational

constraints from Becker & Bolton (2013).

relations to the underlying physics. This approach also min-
imizes tracking of spatial elements, such as velocity and po-
sition, making it very efficient at sampling objects across
a wide mass range at a fraction of the computational cost.
An advantage of this approach over purely empirical models
is that it is based on self-consistent underlying co-evolution
of black holes and their galactic hosts according to physical
laws. In addition, the highly flexible, modular structure of
our modelling pipeline enables free exploration of different
model configurations, including the choice of physical pa-
rameters and the recipe or prescriptions for specific physical
processes.

5.1 High-redshift AGN populations and their role in
cosmic reionization

The nature of the sources of reionization is one of the funda-
mental questions in cosmology. The interplay between AGN,
which have harder spectra but are more rare, and galaxies,
which are less efficient at producing ionizing photons, but
are more common, is one of the primary open questions.
Direct observational constraints on the faint AGN popula-
tion at high redshift are not currently available. Therefore,
simultaneously considering the observational constraints on
hydrogen and helium reionization provides a promising av-
enue to address this issue. In the past, this has usually been
addressed using empirical descriptions of the AGN luminos-
ity function (extrapolated below the observed population)
combined with simple scaling relations or template SEDs.
In this work, we present a significant step forward by us-
ing a physics-based model, which we confirm produces AGN
LFs that are consistent with observations within the un-
certainties. This model is coupled with the physical AGN

spectral synthesis model of KD18, which we showed predicts
considerably more scatter in key quantities than is gener-
ally reflected in the simplified scaling relations. Moreover,
as these empirical approaches are typically based on bright
(observable) AGN, we showed that they may systematically
overestimate the ionizing photon budget.

5.1.1 Helium reionization

According to our predictions, if the AGN escape fraction
were 100% (as assumed in many previous studies), helium
would be ionized as early as z ∼ 5. As this is inconsistent
with observations which suggest that helium reionization is
still in progress at z ∼ 2.7, we suggest that a more likely
scenario, and one that is consistent with our state-of-the-art
knowledge about the fraction of obscured AGN and multi-
wavelength AGN luminosity functions, is that the effective
AGN escape fraction for helium ionizing photons is closer to
10% on average. Of course, how the effective escape fraction
varies from one object to another, or effectively changes for
the overall population over cosmic time, is extremely uncer-
tain. We consider a scenario in which the escape fraction is
as high as 30% at z ∼ 7 and declines to 10% at z ∼ 2. This
results in the completion of helium reionization by z ∼ 3.5,
a bit early compared to some observational constraints. Our
models predict that the bulk of the helium ionizing photons
at z > 4 are from AGN with bolometric luminosities less
than 1012L�, and are hosted by halos with mass less than
1011.5M�.

5.1.2 Hydrogen reionization

The other side of the coin is whether these AGN play a signif-
icant role in hydrogen reionization. To address this question,
we consider the galaxy populations that are self-consistently
predicted by these same models, along with their produc-
tion and emission of ionizing photons, which have also been
studied in Paper IV. We find that during the epoch of hy-
drogen reionization (z > 6), in our models AGN produce
1% or less of the ionizing photon budget relative to that
produced by galaxies. Therefore, we conclude that AGN are
unlikely to have contributed significantly throughout most
of hydrogen reionization. However, the ionizing photon bud-
get contributed by AGN rises rapidly at z < 6, with AGN
contributing 30% of the ionizing photon budget at z = 4 and
60% at z = 2 (not accounting for any escape fraction). Thus,
it appears that while the ionizing emissivity contributed by
galaxies may be starting to decline already by z ∼ 4, the
contribution from AGN is rising steeply over this same in-
terval, perhaps helping to account for the relatively constant
ionizing emissivity implied by observations.

5.2 Our results in the context of other model predictions

We compared our predicted AGN luminosity functions with
predictions from a compilation of state-of-the-art hydrody-
namic simulations from z = 2–4 (predictions at higher red-
shifts were not easily available). It is interesting that these
simulations produce a very wide range of predicted AGN
LFs over this redshift range, with different normalizations
in some cases, and in some cases very different faint end

MNRAS 000, 1–26 (2021)



20 L. Y. A. Yung et al.

slopes. Our predictions are by no means an outlier in this
compilation, and in fact are roughly close to the median
between the predictions from different hydrodynamic sim-
ulations. This highlights how observed AGN LFs at high
redshift can help to constrain the physics regulating black
hole accretion in current simulations.

We also anchored and cross checked our model outputs
against a variety of observational constraints. For instance,
the SEDs for AGN accreting at near-Eddington rates re-
produces the observed power-law, as well as the correlation
between MBH and ε912. We incorporate a detailed estimate
of nuclear obscuration using the radiation lifted torus model
of Buchner & Bauer (2017) to forward model our predictions
for the hard X-ray luminosity function, and show that they
agree well with observational constraints. We also compare
our predictions with the estimated observed bolometric lu-
minosity function reported by Shen et al. (2020), which they
obtained by correcting for obscuration and attenuation and
performing bolometric corrections on a comprehensive set of
multi-wavelength AGN LFs, and find good agreement within
the considerable uncertainties.

Although our predicted bolometric LFs are in good
agreement with the observational constraints presented by
S20, we predict a cosmic emissivity ε912 that is a factor of
10 higher than the one they quote over all redshifts (see
Fig. 10). We have carried out a thorough comparison be-
tween our work and that of S20, and first ruled out the
assumed AGN spectra as the main source of difference (see
Fig. 3). Instead, the reason is that S20 calculated the emis-
sivity at 1450Å (ε1450) by integrating the observed UVLF
and then assumed a power-law spectra to convert that into
ε912. Effectively, this assumes that obscured AGN, which are
not present in UV-selected samples, do not contribute to the
ionizing photon budget. We note that the other past studies
compared in Fig. 10 also adopt a similar approach to track
the ionizing emissivity and are rooted in similar UV1450 ob-
servations and empirical relations. However, we have pointed
out that there is strong observational evidence that AGN
obscuration and the escaping ionizing emission is extremely
anisotropic. Therefore, although an AGN might drop out of
the sample when observed from a particular line of sight, we
would expect ionizing photons to potentially be able to es-
cape over some solid angle in other directions. Therefore, this
effective escape fraction (which likely depends on how AGN
feedback has cleared gas and dust, producing channels where
ionizing radiation can escape) is one of the key parameters in
understanding the role of AGN in reionization. For this rea-
son, we advocate for a cleaner separation between ionizing
photon production rate and escape fraction. We suggest that
the production of ionizing photon should first be estimated
based on the unobscured, unattenuated luminosity function.
This will have significantly different implications for physi-
cal quantities such as the growth rate and mass functions of
SMBH at high redshift, which we may eventually be able to
test through gravitational wave experiments such as LISA.

5.3 Major caveats and limitations of current models

In this subsection we discuss the most significant outstand-
ing observational and theoretical uncertainties, including
some caveats about our current models.

Similar to that of galaxies, the ionizing emissivity of

AGN can be broken down into three moving parts, the abun-
dance of AGN across cosmic time, their intrinsic production
efficiency of ionizing photons, and the fraction of ionizing
photons that escape to the IGM. The true abundance of
AGN, especially the faint AGN that our models predict are
the dominant source of ionizing photons in the early uni-
verse, are difficult or impossible to observe with current fa-
cilities. The deepest and most complete surveys are in the
rest-UV, which may miss many objects either because they
become too red to be included in colour-selected QSO sur-
veys or because they become too faint to be detected at all.
Enormous progress has been made in recent years in building
up the X-ray detected AGN population at high redshift, but
for the moment only the brightest objects can be detected
at z > 4.

For the same reasons, the spectral characteristics of
faint, high redshift AGN are also poorly constrained. Many
studies adopt scaling relations between AGN bolometric lu-
minosity and the luminosity in a specific band (bolomet-
ric corrections), which are obtained from nearby, luminous
AGN. As we have pointed out, there can be scatter in these
relations, which may correlate with the BH physical prop-
erties such as mass and accretion rate, and there are cur-
rently few observational constraints on the relevant popula-
tions. Even physics-based spectral models such as the one
from KD18, used here, still contain some free parameters,
which are currently calibrated to reproduce a handful of
well-measured AGN spectra in the nearby universe. These
parameters characterize the physical characteristics, such as
electron temperature and spectral index for each of the ra-
diating regions, as well as the radius and scale height of the
disc region. Although these parameters are not anticipated
to evolve as a function of redshift, some of these charac-
teristics may have implicit dependences on the mass and
accretion rate of the accreting black hole, and could vary to
some degree for AGN of masses that have not been explicitly
tested.

The ionizing photon escape fraction is the least con-
strained among the three moving parts. We are not aware of
any direct observational constraints on the escape fraction of
helium or hydrogen ionizing photons from AGN. Moreover,
it is extremely difficult to obtain accurate predictions from
simulations, since this quantity is certainly highly sensitive
to the detailed structure of gas and dust over a vast range of
scales, from the scales of the accretion disk and torus around
the BH, to the galactic-scale outflows that may clear chan-
nels through which photons can escape (Benson et al. 2013;
Seiler et al. 2018). This is a critical but challenging area for
future work.

Turning to the theoretical models used in this work, we
describe the main caveats and uncertainties.

We have used an Extended Press-Schechter based algo-
rithm to generate merger trees, as this enabled us to probe
a much larger dynamic range than would have been possible
with N -body simulations. However, the EPS formalism is
known to be inaccurate at the factor of 2 level, and is not
well tested at extreme redshifts. We have previously com-
pared our predictions for galaxy properties with predictions
from other numerical models and simulations (Yung et al.
2019b; Behroozi et al. 2020), finding order unity agreement,
providing confidence that this is not a significant source of
error. EPS merger trees also do not correctly reflect the
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known correlations, found in N-body simulations, between
halo properties such as concentration, and mass accretion
history, and do not enable predictions of spatial clustering
of halos or their progenitors.

One of the major uncertainties in theoretical models
of black hole formation is the mechanism or mechanisms
by which seed black holes are formed in the early Universe,
which has implications both for the masses of halos in which
these objects form and their mass function. Scenarios include
seeds from remnants of Pop III stars, which would popu-
late nearly every halo down to very low masses (∼ 105M�)
with ‘light’ seeds (∼ 100M�), to direct collapse or grav-
itational runaway scenarios, which would populate only a
fraction of more massive halos with more massive seeds
(∼ 104 − 105M�; for reviews, see (Volonteri 2010; Greene
et al. 2020)). Most current cosmological simulations simply
populate halos above a critical mass with a seed BH with
a fixed mass. Our algorithm is similar: we populate every
‘top level’ halo with a seed BH with mass mseed. A heavy
seeding mechanism could help to explain the difficulty of
growing very massive black holes in the very early (z > 7)
Universe without invoking super-Eddington accretion, but
current theoretical predictions suggest that it is difficult to
produce these seeds at a high enough number density to
explain these objects (Visbal et al. 2018, 2020). For recent
exploration of the impact of different seeding mechanisms on
AGN populations at high redshift, see Ricarte & Natarajan
(2018a), Ricarte & Natarajan (2018b).

A second major uncertainty is the intertwined processes
that govern black hole accretion and feedback (which is
thought to regulate the black hole accretion as well as star
formation). Cosmological simulations typically assume a ver-
sion of the Bondi-Hoyle model for BH accretion, but recent
hyper-refinement simulations with direct capture to mea-
sure BH accretion have shown that this approximation can
be off by many orders of magnitude, and may not even pre-
dict the correct dependence on BH mass (Anglés-Alcázar
et al. 2020). Cosmological simulations also adopt various dif-
ferent phenomenological approximations to represent AGN
feedback, often including multiple feedback ‘modes’ asso-
ciated with rapid (close to Eddington) or slow (very sub-
Eddington) accretion onto the BH (see Somerville & Davé
2015, and references therein for reviews). The large disper-
sion in the predicted AGN LFs from different simulations
shown here presumably largely reflects the major uncertain-
ties in modeling these processes. In this work, we adopt the
model for black hole growth and feedback first presented
in S08, and extensively tested in the context of predictions
for AGN populations in Hirschmann et al. (2012). Although
this model is based on a generation of hydrodynamic simu-
lations that is no longer state-of-the-art, we argue that our
predictions are still robust for this study, both because we
have demonstrated good agreement with observed AGN LFs
and because our predictions are consistent with those of re-
cent cosmological hydrodynamic simulations. However, more
physical modeling of these processes is clearly a high priority
for the next generation of models.

Finally, we adopted a simplified analytic model to es-
timate the volume filling fraction of ionized hydrogen and
helium. Similar to our discussion on the reionization model
in Paper IV, this analytic approach does not capture the po-
tential ‘patchiness’ of the progression in the evolution of ion-

ized volume due to the density fluctuations and clustering of
sources, as shown by numerous numerical simulations (Trac
& Cen 2007; Hassan et al. 2016, 2017; Mutch et al. 2016;
Hutter et al. 2020). We add that while the epochs of hydro-
gen and helium reionization are treated as separate events
in this work, which is a practice that has been justified and
adopted in many similar studies, in reality, the presence of
early X-ray sources may heat up both both hydrogen and he-
lium in the IGM, giving rise to an additional channel where
intergalactic hydrogen can be collisionally ionized by free
electrons arising from photoionized He i (Venkatesan et al.
2001). This effect will be further explored in an upcoming
work where we fully couple the AGN–helium reionization
framework presented in this work and the galaxy–hydrogen
reionization framework presented in Paper IV (Yung et al.,
in preparation).

In addition, it is evident that AGN emission is highly
stochastic and anisotropic (Lau et al. 2017), which causes ad-
ditional complications for detailed radiation transport mod-
eling. As the IGM gas density in highly clustered regions is
expected to be higher than the universal average, the shorter
recombination timescale will cause a slow down as the ion-
ization front progresses through these regions. As it is known
that luminous quasars tend to form in more highly clustered
regions than low-mass galaxies, this could have important
implications for the relative topology of hydrogen vs. he-
lium, which however our current models cannot capture.

5.4 Outlook for probing faint high-z AGN with JWST
and beyond

One of the main science goals of the highly-anticipated
JWST is to survey the extremely distant universe, and it
is expected that JWST will detect objects several orders
of magnitude below the current limit of HST. Photometric
and grism surveys with the on-board Near-Infrared Camera
(NIRCam) and Near-Infrared Imager and Slitless Spectro-
graph (NIRISS) will detect large numbers of objects at high
redshift. While these upcoming surveys are predominantly
searching for star-forming galaxies, they will also presum-
ably detect some AGN. Follow-up spectroscopy with the
Near-Infrared Spectrograph (NIRSpec) will enable identi-
fication of AGN candidates and will provide insights about
their spectral characteristics. Particularly promising is the
use of nebular emission line ratios in the rest-UV, which
have been shown to provide a more robust discriminator be-
tween AGN and SF/composite galaxies at high redshift than
traditional BPT diagnostics (Feltre et al. 2016; Hirschmann
et al. 2017, 2019). We intend to extend our models in the
near future to enable predictions of such emission lines and
explore the potential of JWST to identify faint, high-redshift
AGN in this manner. Moreover, we expect the extended
line emission predictions will deliver additional observable
signatures that enable direct comparison with low-redshift
analogs, such as Green Pea galaxies (e.g. Jaskot et al. 2019).

Planned wide-field survey instruments, such as the
Nancy Grace Roman Space Telescope (Spergel et al. 2015,
formerly known as the Wide-Field Infrared Survey Telescope
or WFIRST ) and the Vera C. Rubin Observatory (LSST Sci-
ence Collaboration 2017, formerly the Large Synoptic Sur-
vey Telescope or LSST ) will increase survey coverage by a
factor of hundreds compared to current generation instru-
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ments, which will dramatically increase the ability to find
these rare objects. In the near future, we plan to deliver
forecasts in mock lightcone format similar to the ones pre-
sented by Somerville et al. (2021) but of multiple square
degrees (Yung et al., in preparation).

Looking further into the future, upcoming approved
facilities, such as the X-ray Advanced Telescope for High
ENergy Astrophysics (ATHENA) mission and the gravita-
tional wave detector Laser Interferometer Space Antenna
(LISA), as well as the proposed NASA X-ray mission con-
cepts Advanced X-ray Imaging Satellite (AXIS) and Lynx
(Weisskopf et al. 2015), will enable multi-wavelength and
multi-messenger surveys that will provide unprecedented
constraints on the high redshift population of supermassive
black holes and their accretion rates.

6 SUMMARY AND CONCLUSIONS

In this work, we constructed a computationally efficient
modelling pipeline that is based on the versatile Santa Cruz
SAM. Benefiting from the wide dynamic range achievable
by the SAM, we are able to self-consistently model a wide
range of objects, including the ones that are too rare to
be captured in cosmological hydrodynamic simulations and
the ones that are too faint to be seen in current observa-
tions. This is achieved by coupling the SAM with the KD18
physical AGN spectral model, which outputs physically-
motivated SEDs from a model with three distinct radiating
zones near SMBHs, dependent on black hole mass and ac-
cretion rate, with a number of assumptions regarding the
geometry and conditions within these zones. By combining
the SAM prediction for the distributions of BH masses and
AGN accretion rates at different cosmic times with these
SED models, we compute the cosmic budget for both hy-
drogen and helium ionizing photons. This is then combined
with an analytic reionization model to forward model the
cosmic reionization history.

By making use of three physically motivated models
that operate at vastly different physical scales, we con-
nect the ‘ground-level’, small-scale black hole physics to the
‘top-level’ cosmological observables, such as AGN luminos-
ity functions and the IGM reionization history across cos-
mic time. This gives a comprehensive overview of the set
of physics derived from observing the nearby Universe and
simulations, and provides an outlook on the objects forming
in the high-redshift Universe to be detected with the next
generation of instruments.

We presented predictions for AGN populations at z = 2
to 7 with the black hole growth feedback models embedded
in the well-established Santa Cruz SAM. We found that the
recently published version of these models from Somerville
et al. (2021) and the Yung et al. ‘semi-analytic forecasts for
JWST’ series produce very good agreement with the hard
X-ray luminosity function.

We conducted a controlled experiment and found that
increasing the scatter in the mBH–mbulge relation from the
value calibrated at z ∼ 0 yields more luminous AGN at
z & 2 and improves the agreement with the bright end of
the observed AGN luminosity functions between z ∼ 2 to 4.

We constructed an extended modelling pipeline to link
the predicted AGN populations to the subsequent reioniza-

tion history of intergalactic hydrogen and helium. This is
done by forward modelling the AGN SEDs based on the pre-
dicted black hole mass and accretion rate in halos across a
wide mass range. We provided predictions for the helium ion-
izing emissivity by summing over the contribution from all
predicted AGN. We then tracked the progression of the ion-
ized volume fraction for intergalactic helium utilizing an an-
alytic reionization model. Our models enable self-consistent
investigation of the evolution in the AGN populations across
cosmic time and their impacts on the cosmic environment.

This work adds new capabilities of predicting spectra
and photometry for AGN, as well as their underlying physi-
cal properties to a larger forecasting framework, which pro-
vides tailored predictions for high-redshift observations with
JWST and other instruments.

We summarize our main conclusions below:

(i) Using an AGN model that is empirically calibrated
and well-tested at low redshifts in conjunction with a phys-
ical AGN spectral model, we provide predictions for AGN
LFs, helium ionizing photon production rate, and ionized
volume fraction between z = 2 to 7.

(ii) We show that empirical relations that are commonly
used to link different observable quantities neglect significant
scatter that arises from variation in the physical properties
of AGN.

(iii) Our physical model predicts a factor of ten higher
helium ionizing emissivity compared to many past studies.
We show that this is due to the assumption in previous
studies that AGN that are missing from observed UV lu-
minosity functions due to attenuation or obscuration do not
contribute to the ionizing photon budget.

(iv) Our self-consistent calculations demonstrate that
hard ionizing photons produced by accreting SMBHs be-
tween z = 2 to 7 are sufficient to fully reionize the inter-
galactic helium by z ∼ 2, with a moderate assumed escape
fraction of ∼ 10%. This roughly agrees with the fraction of
Compton-thin, UV-unattenuated AGN estimated from AGN
surveys.

(v) According to our predictions, AGN contribute less
than ten percent of the hydrogen ionizing photons at z > 6.

(vi) We provide scaling relations for Ṅion,He ii as a function
of Mh throughout the epoch of helium reionization, which
may be useful for cosmological-scale reionization simulations
where baryonic physics is not resolved.

(vii) We project that AGN of logLbol/L� = 10 to 11 are
responsible for producing most of the ionizing photons at
z ∼ 3 to 4, during the epoch where intergalactic helium is
getting reionized most rapidly.

(viii) The contribution of ionizing photons from AGN in-
creases rapidly at z < 6, until they are contributing an
equal or slightly larger amount than star forming galaxies
by z ∼ 2. This may help to sustain hydrogen ionization at
late times, in a scenario where galaxy escape fractions turn
out to be extremely low (less than a few percent).
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Davé R., 2019a, MNRAS, 483, 2983

Yung L. Y. A., Somerville R. S., Popping G., Finkelstein S. L.,
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APPENDIX A: AGN UV ATTENUATION AND
OBSCURATION

In this Appendix, we provide an additional diagnostic dia-
gram, Fig. A1, for UV attenuation applied to our AGN based
on the prescriptions described in Section 3.1.2. This relation
is not expected to evolve with time as none of the model
components involved in this calculation explicitly depends
on redshift. We also note that the upper limit of this rela-
tion is inherited from the fixed ratio that converts neutral
hydrogen to colour excess. The data points in the scatter
plot are colour-coded for the X-ray luminosity Lx of pre-
dicted AGN, which is one of the variables that influences
the prediction of NH in the radiation-lifted torus model pro-
posed by Buchner & Bauer (2017). This figure is comparable
to a similar figures for galaxies presented in fig. 4 in Paper I.

10 13 16 19 22 25 28
Rest-frame UV 1450 magnitude (without dust)

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

A U
V1

45
0

41 42 43 44 45

log LX / erg s 1

Figure A1. Distribution of intrinsic rest-frame UV1450 magnitude

versus UV-band attenuation for our simulated AGN population.
Here we show all AGN predicted across z = 2 – 7 since none of

the model components used in this calculation explicitly depend
on redshift. The data points are colour-coded to indicate their

intrinsic hard X-ray luminosity.

APPENDIX B: EXTENDED PREDICTIONS ON UV
LUMINOSITY FUNCTIONS

Upon updating the black hole growth model to include the
feeding of cold gas via disc instability, we are also predict-
ing some stronger AGN feedback onto the galaxies form-
ing in larger halos. As a result of that, fewer bright, mas-
sive galaxies have formed, and therefore the amount of at-
tenuation by dust required to reproduce the observed UV
LFs have gone down slightly. The re-calibrated redshift
evolution of the redshift-dependent dust optical depth is
τdust,0 = −0.001543z + 0.01583. See section 2.6 in Paper I
for full description for our dust attenuation model. We com-
pare this updated parameter with previous work in Fig. B1
(Somerville et al. 2012; Yung et al. 2019a).

We present rest-frame UV (1600Å) luminosity functions
at z = 4 to 7 from the set of predictions shown in this
work (red, forming in root halos spanning Vvir = 100 –
1400 km s−1), compared to predictions from previous work
(blue, Vvir = 20 – 500 km s−1). These luminosities only ac-
count for radiation from stellar populations but not AGNs.
Both sets of predictions share an identical ‘fiducial’ model
configurations (see Paper I for detail). The finer grid of root
halos behind these new predictions provides more reliable
sampling for the population of bright galaxies forming in
massive halos. Note that massive objects at this redshift
range are extremely rare and they are unlikely to be picked
up by the relatively small field of view of JWST. These re-
sults are shown in Fig. B2 and tabulated values in Table
B1.
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Figure B1. The τdust,0(z) values required to reproduce observa-
tions in the current model (red solid line), compared to the values

adopted in Somerville et al. (2012, green dashed line) and Yung

et al. (2019a, blue dashed line).

Table B1. Tabulated UV LFs at z = 4–7 predicted for new halo
mass range as presented in Fig. B2.

MUV z = 4 z = 5 z = 6 z = 7

−25.5 −11.97 — — —

−25.0 −9.73 −12.78 — —

−24.5 −9.22 −10.53 −11.03 −12.08
−24.0 −8.18 −8.86 −10.20 −10.44

−23.5 −6.87 −7.66 −8.33 −8.92
−23.0 −6.12 −6.78 −6.98 −7.25

−22.5 −5.12 −5.35 −5.75 −5.91

−22.0 −4.36 −4.46 −4.81 −5.06

APPENDIX C: COMPARISON TO EMPIRICAL
CONVERSION

In Fig. C1, we compare the radiative efficiency εr ≡
Lbol/(Ṁaccc

2) from our predictions with the typical values
adopted in past studies (Hopkins et al. 2007a; Hirschmann
et al. 2012). While some z ∼ 0 observations indicate that an
acceptable range would be 0.04 < εr < 0.16 (Marconi et al.
2004), this work demonstrates how this quantity varies as a
function of BH mass and accretion rate.

APPENDIX D: SELECTED TABULATED DATA

We provide tabulated data for AGN LFs and ionizing emis-
sivity as a function of halo mass in Table D1 and Table D2.
The full range of tabulated data is available online in our
data release portal.

This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure B2. Rest-frame UV LFs from our fiducial model for galaxies
predicted in this work (red, Vvir = 100 – 1400 km s−1) and from

previous works in the paper series (blue, Vvir = 20 – 500 km s−1).
We also include a compilation of observational constraints from

Finkelstein (2016, circles) as shown in Paper I. We also include

the AGN UVLFs predicted in this work for comparison (magenta
line and shaded area, see Fig. 7 and associated text for detail).
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Figure C1. Left panel: AGN radiative efficiency εr versus Eddington-normalized accretion rate, ṁ, colour-coded for MBH, assuming

isotropic emission (inclination 45◦). This distribution is compared to the constant values adopted in Hopkins et al. (2007a) and Hirschmann
et al. (2012). Right panel: εr versus accretion rate in physical units, colour-coded for MBH. These figures illustrate the large scatter in

radiative efficiency that is not captured by commonly used empirical conversions.

Table D1. Tabulated AGN LFs at z = 2–7 predicted for new halo

mass range.

log(Lbol/L�) z = 2 z = 3 z = 4 z = 5 z = 6 z = 7

9.0 −3.61 −3.05 −2.81 −2.78 −3.03 −3.29

9.5 −3.32 −2.91 −2.78 −2.89 −3.21 −3.65
10.0 −3.25 −3.01 −2.97 −3.11 −3.54 −4.19

10.5 −3.45 −3.22 −3.23 −3.52 −4.05 −4.91

11.0 −3.65 −3.47 −3.55 −3.89 −4.58 −5.53
11.5 −3.85 −3.75 −3.87 −4.26 −5.30 −6.31

12.0 −4.18 −4.04 −4.23 −4.81 −5.65 −7.22
12.5 −4.47 −4.42 −4.59 −5.41 −6.35 −7.76

13.0 −4.74 −4.82 −5.03 −5.87 −7.61 −9.33

13.5 −5.21 −5.26 −5.80 −6.66 −8.61 —
14.0 −5.72 −6.36 −6.96 −8.38 — —

14.5 −6.38 −7.58 −8.03 — — —
15.0 −8.89 −8.39 — — — —
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Table D2. Tabulated log(Ṅion,He/Mh) at z = 2–7 predicted for new halo mass range.

log((Ṅion,He/Mh)/(s M�)−1)

log(Mh/M�) z = 2 z = 3 z = 4 z = 5 z = 6 z = 7

11.00 52.47+0.75
−0.80 52.20+0.85

−0.86 52.01+0.83
−0.81 52.06+0.76

−0.85 52.11+0.70
−0.78 52.08+0.60

−0.58

11.50 52.82+0.99
−0.95 52.78+1.07

−1.04 52.61+1.08
−1.09 52.57+0.98

−1.11 52.60+0.83
−0.93 52.58+0.73

−0.63

12.00 53.97+0.94
−1.24 53.94+1.00

−1.45 53.52+1.18
−1.27 53.39+1.03

−1.10 53.38+0.82
−0.84 53.22+0.89

−0.76

12.50 55.04+0.66
−0.99 54.70+0.80

−1.25 54.36+0.93
−1.79 53.90+1.04

−1.18 53.90+0.90
−0.90 53.80+0.75

−0.88

13.00 55.64+0.38
−1.15 55.30+0.60

−0.97 54.75+0.77
−1.57 54.27+0.98

−1.56 54.03+1.00
−1.12 53.84+1.00

−0.93

13.50 55.74+0.55
−1.06 55.60+0.60

−0.93 55.30+0.58
−1.23 54.46+0.94

−1.59 54.08+1.25
−1.38 54.00+0.85

−1.03

14.00 56.10+0.38
−0.85 55.65+0.65

−0.76 55.35+0.73
−1.21 54.85+0.74

−1.44 53.93+1.17
−1.35 53.17+1.60

−0.67
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