Experimental and computational investigation of flow boiling in microgravity
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Abstract – This study explores use of Computational Fluid Dynamics (CFD) to predict near-saturated flow boiling of FC-72 in microgravity. The computational method employs transient analysis to predict detailed interfacial behavior and heat transfer characteristics along a rectangular channel heated along two opposite walls. Predicted results are validated against experimental temperature measurements and high-speed video images captured during a series of parabolic aircraft maneuvers for three sets of operating conditions which include variations of both mass velocity and wall heat flux. The computational method is based on the multi-phase volume of fluid (VOF) model, which is combined with appropriate phase change and turbulence models, and accounts for both shear-lift force on bubbles and conjugate heat transfer along the heating walls. A key advantage of the CFD method is ability to capture details that are very difficult to measure experimentally, including detailed spatial variations of bubble shape, void fraction, mixture fluid temperature, liquid velocity, and vapor velocity, results for which are presented for each of the three test cases. Different flow regimes predicted along the heated length exhibit a number of dominant mechanisms including bubble nucleation, bubble growth, coalescence, vapor blankets, interfacial waviness, and residual liquid sub-layer, all of which agree well with experiment. Vapor velocity is shown to increase appreciably along the heated length because of increased void fraction, while liquid velocity experiences large fluctuations. Non-equilibrium effects are accentuated with increasing mass velocity, contributing minor deviations of fluid temperature from simulations compared to those predicted by the analytical method. Predicted wall temperature is fairly uniform in the middle of the heated length but increases in the entrance region, due to sensible heat transfer in the subcooled liquid, and decreases toward the exit, mostly because of flow acceleration resulting from increased void fraction.
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_p$</td>
<td>specific heat at constant pressure</td>
<td>J/(kg·K)</td>
</tr>
<tr>
<td>$\Delta c$</td>
<td>computational cell height normal to the surface</td>
<td></td>
</tr>
<tr>
<td>$E$</td>
<td>energy per unit mass</td>
<td>J/kg</td>
</tr>
<tr>
<td>$F$</td>
<td>force</td>
<td>N/m³</td>
</tr>
<tr>
<td>$G$</td>
<td>mass velocity</td>
<td>kg/m²s</td>
</tr>
<tr>
<td>$g$</td>
<td>gravitational acceleration</td>
<td>m/s²</td>
</tr>
<tr>
<td>$H$</td>
<td>longer dimension of flow channel’s cross section</td>
<td></td>
</tr>
<tr>
<td>$h$</td>
<td>enthalpy</td>
<td>J/kg</td>
</tr>
<tr>
<td>$h_{fg}$</td>
<td>latent heat of vaporization</td>
<td></td>
</tr>
<tr>
<td>$I$</td>
<td>turbulence intensity</td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td>thermal conductivity</td>
<td>W/m·K</td>
</tr>
<tr>
<td>$k_{eff}$</td>
<td>effective thermal conductivity</td>
<td></td>
</tr>
<tr>
<td>$L_d$</td>
<td>development length of flow channel in experiment</td>
<td></td>
</tr>
<tr>
<td>$L_e$</td>
<td>exit length of flow channel in experiment</td>
<td></td>
</tr>
<tr>
<td>$L_{Entrance}$</td>
<td>entrance length in computational domain</td>
<td></td>
</tr>
<tr>
<td>$L_{Exit}$</td>
<td>exit length in computational domain</td>
<td></td>
</tr>
<tr>
<td>$L_h$</td>
<td>heated length of flow channel</td>
<td></td>
</tr>
<tr>
<td>$\dot{m}$</td>
<td>volumetric mass transfer</td>
<td>kg/m³</td>
</tr>
<tr>
<td>$n_w$</td>
<td>direction normal to the wall</td>
<td></td>
</tr>
<tr>
<td>$P$</td>
<td>pressure</td>
<td>Pa</td>
</tr>
<tr>
<td>$Pr$</td>
<td>Prandtl number</td>
<td></td>
</tr>
<tr>
<td>$q''$</td>
<td>heat flux</td>
<td>W/m²</td>
</tr>
<tr>
<td>$\bar{q}''$</td>
<td>spatially averaged surface heat flux</td>
<td></td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
<td></td>
</tr>
<tr>
<td>$r_i$</td>
<td>mass transfer intensity factor</td>
<td>1/s</td>
</tr>
<tr>
<td>$S_h$</td>
<td>volumetric energy source</td>
<td>W/m³</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature</td>
<td>°C, K</td>
</tr>
<tr>
<td>$T^*$</td>
<td>dimensionless temperature</td>
<td></td>
</tr>
<tr>
<td>$\bar{T}$</td>
<td>spatially averaged temperature</td>
<td></td>
</tr>
<tr>
<td>$t$</td>
<td>time</td>
<td>s</td>
</tr>
<tr>
<td>$t_s$</td>
<td>thickness of wall in computational domain</td>
<td></td>
</tr>
<tr>
<td>$t_w$</td>
<td>direction tangential to the wall</td>
<td></td>
</tr>
<tr>
<td>$u$</td>
<td>velocity</td>
<td>m/s</td>
</tr>
<tr>
<td>$u_c$</td>
<td>compression velocity</td>
<td></td>
</tr>
<tr>
<td>$W$</td>
<td>heated width of flow channel</td>
<td></td>
</tr>
<tr>
<td>$x$</td>
<td>$x$-direction coordinate</td>
<td></td>
</tr>
<tr>
<td>$x_e$</td>
<td>thermodynamic equilibrium quality</td>
<td></td>
</tr>
<tr>
<td>$y$</td>
<td>$y$-direction coordinate</td>
<td></td>
</tr>
<tr>
<td>$z$</td>
<td>$z$-direction coordinate (flow direction)</td>
<td></td>
</tr>
</tbody>
</table>
Greek symbols

$\alpha$  volume fraction; void fraction
$\bar{\alpha}$  spatially averaged volume fraction of vapor evaluated on surface
$\Gamma$  mass transfer rate (kg/m$^3$/s)
$\varepsilon$  turbulent dissipation rate (m$^2$/s$^3$)
$\theta_w$  contact angle (°)
$\mu$  dynamic viscosity (kg/m·s)
$\rho$  density (kg/m$^3$)

Subscripts

$D$  hydraulic diameter
$e$  Earth (terrestrial condition)
$f$  liquid
$g$  vapor
$in$  inlet
$m$  mixture
$sat$  saturation
$sub$  subcooling
$w$  wall

1. Introduction

1.1 Importance of Two-phase Cooling to Space Missions

The recent intensified interest in space missions to the Moon, Mars and beyond has spurred space agencies worldwide to aggressively pursue new system architectures aimed at greatly enhancing mission capability. Examples include not only the missions to the Moon and Mars, but also Lunar and Martian habitat and missions to deep space.

Future manned space missions are expected to increase in distance, duration and therefore power requirements. Enhancing mission performance is contingent on ability to enhance energy efficiency and reduce both size and mass for all subsystems in a space vehicle. Examples include nuclear power generation for deep space missions, cryogenic storage and transfer, and vehicle thermal management. The latter is tackled using a Thermal Control System (TCS), which is responsible for maintaining temperature and humidity inside the space vehicle (also planetary habitat). During the past two decades, NASA reports have pointed to the enormous potential of two-phase thermal management to greatly reduce size and mass of TCS components compared to a TCS utilizing single-phase liquid [1]. A key drawback of the single-phase liquid TCS is reliance on sensible heat alone to both acquire and transport the heat. A two-phase TCS, on the other hand, capitalizes on both sensible and latent heat to acquire the heat from cabin and avionics, and reject it via a condenser/radiator to deep space. The size and mass reductions with a two-phase TCS are
attributed to orders of magnitude enhancement in heat transfer coefficients associated with both flow boiling and condensation. However, implementation of flow boiling and condensation will require a thorough understanding of how these heat transfer modes are influenced by reduced gravity [2]. The present study concerns the influence of reduced gravity on flow boiling.

1.2 Implementation of Boiling in Microgravity

The merits of boiling heat transfer in microgravity have been explored for nearly six decades. While capillary-based TCS (conventional heat pipes, loop heat pipes and capillary pumped loops) are still widely used in space systems (especially satellites), these systems are quite limited in terms of both heat flux and total heat load capabilities [3]. This explains the intense interest in pool boiling in microgravity dating back to the early 1960s and continuing into the first decade of the 21st century [4-6].

However, it is presently recognized that pool boiling poses severe challenges when implemented in microgravity, key among which is that bubbles grow to very large size and tend to coalesce with neighboring bubbles with higher frequency (compared to pool boiling in Earth gravity), culminating in the formation of a large ‘primary’ bubble that covers a significant part of heated surface as well as interrupts the liquid replenishment process. This unique interfacial behavior accelerates dryout on the heated surface, resulting in unusually low values of critical heat flux (CHF).

A more effective strategy to ensuring viability of boiling in microgravity is to utilize a pumped fluid system [7,8]. In the absence of a body force to remove vapor bubbles from the boiling surface, flow boiling can augment cooling performance by relying on bulk liquid motion to flush bubbles away from the heated surface. Here, liquid drag causes bubbles to initially slide along the heated surface, while induced shear serves to lift the bubbles away from the surface (the lift effect will be described in a later section). These forces resist formation of large insulating vapor masses as well as help maintain the liquid replenishment. Overall, these merits of flow boiling to enhance heat transfer coefficient and CHF can be amplified and effects of reduced body force nullified by increasing the flow velocity.

Since the mid-1980s, investigators at the Purdue University Boiling and Two-Phase Flow Laboratory (PU-BTPFL), including two authors of the present study, have explored implementation of a broad variety of flow boiling schemes, specifically the development of means for CHF enhancement. They include falling film [9], macro- and micro-channel [10-13], jet [14], and spray [15], as well as configurations involving combined use of micro-channels and jets [16].

1.3 Computational Fluid Dynamics (CFD) Modeling of Flow Boiling in Terrestrial and Reduced Gravity
The vast majority of studies concerning prediction of pressure drop and heat transfer coefficient for flow boiling relies on empirical or semi-empirical formulations. The former is derived entirely from experimental data (e.g., [17-21]) while the latter is based on theoretical (mechanistic) premises but fitted with empirical constants derived from experimental data for closure (e.g., [22-24]). Given their ease of use, both methods are very popular for design of thermal systems. However, their applicability is limited by reliance on data for a few fluids and which are measured over limited ranges of operating conditions. A key limitation of the same methods to design of space subsystems is reliance on experiments that are performed in Earth gravity, rendering their applicability to microgravity very questionable.

Another class of predictive tools for both flow boiling and flow condensation is theoretical models. Despite their theoretical appeal and relative ease of implementation, these models are often limited to specific flow patterns and/or operating conditions. In fact, most are focused entirely on the annular flow regime, given the simplicity of modeling provided by fully separated liquid and vapor phases (e.g., [25-28]). Additionally, flow boiling in practical devices often involves a succession of different flow patterns along the flow direction, not only annular flow.

The third class of predictive tools is Computational Fluid Dynamics (CFD), which has emerged as a very powerful design tool for a broad range of industries, including electronics, automotive, aerospace, and defense. A key attribute of CFD is ability to predict spatial and temporal flow behavior and heat transfer characteristics, which are difficult to measure experimentally. And CFD generally allows simulation of fluid flow without assumptions regarding macroscopic flow patterns. Another important advantage is ability to tackle geometrically complex flows. These merits have led to increased reliance on CFD for analysis of important flow related phenomena as well as analysis and design of flow components or entire system, and eventual optimization of such a system. But, while these merits are easily realized with single-phase flows, they are far less so for multiphase flows, especially where the phases are dispersed together. Another source of complexity is modeling of turbulence effects. And, unlike single phase flows, multiphase flows pose the challenges of modeling complex details of flow structure, such as bubble shape and its impact on interphase mass, momentum and energy transport, effects of deformation rate on bubble coalescence and breakup, and formation of macroscopic structures. Modeling turbulent effects pose yet additional difficulties.

Direct numerical simulation (DNS) represents a specific branch of CFD in which the Navier-Stokes equations are numerically solved and entire range of spatial and temporal scales of turbulence resolved instead of relying on Reynolds-averaged Navier-Stokes equations. A good example of a two-phase configuration successfully modeled using DNS is bubble growth and heat transfer associated with slug flow [29]. DNS was also coupled with a level-set (LS) method [30] to track interface between phases and predict flow boiling heat transfer in a finned micro-channel.
However, given unusually high computational demands, DNS has been successful in modeling mostly small computational domains.

Recent advances in both multiphase flow modeling and computing performance have led to development of new, robust CFD methods. Capture of hydrodynamic interactions between phases is key to accurate simulation of flow boiling processes. Currently, two approaches are widely used: Lagrangian and Eulerian. The former uses moving meshes to track interfacial behavior with a high degree of accuracy. However, repeated remeshing requires enormous computing time, which limits this method to rather simple two-phase problems, such as evolution of single bubble shape and size during flow boiling. On the other hand, the Eulerian method tracks liquid and vapor motion using a fixed grid, which significantly reduces computational expense while offering relatively good predictive accuracy. This explains the wide adoption of this method in numerous commercial CFD packages. The Eulerian approach is typically coupled with the LS method or Volume-of-Fluid (VOF) method [31] to track liquid-vapor interfaces.

Most published flow boiling CFD works have focused on terrestrial gravity conditions [32-36]. Recently, however, a few research groups extended use of CFD to operation ranging from hypergravity to microgravity. For example, Darzi and Park [37] examined hydrodynamic characteristics of horizontal vapor-liquid plug and bubbly flows of two pairs of fluids, air-water and air-oil, under gravity levels from $10^{-4}g_e$ to $2g_e$. Using VOF and SST $k$-$\omega$ models, they were able to predict buoyancy effects on flow patterns in absence of phase change quite well. In another study, Bahreini et al. [38], used CFD to simulate flow pattern changes during flow boiling of HFE-7100 along a mini-channel under both terrestrial and reduced gravity. Their simulations, which employed Color-Function VOF (CF-VOF), showed good agreement with experimental data. Agarwal and Dondapati [39] used the Eulerian method to investigate hydrodynamic characteristics and morphology of liquid hydrogen flow boiling under both terrestrial gravity and microgravity. And Zheng [40] used the Euler-Eulerian model along with the wall heat flux partition (WHFP) model to predict wall temperature distribution and CHF location for liquid hydrogen flow boiling under various gravity conditions.

1.4 Objectives of Present Study

The present study is part of a joint project between PU-BTPFL and NASA Glenn Research Center that was initiated in 2012 to develop the Flow Boiling and Condensation Experiment (FBCE) for eventual deployment on the International Space Station (ISS). The ultimate objectives of FBCE are to acquire flow boiling and condensation databases in microgravity, and to develop relevant mechanistic models as well as minimum flow rate criteria required to ensure gravity-independent flow boiling and condensation heat transfer. This study concerns the flow boiling aspects of FBCE.
The work discussed in this paper is comprised of two parts, experimental and computational. The experimental portion involves flow boiling of FC-72 in microgravity, which is simulated in a series of parabolic flight maneuvers. The experiments are conducted in a rectangular channel fitted with two opposite heating walls, and include variations in inlet mass velocity, inlet subcooling, and wall heat flux. Another important aspect of the experiments is use of high-speed video to explore axial development of interfacial features along the channel.

The computational portion of the study involves simulating select operating conditions from the experiments with the aim of predicting hydrodynamics and heat transfer characteristics. The VOF model is adopted to capture details of the interfacial behavior, including nucleation, bubble departure, vapor accumulation in the near-wall region, coalescence, and bubble breakup. A 3D computational domain is adopted which captures precise size and shape of the heated portion of the experimental channel, and with identical inlet and wall heating conditions, also accounting for conjugated heat transfer. The 3D model also provides careful assessment of interfacial phase change and surface tension force. A key feature of the computational methodology is modeling of shear-lift force, which is implemented as a User-Defined Function (UDF) to improve prediction of vapor bubble detachment. The computational work is a follow-up to previous work by two of the present authors involving 2D [41] and 3D [42,43] simulations of flow boiling for vertical upflow in terrestrial gravity. Aside from being focused entirely on microgravity conditions, the present work is intended entirely for near-saturated as opposed to highly subcooled inlet conditions of all three prior studies.

The computational results are validated against experiment for different mass velocities and wall heat fluxes with near-saturated inlet conditions. The computational method is used to investigate and predict vital characteristics of flow boiling which cannot be easily obtained from experiment, including fluid temperature, fluid velocity, void fraction, and turbulent dissipation, both across and along the flow channel.

2. Experimental Methods

2.1 Flow Boiling Facility

The test facility used in this study serves to simulate microgravity operation of NASA’s Flow Boiling and Condensation Experiment (FBCE), which is due for testing onboard the ISS starting late 2021. Microgravity in the present study is achieved in a series of parabolic maneuvers on a modified Boeing 727 aircraft, with microgravity duration per maneuver of 15 – 20 s.

Figure 1(a) shows a schematic of the two-phase flow loop that is used to supply the working fluid, FC-72, to the Flow Boiling Module (FBM) at desired operating conditions; a photo of the entire parabolic flight facility (with key components labeled) is shown in Fig. 1(b). The loop is carefully deaerated prior to a series of tests to rid the FC-72 from any non-condensable gases.
During the flight tests, the working fluid is circulated through the closed flow loop with the aid of a magnetically coupled gear pump. Exiting the pump, the liquid is routed through a control valve, a filter, and a turbine flow meter. The liquid then enters a Watlow CAST X-500 circulation heater, where its temperature is raised to desired level, before entering the FBM. All data are obtained in a vertical upflow orientation relative to the aircraft floor. Electric power is supplied to opposite heating walls of FBM causing boiling of the fluid. The mixture exiting the FBM is returned to liquid state after passing through an air-cooled heat exchanger. Located downstream of the condenser is a nitrogen-filled accumulator which is used to set a reference pressure point for the loop.

2.2 Construction of Flow Boiling Module (FBM)

The FBM is designed to enable thermal measurements while simultaneously conducting high-speed video motion analysis of interfacial features. Shown in exploded view in Fig. 2(a), the FBM consists of three transparent polycarbonate plastic plates that are bolted together between two aluminum support plates. The rectangular flow channel is formed by machining a 5.0-mm high by 2.5-mm wide slot into the central axis of the channel’s sidewall plate. The inner surfaces forming the front and back walls of the flow boiling channel are polished to optical quality. Both outer channel’s top and bottom plastic plates are milled out to insert 15.5-mm wide, 114.6-mm long, and 1.04-mm thick oxygen-free copper slabs that serve as heating walls for the FBM.

Figure 2(b) depicts an assembled view of the FBM labelled with locations of the fluid’s pressure and temperature measurements. Pressure is measured at several locations along the central axis of the flow channel using four pressure taps in the top plastic plate placed equidistantly between the FC-72 inlet port and immediately upstream of the copper heating slabs, with an additional pressure tap placed downstream of the copper slabs. Type-E thermocouples are inserted in the middle of the flow channel through the bottom plastic plate using a metal fitting near the inlet and outlet FC-72 ports.

Shown in Fig. 2(c) is a honeycomb flow straightener affixed upstream at the channel inlet to break any eddies and help straighten the flow. An entry development length 100 times the channel hydraulic diameter provides a hydrodynamically fully developed flow prior to reaching the copper heating slabs. Figure 2(c) also shows all key dimensions of the channel, including flow development length, $L_d = 327.9$ mm, heated length, $L_h = 114.6$ mm, and exit length, $L_e = 60.9$ mm, in addition to height, $H = 5.0$ mm, and width, $W = 2.5$ mm, of the channel’s cross-section. The flow is heated along width $W$ with the aid of two thin copper slabs placed opposite to one another, with the central transparent polycarbonate plate providing adiabatic sidewalls for the rectangular flow area.
Wall heating is provided by six 4.5-mm wide by 16.4-mm long 188-Ω thick-film resistors soldered to the backside of each copper slab. Resistors for each slab are connected electrically in parallel and powered by a variable voltage transformer. Two sets of seven Type-E thermocouples are inserted into shallow holes along the centerline of each copper slab between resistors; one set is used for temperature measurements and the other to activate a relay that cuts off power supply should CHF is detected.

2.3 Flow Visualization Technique

A high-speed camera is used to capture the two-phase interfacial features along the heated portion of the flow channel. A fixed frame rate of 2,217 frames per second (fps) and 2040 x 156 pixel resolution (see Fig. 3(a)) facilitate video capture of the entire heated length. Each video image sequence consists of 3000 frames, or 1.353 s of flow visualization data per test run. Illumination is provided from the backside of the flow channel by two LEDs, with a light shaping diffuser (LSD) situated between the LEDs and the channel to enhance illumination uniformity.

Figure 3(b) shows some image quality is slightly compromised due to (i) barrel distortion caused by the camera lens and (ii) defocus regions near the top and bottom of the boiling image. As shown in Fig. 3(a), the images are obtained starting at pixel element (0,0) and ending at (2040, 156) to produce images 2040 pixels horizontally by 156 pixels vertically.

2.4 Instrumentation and Experimental Uncertainty

A program is written for use with a data acquisition system to record instrument data throughout the facility. Fluid and wall temperatures are measured with type-E thermocouples having ±0.5°C accuracy. Absolute pressure transducers having an accuracy of ±0.05% are used to measure pressures at several locations along the FBM and the flow loop. The turbine flow meter has an accuracy of ±0.1%, and accuracy of the FBM heaters is ±0.5 W and the preheater ±1 W.

3. Computational Methods

3.1 Computational Sub-models and Key Constituent Formulations

Microgravity channel flow boiling is simulated with transient analysis in ANSYS-Fluent and a 3D computational domain to track interfacial behavior between liquid and vapor. The computational method employs the VOF approach for multi-phase tracking and the shear stress transport (SST) $k$-$\omega$ turbulence model with turbulence damping and viscous heating to account for eddy dissipation effects within the flow channel. In two-phase bubbly flow, shear stress is influenced by velocity fluctuations inherent to the turbulence liquid flow as well as additional turbulence induced by bubble agitation [44,45]. Turbulence in the liquid phase also plays a crucial role in determining void fraction distribution both across and along the channel [46,47]. According
to early works [48,49,50], bubble-induced turbulent mixing enhances convective heat transfer
during flow boiling, and turbulence damping and eddy dissipation at the interface are important to
accurate calculation of temperature gradient across the interface. Therefore, use of an appropriate
turbulence model is essential to accurate prediction of fluid flow and heat transfer characteristics
in flow boiling. Prior work [50] has shown that the SST $k$-$\omega$ model provides superior predictions
of temperature gradients near the liquid-vapor interface by accounting for turbulence damping.
This turbulence model also accounts of low Reynolds number effects and shear stress spreading.
Explicit scheme for volume fraction spatial discretization is used to track details of interfacial
features every time step with the aid of Geo-Reconstruction method (piecewise-linear approach),
thereby ensuring attainment of sharp interface morphology. Because of limitations of the Finite
Volume Method (FVM), poor mesh resolution can cause the interface to spread over multiple
layers of cells, reducing the accuracy of the computational results [51,52]. Excess numerical
diffusion at interfacial cells, which can arise from fluid advection and high aspect-ratio cells, is
suppressed by anti-diffusion treatment, which adds a negative diffusion source term,
$-\nabla \cdot (\vec{u} \alpha (1- \alpha))$, in the volume fraction equation [53,54].

To simplify the two-phase problem in pursuit of better computational tractability, several
assumptions are made, key among them are:

1) The vapor and liquid phases are incompressible and immiscible.
2) For each set of operating conditions, constant vapor and liquid physical properties are
assumed, which is justified by very minor pressure drop measured in experiments.

Volume of fraction of liquid and vapor phases is computed for the entire computational
domain (except solid wall) by solving the following respective continuity equations using the VOF
formulation:

$$
\frac{1}{\rho_g} \left[ \frac{\partial}{\partial t} (\alpha_g \rho_g) + \nabla \cdot (\alpha_g \rho_g \vec{u}_g) \right] = S_{\alpha_g} + \sum \left( \dot{m}_{fg} - \dot{m}_{gf} \right),
$$

where $\alpha, \vec{u}, \dot{m}$, and $\rho$ are volume fraction, velocity, mass transfer rate, and density, respectively,
with subscripts $f$ and $g$ referring to liquid and vapor phases. The volume fraction equation is not
solved for the liquid phase but computed based on the constraint that the sum of volume fractions
in each cell is always equal to unity.

The momentum and energy conservation equations are solved for the entire computational
domain in which physical properties in a cell are expressed as volume fraction averages of
properties of the individual phases. The momentum and energy conservation equations are
expressed respectively as

$$
\frac{\partial}{\partial t} \left( \rho \vec{u} \right) + \nabla \cdot (\rho \vec{u} \vec{u}) = -\nabla P + \nabla \cdot \left[ \mu \left( \nabla \vec{u} + \nabla \vec{u}^T \right) \right] + \rho \vec{g} + \vec{F},
$$

and
\[ \frac{\partial}{\partial t}(\rho E) + \nabla \cdot (\rho \mathbf{u} (\rho E + P)) = \nabla \cdot (k_{\text{eff}} \nabla T) + S_h, \]  
(3)
where \( P, E, \mathbf{F} \), and \( S_h \) refer to pressure, specific internal energy per unit volume, force vector, and source term per unit volume. Surface tension force is computed using the Continuum Surface Force (CSF) model [55]. For wall adhesion, the liquid-vapor interface normal to a cell near the wall is computed by specifying contact angle, which is given by
\[ \hat{n} = \hat{n}_w \cos \theta_w + \hat{t}_w \sin \theta_w, \]  
(4)
where \( \hat{n}_w \) and \( \hat{t}_w \) are, respectively, normal and tangential unit vectors relative to the wall, and \( \theta_w \) is the contact angle. The latent heat by phase change in the energy equation is the product of mass transfer rate and enthalpy difference between liquid and vapor.

The shear-lift force formulation proposed by Klausner et al. [56] and validated over a wide range of Reynolds numbers is employed in the present work using a user-defined function (UDF). Due to limitations of the current multiphase model, relative velocity between liquid flow and a vapor bubble attached to the heated surface cannot be accurately computed, resulting in underprediction of bubble departure. This force can have a strong influence on bubble detachment in a liquid boundary layer, and serves to drive bubbles motion away from, and bulk liquid toward, the wall. Accounting for this force is therefore paramount to accurate modeling of flow boiling heat transfer behavior. Extensive details of the numerical model and algorithm used to account for the shear-lift force are provided in prior work by two of the present authors [42].

Phase change simulations require accurate modeling of mass transfer across liquid-vapor interfaces. In recent works, the Lee model [57] has been especially popular for such calculations because of its effectiveness at predicting evaporation in bulk flow at any location where fluid temperature exceeds local saturation temperature. According to this model, the mass transfer rates per unit volume are expressed as
\[ \dot{m}_{fg} = r_i \alpha_f \rho_f \frac{(T_f - T_{\text{sat}})}{T_{\text{sat}}} \]  
(5)
for evaporation,
\[ \dot{m}_{fg} = r_i \alpha_g \rho_g \frac{(T_{\text{sat}} - T_g)}{T_{\text{sat}}} \]  
(6)
for condensation.

According to these equations, a local cell filled with superheated liquid will experience evaporation while nothing will happen if it is subcooled. On the other hand, a cell filled with vapor will incur condensation for subcooled conditions. Modelling of nucleation site density and locations is not required, and a random distribution of vapor bubble nucleation sites along the heated walls is created initially by numerical truncation error [38]. Notice that the amount of evaporation or condensation is highly dependent on the magnitude of mass intensity factor, \( r_i \) (having units of \( s^{-1} \)), which is not universal to different phase change environments. Therefore,
the value of $r_i$ adopted in a given simulation must be tuned based on working fluid, flow geometry, computational mesh, and operating conditions. In general, high $r_i$ values can cause unstable numerical convergence and low $r_i$ discrepancies between interface and saturation temperatures. While using identical $r_i$ values for both evaporation and condensation is a common practice, this assumption was shown in [42] to culminate in appreciable discrepancies in vapor bubble formations between simulation and experiment. The same study showed predictions were especially sensitive to the value of $r_i$ for evaporation. After exploring a range of $r_i$ values, best predictions for 3D simulations were achieved using the values $r_i = 100 \text{s}^{-1}$ for evaporation and $0.1 \text{s}^{-1}$ for condensation. One key difference between this earlier study and the present is inlet subcooling, $\sim 34^\circ\text{C}$ versus near-saturated. However, since fluid in core region of the flow channel in the present study is nearly saturated, interfacial mass transfer is dominated by evaporation and to a far lesser extent by condensation, which justifies using $r_i = 100 \text{s}^{-1}$ for evaporation and $0.1 \text{s}^{-1}$ for condensation over the entire computational domain in the present simulations as well.

3.2 Computational Domain and Boundary Conditions

The present study simulates near-saturated flow boiling of FC-72 along a rectangular channel having a $2.5$-mm x $5$-mm ($W \times H$) cross section, where heat is supplied to the two opposite shorter walls and the longer walls are adiabatic. As shown in Fig. 4(a), the length of the 3D computational domain consists of three regions: upstream unheated length of $L_{\text{entrance}} = 5$ mm (small length used here is based on the fact that the flow in experiment is fully developed upstream of the heated length), heated length of $L_h = 114.6$ mm, and downstream unheated length of $L_{\text{exit}} = 10$ mm. Incorporating the entrance and exit lengths is intended to eliminate any potential numerically induced entrance/exit effects. The 3D domain is constructed using ANSYS ICEM including details vital to determining heat transfer boundary conditions and accounting for conjugate heat transfer effects. This includes full thicknesses of the two $1.04$-mm thick copper slaps and actual locations of heating surfaces of the six resistive heaters soldered to the backside of each copper slab. Notice in Fig. 4(a) that, while the parabolic flight experiments are intended to simulate microgravity conditions, a very small residual gravity ($g \sim 0.05 \text{ m/s}^2$, opposite to the flow direction) is measured on the aircraft and accounted for.

As shown in Fig. 4(b), the computational mesh consists of $\sim 1,970,000$ quadrilateral cells and $\sim 1,850,000$ nodes, which was confirmed for solution convergence. A uniform mesh with grid size $\Delta c$ of $\sim 0.120$ mm is adopted for the core region, while near-wall mesh is refined to $\Delta c = 0.006$ mm to better capture large velocity, shear, and temperature gradients, which is vitally important to accurate prediction of bubble growth and trajectory. As discussed in [42], the near-wall cell size of $\Delta c = 0.006$ mm ensures that non-dimensional distance, $y^+$, from the heated wall is below $5$ along the entire channel length, thereby ensuring ability to capture flow details within the viscous
Note that, while micro-scale evaporation effects along the contact line have been successfully used in small domain situation (e.g., pool boiling) [58], coupling micro-scale effects and conventional CFD simulations for flow boiling in a large domain is generally avoided in most recent flow boiling investigations because of prohibitively long computing time and associated resources and cost.

The simulations are conducted using dielectric coolant FC-72 as working fluid for three representative experimental test cases with fairly constant inlet pressure ($P_{in} = 120.3 – 133.4$ kPa) and near-saturated inlet conditions ($\Delta T_{sub,in} = 5.14$ to $6.23^\circ$C, $x_{v,in} = -0.07$ to -0.09). The primary parameters used, which are identical to those from experiment, are mass velocity, $G = 200.5, 444.1,$ and $758.9$ kg/m²s, and heat flux, $q'' = 75, 176,$ and $193$ kW/m². The heat flux values correspond only to heating surfaces of the six thick film resistors indicated in Fig. 4(a), and the 75, 176 and 193 kW/m² correspond to 37, 69 and 67% of the measured CHF based on total wetted area of copper slab. Complete details for all three cases are provided in Table 1.

A coupled heat transfer boundary is applied to the interface between solid and fluid cells to properly address conjugate heat transfer effects. Because the flow channel in experiment features a very long entrance region, the flow entering the computational domain is assumed to acquire fully developed velocity profile, with turbulent intensity calculated according to empirical correlation [59], $I = u'/\bar{u} = 0.16 Re_p^{-1/8}$. A uniform outlet pressure equal to that measured from the corresponding parabolic flight experiment is applied to the exit. Non-slip boundary conditions are applied to all channel walls, and a contact angle of $\theta_w = 175^\circ$ (defined from the inside of a vapor bubble to the liquid-vapor interface at the wall) in the surface tension model to account for wall adhesion effects. It is important to note the difficulty in defining a dynamic contact angle along with the contact line of a vapor bubble with diverse shape in a 3-D computational domain. It is for this reason that the surface tension effects in the present study are tackled using static contact angle. While the parabolic flight experiments are intended to simulate microgravity conditions, a very small residual gravity of $g = 0.05$ m/s² measured on the aircraft is employed, which points to minimal buoyancy forces exerted on vapor bubbles. Variable time-step size from $10^{-5}$ to $10^{-7}$ s and a global Courant number ($u\Delta t/\Delta x$) of unity are used to ensure numerical stability. This study employed 72 cores of Xeon Gold “Sky Lake” processors per case which yielded convergence in about two months. Table 2 provides values of the physical properties used in the simulations. And full numerical details and discretization methods are presented in Table 3.

4. Results and Discussion

4.1 Validation of Predicted Flow Characteristics

The CFD methodology is used for near-saturated flow boiling of FC-72 under near-microgravity ($g \sim 0.05$ m²/s, opposite to the flow direction) for the three sets of operating
conditions indicated in Table 1. The inlet thermodynamic equilibrium quality is calculated according to

\[ x_{e,in} = \frac{h_{in} - h_f}{h_{fg}} = \frac{c_p f (T_{sat} - T_{in})}{h_{fg}}, \]  

where \( c_p f, T_{sat} \) and \( h_{fg} \) are based on measured inlet pressure, \( P_{in} \), while inlet temperature, \( T_{in} \), is measured by the thermocouple upstream of the test section. The present CFD methodology has already been validated for subcooled vertical upflow boiling in Earth gravity [41-43]; the results presented here are intended to validate the same methodology for near-saturated conditions and absence of body force.

In terrestrial environment, boiling is highly influenced by large density difference between liquid and vapor, which yields a buoyancy force that can have a profound influence on flow structure and therefore heat transfer. Overall, flow structure is dictated by the net effect of (i) body force, (ii) flow inertia, and (iii) surface tension force. For vertical upflow in terrestrial gravity, buoyancy force parallel to the heated walls has weaker effect on vapor bubble migration toward the core compared to other orientations, but it has significant influence on bubble growth, which is implicit in the influence on drag and lift forces.

But, in microgravity, absence of body force implies flow structure is the outcome of combined effects of only flow inertia and surface tension. Here, experimental measurements and video motion analysis from parabolic flight experiments play primary roles in assessing the effectiveness and accuracy of the same CFD approach in tackling microgravity.

Figure 5(a) shows, for the three test cases, comparisons of computationally determined two-phase flow structure with that captured with video, as well as predicted wall temperature variations along the channel. The individual images illustrate instantaneous and temporal tracking of the interfacial behavior after steady state is achieved. The vapor is captured from the iso-surface of \( \alpha_g = 0.5 \), which represent the exact middle between liquid and vapor phases. Notice how bubble nucleation commences at the leading edge of the heated length because wall temperature is higher than saturation temperature at corresponding operating pressure. Massive nucleation is shown taking place in the middle of the heated length where the difference between local and saturation temperature is largest. However, due to decreasing volume of fraction of the liquid phase, the amount of evaporation levels off farther downstream. Predicted flow regimes mimic well those captured with high-speed video.

Figure 5(b) shows sequential images captured from computational and experimental methods to illustrate the dynamic process of flow boiling. The time interval between images is 1- ms for both. Key flow boiling features are (i) bubble growth, (ii) bubble coalescence, (iii) initiation of coalescent, discrete wall vapor blankets, (iv) interfacial waviness of vapor blankets, (v) blanket
merger, and (vi) residual liquid sub-layer beneath vapor blankets responsible for cooling of the wall, especially downstream. As essential interfacial features are determined from velocity field computed from the momentum equation, it is important to appropriately model forces acting on interface. Notice that all these flow features are both evident in the video images and captured in the computed interfacial structure. For all three cases, a bubbly flow pattern is observed upstream, with bubbles initially confined to the heated wall, but gradually increasing in size due to both increased evaporation and coalescence, causing vapor to gradually penetrate farther into the core. Vapor bubbles are detached from one another following severe deformation and breakup. This is followed downstream by formation of oblong coalescent vapor structures resembling discrete vapor blankets. A liquid sublayer is observed in computed results residing beneath the discrete vapor blankets, providing wall cooling downstream. The flow downstream appears nearly annular.

The variations of predicted wall temperature in Fig. 5 illustrate several noteworthy trends. First, wall temperature is lowest near the inlet because of abundant liquid access and contributions of both latent and some sensible heat, the latter is relatively small because of low subcooling of incoming fluid. The liquid access is gradually compromised along the channel, causing a monotonic axial increase in wall temperature to a rather uniform level near the middle before subsiding in the downstream unheated region.

Overall, the CFD predictions of the flow structure generally mirror those captured with video. However, there are differences in certain local features. For example, the video images show more appreciable bubble growth in the upstream region, which also causes earlier vapor coalescence, deeper penetration into the core, and earlier formation of discrete vapor blankets. In addition, full growth of vapor bubbles in the simulations is limited by undeveloped thermal boundary layer. Some of these deviations can be attributed to differences related to coalescence between bubbles. More specifically, bubbles in experiment at times approach one another but do not coalesce into a larger bubble. This is captured in the video image for $G = 200.5 \text{ kg/m}^2\text{s}$, where bubbles are seen touching one another while moving downstream, but not merging. On the other hand, bubbles in the simulations are shown coalescing once they touch. Combination of the VOF and surface tension models used in the present CFD method provides reliable results in situations where discrete bubbles are perfectly surrounded by liquid, but is less accurate, for example, when two bubbles are very close to one another, which causes touching between the numerically diffused interfaces.

### 4.2 Hydrodynamics of Flow Boiling in Microgravity

A key advantage of the CFD method is ability to capture two-phase flow features that are impossible to capture via video without some sort of stereoscopic viewing system, and bubble shape and evolution data would be limited at best in a plane normal to flow direction. Figure 6
shows computed images of vapor bubble formation in the channel’s cross-section (x-y plane) at six axial locations of \(z = 22.4, 34.8, 58.1, 70.3, 84.6, 101.8\) mm, shown here for the lowest mass velocity case. Also included for reference are axial variations of flow structure from Fig. 5. In Fig. 6, instead of using a threshold of \(a_g = 0.5\) (exact middle of interface as shown in Fig. 5), a volume-of-fraction for vapor between 0 and 1 is used to capture any local features around vapor bubbles and heated walls after steady state is achieved.

Several noteworthy vapor features are captured within the cross-section for the different axial locations. First, for \(z = 22.4\) and 34.8 mm, bubbles appear adhering to the heated wall because of strong surface tension effects. Bubble shape for the first two regions points to growth of mostly single bubbles rather than to bubble coalescence. The coalescence is more evident at \(z = 58.1\) mm; this is where the longitudinal flow pattern depicts discrete wavy vapor blankets on the opposite heated walls approaching one another, aiming for merger across the core. Vapor begins to depart from the heated wall at \(z = 70.3\) mm. At \(z = 84.6\) mm, the merger has occurred, but liquid is still available around the entire circumference, providing residual cooling to both heated walls. Liquid fills the wall vicinity more aggressively due to recirculation resulting from interfacial and wall shear stresses during vapor bubble departure. The liquid takes the form of a liquid sub-layer, which may encourage some additional nucleation, as captured in the longitudinal view. Note that local small features within the liquid layer, especially bubble nucleation and departure, are evident in the cross-sectional views at \(z = 84.6\) and 101.8 mm. At \(z = 101.8\) mm, the large coalescent vapor mass in the core incurs appreciable deformation and breakup, which can be attributed to increased inertia, outcome of vapor acceleration along the channel, as compared to surface tension, and increased turbulence. Here too, the \(a_g\) threshold prevents capture of small near-wall nucleation features.

Figure 7 shows another advantage of the CFD method: ability to capture detailed axial variations of void fraction, \(a\), liquid velocity, \(u_l\), and vapor velocity, \(u_g\). Each of these variables is spatially and volumetrically averaged from cells in the x-y plane (channel cross-section). For the cases of slug or annular flows or bubbly flow with multiple fully entrained vapor bubbles, \(a = 0.5\) provides a reasonably accepted location for interface position. However, as presented in Fig. 6, for small vapor bubbles which are (i) beginning to lift from the wall but are not fully grown or (ii) separated from larger vapor bubbles due to bubble breakup, \(a\) does not approach unity. With \(a\) unable to span the entire 0-1 range, using the criterion of \(a = 0.5\) to identify interface position is simply not applicable to these small bubbles. Therefore, the threshold of \(a = 0.9\) is adopted in the present study to identify the vapor phase. Figure 7(a) shows variation of void fraction along the channel. The \(a\) values are quite low in first 10 to 15 mm, corresponding to the slightly subcooled boiling region. With gradual evaporation, especially downstream, \(a\) is shown increasing rapidly for all three cases. For reference, simple energy balance calculations show the upstream subcooled
region terminates roughly at the axial location corresponding to thermodynamic equilibrium quality of $x_e = 0, z = 38.3, 44.1, \text{ and } 63.2 \text{ mm for } G = 200.5, 444.1, \text{ and } 758.9 \text{ kg/m}^2\text{s, respectively.}$

Figure 7(b) shows axial variations of $u_f$ for the three test cases. Notice how $u_f$ is somewhat constant in the upstream 20 mm from the entrance because of small volume of vapor produced in this region. Farther downstream, $u_f$ begins to experience large fluctuations, with high peaks resulting from the large increase in $\alpha$. There are also severe depressions in $u_f$ between peaks, which are brought about by the liquid-sublayer portions of the cross-section between the large discrete vapor blankets. In the exit region in particular, the liquid layer is affected by the non-slip condition from the wall as vapor core engulfs most of the channel, resulting in low liquid velocity.

Figure 7(c) shows axial variation of $u_g$ for the three test cases. Notice the appreciable axial increase in $u_g$, indicative of massive acceleration of the vapor, which is also reflected in the large axial increase in $\alpha$. Shown is a rather monotonic increase in $u_g$, along with severe fluctuations, especially for the intermediate and highest mass velocities. Notably, peak values for $u_g$ are around 5 times higher than the liquid inlet ($u_{f,in} = 0.12, 0.27, 0.47 \text{ m/s for } G = 200.5, 444.1, \text{ and } 758.9 \text{ kg/m}^2\text{s, respectively}$).

It is important to note that no modifications to the CFD methodology are required to simulate flow boiling in microgravity. The main difference is that, unlike simulations in terrestrial gravity, the body force term in the momentum equation is negligibly small and the convection term (which dictates time-dependent velocity changes) is balanced by the diffusion and pressure gradient terms. To assess how absence of body force influences two-phase structure, it is useful to compare computed interfacial behavior in microgravity to that from the authors’ prior work [43] (which also uses $r_i = 100 \text{ s}^{-1}$ for evaporation and 0.1 s$^{-1}$ for condensation) involving vertical upflow in terrestrial gravity. Such comparison is shown in Fig. 8, with the channel tilted slightly to better display bubble formation along one of the heating walls, and only portions of the heated portion of the channel (entrance, middle, and exit) presented. The microgravity case corresponds to the intermediate mass velocity of $G = 444.1 \text{ kg/m}^2\text{s}$ and 69% CHF. For comparison, the terrestrial case corresponds to a fairly similar mass velocity (445.7 kg/m$^2$) and 78% CHF (nearest value available from the prior study). Note the substantial differences between the heat flux values (176,043 versus 278,705 W/m$^2$) which are attributed to appreciably lower CHF for microgravity compared to that for the terrestrial case. A key difference between the two gravity levels is ability of body force in Earth gravity to assist earlier vapor bubble removal and contribute appreciable acceleration to the two-phase flow. On the other hand, Fig. 8 shows absence of body force in microgravity allows bubbles to reside longer along the heated walls and grow bigger before departure. Large bubbles in microgravity also contribute increased bubble coalescence into fairly large blankets in the middle section, culminating in the vapor engulfing much of the cross-section in the exit section, which also explains the lower CHF value. One might also extrapolate that the
differences in flow structure and CHF between the two gravity levels would diminish monotonically with increasing $G$, becoming nearly identical at very high $G$, as inertia dwarf any body force effects.

4.3 Heat Transfer Characteristics Concomitant with Aggressive Vapor Generation

Figure 9 shows predicted axial variations of both surface heat flux, $q^\text{v}$, and void fraction averaged across the transverse $x$-direction directly on one of the heated walls. The heat flux is defined here as that passing through interface between solid and fluid. Most noticeable in Fig. 9 is the direct correspondence between surface heat flux and void fraction along the flow direction for each of the three test cases. The heat flux is quite small in the inlet region where heat transfer is impacted by single-phase liquid convection, given the smaller number of active nucleation sites. Notice that heating along the wetted surface of the copper slab is concentrated around regions corresponding to location of the thick film resistors. With the most upstream resistive heater starting at 5.85 mm from the inlet, heat flux is quite small up this axial location. Weak bubble activity in the same region helps explain low values of void fraction as well. Downstream of $z = 22$ mm, both the surface heat and void fraction increase appreciably and experience severe fluctuations stemming from complex changes in interfacial activity, including bubble formation, growth, and departure, as well as eventual bubble coalescence and vapor blanket formation. Interestingly, $z$ locations of minimum surface heat flux during these fluctuations coincide with maximum values of void fraction. Surface heat flux minima are presumably the result of large coalescent bubbles forming locally at the heated wall, and maxima where the same bubbles depart, inducing wall replenishment by bulk liquid. This same bubble activity helps explain the opposite trends in fluctuation maxima and minima of surface heat flux and void fraction. Farther downstream, surface heat flux subsides appreciably because of (i) appreciable vapor blanketing and (ii) unheated downstream 5.85 mm of the copper slab length (downstream edge of most downstream resistive heater is located at $z = 108.75$ mm from the inlet).

Figure 10 shows computed fluid mixture temperature, $T_m$, in heated portion of the flow channel for the three test cases. These contour plots are captured instantaneously from center plane ($y$-$z$ plane) at $x = 0$. As mentioned earlier, all three conditions involve slightly subcooled inlet conditions, and saturation temperatures corresponding to $G = 200.5, 444.1,$ and $758.9$ kg/m$^2$s are $T_{sat} = 62.1, 64.4,$ and $65.3$, respectively. As expected, subcooled core fluid penetrates farther downstream with increasing $G$, and near-wall fluid in the upstream region is saturated or slightly superheated for all three cases but shows highest downstream superheating for the lowest $G$.

Figure 11 compares axial variations of numerically computed and analytically calculated average fluid temperature, $\bar{T}_m$. Here, computed temperature from the computational approach is a volume-weighted average over the cross-sectional area, while the analytically estimated
temperature is based on inlet and outlet measured fluid temperature and pressure. The analytically calculated values account for axial variations of saturation temperature resulting from pressure drop across the heated portion of the channel, which is assumed to be linear. Both calculated thermodynamic equilibrium quality and fluid temperature are calculated from a simple energy balance considering heat input from the heated walls. To estimate fluid temperature along the heated length, a simple energy balance is adopted. Calculation of fluid temperature upstream of the location where thermodynamic equilibrium quality, \( x_e \), equals zero is based on sensible heat gain. But, for downstream locations where \( 0 < x_e < 1 \), local fluid temperature is set equal to saturation temperature corresponding to local pressure. The computed fluid temperature in simulations reflects the expected nearly linear trend in the upstream subcooled region (\( x_e < 0 \)), followed by near saturated temperature where \( x_e > 0 \). For all three test cases, Fig. 11 shows good agreement between numerically computed and analytically calculated fluid temperatures, especially in the inlet and outlet regions. Absent in the calculated temperatures, however, is the sharp decrease in slope in the middle region. This can be explained by the fact that the analytical estimations are based entirely on idealized thermodynamic equilibrium quality assumptions, whereas the computed values account for realistic non-equilibrium effects.

Figure 12 compares axial variations of computed and measured wall temperatures for the three test cases and two heating walls. The wall temperatures are measured by thermocouples embedded in the copper slabs at \( z = 5.4, 22.7, 40, 57.3, 74.6, 91.9, \) and \( 109.2 \) mm. Computed values in this figure are space- and time-averaged over periods when CFD results reach steady state. Several important observations are readily apparent from these plots. First, computed wall temperature plots for the two walls are virtually identical, so are the measured wall temperatures. Second, computed wall temperature increases in the entrance region (\( z = 0-22 \) mm), especially for the two higher mass velocities, result of the strong contribution of sensible heat transfer to liquid in this region and presence of a short unheated length upstream. The increase is more pronounced for the computed temperatures. Third, both computed and measured plots are nearly flat in the middle region, where nucleate boiling is well developed, as shown earlier in Fig. 5. For the computed plots, wall temperatures in the middle region are about 71, 82 and 84°C for \( G = 200.5, \ G = 444.1, \) and \( G = 758.9 \) kg/m²s. Clearly temperature differences are the outcome of not only mass velocity but heat flux as well. Fourth, the computed wall temperatures decrease in the exit region (from \( z \sim 90 \) mm), especially for the two higher mass velocities, a result of compromised cooling resulting from newly generated nucleation within the liquid sub-layer beneath large vapor blankets and presence of a short unheated length downstream. Moreover, because of both gradual fluid temperature rise and vapor layer development, flow is gradually accelerated toward the exit, helping to enhance heat transfer. Like the entrance region, this effect is more pronounced for computed compared to measured temperatures.
Overall, it is obvious that the CFD method provides fairly reasonable predictions of wall temperature, evidenced by a difference (overprediction) of ~3°C and ~10°C for the lowest and the two highest mass velocities. In general, numerical prediction of subcooled boiling is very challenging because of non-equilibrium effects, which compromises ability to accurately account for heat removal by subcooled liquid filling the wall vicinity after bubble detachment. To improve the microgravity predictions, variations in the value of mass intensity factor, $n$, (especially for evaporation) in the Lee model [46] might be attempted. Furthermore, the volume of fraction in CFD is a continuous function of time and space, which is intended to avoid sharp discontinuity that cannot be differentiated close to the Heaviside step function in the actual situation ($a_g = 0$ for liquid and $a_g = 1$ for vapor). Due to inborn limitations of the numerical and mathematical approaches used, values of volume of fraction for each phase are between 0 and 1, leading to some deviations in terms of computing mass transfer rate, heat removal, and mechanical properties. Additional deviations can be attributed to inability of the two-equation turbulence model to account for anisotropic effects around the interface.

Finally, Fig. 13 provides, for the middle $G$ case, important insight into transport characteristics in the near-wall region ($y = 0 - 0.4$ mm, essentially within the liquid sub-layer) at a downstream location of $z = 91.9$ mm, information that is extremely difficult to measure experimentally. This includes computed turbulence dissipation rate, $\varepsilon$, dimensionless temperature profile, $T^* = (T - T_{sat}) / (T_w - T_{sat})$, mass transfer rate, $\Gamma$, and axial velocity of mixture, $u_z$, presented in Figs. 13(a) to 13(d), respectively, with void fraction, $\alpha$, superimposed in each figure for reference. These profiles are instantaneously exported after steady state along $x = 0$ for each $y$ location.

Turbulent dissipation rate, $\varepsilon$, and turbulent Prandtl number are two parameters whose values are crucial to accurate determination of temperature profile across the liquid film. For an idealized configuration of a thermally developed liquid film, heat flux across the film is equal to the applied wall heat flux. According to prior work [43], constant heat flux implies the slope of temperature profile across the film is large where $\varepsilon$ tends to zero (in the viscous very-near-wall region of the film), and small where $\varepsilon$ is large. These trends are evident when comparing the $\varepsilon$ profile in Fig. 13(a) with the corresponding temperature profile in Fig. 13(b). However, this relationship is complicated by the fact that the liquid film is not continuous but punctured at the wall by nucleating bubbles. This is manifest in Fig. 13(a), which shows void fraction is small very close to the heated wall but increases dramatically due to the bubble nucleation within the liquid film, then decreases within the liquid until $y \sim 0.2$ mm before increasing again to $\alpha \sim 1$ in the vapor core. The increase in $\varepsilon$ away from the wall is attributed to increased turbulent mixing in the axially accelerating vapor core. Figure 13(c) shows mass transfer rate, $\Gamma$, is highest near the wall due to liquid film evaporation but subsides appreciably toward the vapor core. Finally, Fig. 13(d) shows
axial velocity is zero at the wall (no-slip boundary) and increases appreciably toward the vapor core.

5. Conclusions

The present study focused on use of Computational Fluid Dynamics (CFD) to predict near-saturated flow boiling of FC-72 in microgravity. The computational method provided detailed 3D predictions of interfacial behavior and heat transfer characteristics along a rectangular channel heated along two opposite walls. The method used is based on the multi-phase volume of fluid (VOF) model, which is combined with appropriate phase change and turbulence models, and accounts for both shear-lift force on bubbles and conjugate heat transfer along the heating walls. Validation is achieved by comparing predictions to experimental wall temperature measurements and high-speed video images captured during a series of parabolic aircraft maneuvers. Key findings from the study are as follows:

1) Use of the CFD method with shear-lift force modeling predicts flow boiling in microgravity with reasonably good agreement with experiment. In the condition with almost absence of gravitational acceleration, bubbles are bigger and flow pattern evolves differently along the heated length compared to that for terrestrial gravity from prior work. In Earth gravity, buoyancy promotes earlier vapor bubble removal and contributes appreciable axial acceleration to the two-phase flow. On the other hand, microgravity causes bubbles to reside longer along the heated walls and grow bigger before departure. Large bubbles in microgravity also contribute increased bubble coalescence into fairly large vapor blankets downstream.

2) Due to appreciable sensible heat transfer in the upstream region, growth of mostly single bubbles is more prevalent than coalescence. The bubble coalescence intensifies in the middle of the heated portion of the flow channel where discrete wavy vapor blankets on the opposite heated walls exist. Farther downstream, appreciable vapor coalescence engulfs the channel’s core region while liquid is still available around the entire circumference, providing additional nucleation.

3) Non-equilibrium effects are evident in the subcooled liquid region and also reflected in intermittent superheating of the vapor blankets, resulting in minor deviations of fluid temperature from simulations compared to those predicted by the analytical method. Predicted wall temperature is fairly uniform in the middle of the heated length but increases in the entrance region, due to sensible heat transfer in the subcooled liquid, and decreases toward the exit, mostly because of flow acceleration resulting from increased void fraction.

4) Inaccuracies posed by the adopted VOF and surface tension models are attributed to situations involving vapor bubbles in close proximity to one another. In this situation,
numerically diffused interfaces might trigger premature touching between the bubbles and contribute errors in prediction of flow regimes and their transitions.
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Table 1  Experimental operating conditions for three test cases modeled numerically.

<table>
<thead>
<tr>
<th>Test case</th>
<th>$P_{in}$ (kPa)</th>
<th>$T_{sat}$ (°C)</th>
<th>$\Delta T_{sub,in}$ (°C)</th>
<th>$x_{e,in}$</th>
<th>$G$ (kg/m$^2$s)</th>
<th>$q''$ (kW/m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>120.3</td>
<td>62.1</td>
<td>5.1</td>
<td>-0.07</td>
<td>200.5</td>
<td>75.1</td>
</tr>
<tr>
<td>2</td>
<td>130.0</td>
<td>64.4</td>
<td>6.2</td>
<td>-0.09</td>
<td>444.1</td>
<td>176.0</td>
</tr>
<tr>
<td>3</td>
<td>133.4</td>
<td>65.3</td>
<td>5.7</td>
<td>-0.07</td>
<td>758.9</td>
<td>193.1</td>
</tr>
</tbody>
</table>

Table 2  Thermophysical properties used in computational model.

<table>
<thead>
<tr>
<th>Test case</th>
<th>$T_{sat}$ (°C)</th>
<th>$h_{fg}$ (J/kg mol)</th>
<th>$\rho_f$ (kg/m$^3$)</th>
<th>$c_{pf}$ (J/kg·K)</th>
<th>$k_f$ (W/m·K)</th>
<th>$\mu_f$ (kg/m·s)</th>
<th>$\rho_g$ (kg/m$^3$)</th>
<th>$c_{pg}$ (J/kg·K)</th>
<th>$k_g$ (W/m·K)</th>
<th>$\mu_g$ (kg/m·s)</th>
<th>$\sigma$ (N/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>62.1</td>
<td>2.773×10$^7$</td>
<td>1608.8</td>
<td>1117.5</td>
<td>0.0536</td>
<td>3.848×10$^4$</td>
<td>15.966</td>
<td>942.70</td>
<td>0.0142</td>
<td>1.210×10$^{-5}$</td>
<td>0.0080</td>
</tr>
<tr>
<td>2</td>
<td>64.4</td>
<td>2.749×10$^7$</td>
<td>1602.4</td>
<td>1122.4</td>
<td>0.0533</td>
<td>3.731×10$^4$</td>
<td>17.164</td>
<td>950.69</td>
<td>0.0144</td>
<td>1.220×10$^{-5}$</td>
<td>0.0078</td>
</tr>
<tr>
<td>3</td>
<td>65.3</td>
<td>2.750×10$^7$</td>
<td>1602.4</td>
<td>1122.4</td>
<td>0.0533</td>
<td>3.732×10$^4$</td>
<td>17.157</td>
<td>950.65</td>
<td>0.0144</td>
<td>1.220×10$^{-5}$</td>
<td>0.0080</td>
</tr>
</tbody>
</table>

Table 3  Numerical details and discretization methods.

<p>| Pressure-velocity coupling | Pressure-implicit with splitting of operators (PISO) | Gradient | Least square cell based |</p>
<table>
<thead>
<tr>
<th>Variable</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure</td>
<td>Body force weighted</td>
</tr>
<tr>
<td>Momentum</td>
<td>Third-order monotonic upstream-centered scheme for conservation laws (MUSCL)</td>
</tr>
<tr>
<td>Volume fraction</td>
<td>Geo-reconstruct</td>
</tr>
<tr>
<td>Turbulent kinetic energy</td>
<td>Second-order upwind</td>
</tr>
<tr>
<td>Specific dissipation rate</td>
<td>Second-order upwind</td>
</tr>
<tr>
<td>Energy</td>
<td>Second-order upwind</td>
</tr>
<tr>
<td>Transient formulation</td>
<td>First-order implicit</td>
</tr>
</tbody>
</table>
Fig 1  (a) Schematic diagram of flow loop.  (b) Photo of parabolic flight facility.
Fig. 2  (a) Exploded view of Flow Boiling Module (FBM).  (b) Assembled view of FBM.  (c) Key dimensions of flow channel.
Fig. 3  (a) Resolution of high-speed video camera image encompassing entire heated region of flow channel. (b) Viewing angle of camera and back lighting.
Fig. 4 (a) 3D computational domain. (b) Mesh details.
Fig. 5  (a) Comparison of flow visualization from experiments with predictions of 3D CFD method shown along with axial variations of predicted wall temperature. (b) Sequential images separated by 1 ms captured from computations and experiments for the intermediate case of $G = 444.1$ kg/m$^2$s and $q'' = 176,043$ W/m$^2$. 
Fig. 6 Vapor formations in the channel’s cross-section computed at six axial locations.
Fig. 7 Axial variations of instantaneously computed (a) vapor fraction, (b) liquid velocity, and (c) vapor velocity for three test cases.
Fig. 8  Computed two-phase flow structure in vertical upflow in Earth Gravity versus microgravity.
Fig. 9 Axial variations of instantaneously computed surface heat flux and void fraction, both averaged over transverse x-coordinate for same heated wall.
Fig. 10  Computed fluid mixture temperature in heated portion of the flow channel for the three test cases.

- **Case 1**
  - $P_{in} = 120.3$ kPa
  - $G = 200.5$ kg/m$^2$s
  - $q'' = 75,173$ W/m$^2$
  - $x_{in} = 0.07$
  - $T_m = 56$ °C

- **Case 2**
  - $P_{in} = 130.0$ kPa
  - $G = 444.1$ kg/m$^2$s
  - $q'' = 176,043$ W/m$^2$
  - $x_{in} = 0.09$
  - $T_m = 59$ °C

- **Case 3**
  - $P_{in} = 133.4$ kPa
  - $G = 758.9$ kg/m$^2$s
  - $q'' = 193,163$ W/m$^2$
  - $x_{in} = 0.07$
  - $T_m = 60$ °C

---
Fig. 11  Comparison of axial variations of computed and calculated average fluid temperatures.
Fig. 12  Comparison of axial variations of computed and measured wall temperatures for three test cases.

**Top graph:**
- $P_n = 120.3\, \text{kPa}$
- $G = 200.5\, \text{kg/m}^2\text{s}$
- $q^* = 75.173\, \text{W/m}^2$
- $x_n = -0.07$
- MAE = 2.9%

**Middle graph:**
- $P_n = 130.0\, \text{kPa}$
- $G = 444.1\, \text{kg/m}^2\text{s}$
- $q^* = 176.043\, \text{W/m}^2$
- $x_n = -0.09$
- MAE = 9.2%

**Bottom graph:**
- $P_n = 133.4\, \text{kPa}$
- $G = 758.9\, \text{kg/m}^2\text{s}$
- $q^* = 193.163\, \text{W/m}^2$
- $x_n = -0.07$
- MAE = 9.1%
Fig. 13 Near-wall profiles of (a) turbulent dissipation rate, (b) dimensionless temperature, (c) volumetric mass transfer rate, and (d) axial velocity, computed at $z = 91.9$ mm for $G = 444.1$ kg/m$^2$s and $q'' = 176,043$ W/m$^2$. 