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The desire to model increasingly complex unsteady flow phenomena drives coupling of
physics-based disciplinary analysis tools, such as coupled aerodynamics-rigid body dynamics
simulations. This paper documents the creation of a framework linking the six-degree-of-
freedom trajectory propagator POST2 with NASA’s FUN3D computational fluid dynamics
flow solver. Cross-code verification between the framework and a CFD-centric 6DOF code
is performed using the Army-Navy Finner projectile experiencing unsteady accelerating flow.
Free-flight simulations of an entry vehicle ballistic range test are validated against physical and
computational experiments.
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�!! , �" , �!# roll, pitch, and yaw moment coefficients
3 diameter
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O inertia tensor
�xx, �yy, �zz roll, pitch, and yaw inertia components
! length in dimensional units
!grid reference length in grid units
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< mass
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& dynamic pressure
@̄ quaternion vector
X8 9 9 to 8 frame rotation matrix
Ā position vector
ΔĀ vehicle C.G. translation vector
ΔĀ6 grid translation vector
B freestream speed
) static temperature
)C total temperature
C time
ΔC trajectory propagator physical time step

ΔCfs flow solver physical time step
TR jet total temperature ratio
Ē velocity vector
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l̄ angular velocity vector
learth planetary rotation rate
l̄rel vertical-relative angular velocity vector

Subscripts:
� Body frame
cmd commanded
� Earth-centered rotating frame
� Body reference frame
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plenum at the nozzle plenum
ref reference parameter
+ Local vertical frame

∗Senior Graduate Researcher, ASDL, School of Aerospace Engineering, Georgia Tech, AIAA Student Member
†Graduate Researcher, ASDL, School of Aerospace Engineering, Georgia Tech, AIAA Student Member
‡Research Engineer II, ASDL, School of Aerospace Engineering, Georgia Tech, AIAA Member
§S.P. Langley Distinguished Regents Professor and Director of ASDL, Georgia Tech, AIAA Fellow

1



I. Introduction
Flight simulation is a critical design activity for aerospace vehicles, used for trajectory optimization [1], dispersion

analysis [2], guidance development [3], and many other tasks. A flight simulation models the relevant disciplines —
such as flight dynamics, aerodynamics, propulsion, atmospherics, controls, etc. — as they act on the vehicle over time.
The trajectory propagator acts as the focal point of the simulation: calling disciplinary models, integrating the equations
of motion, and updating the vehicle state. These models are traditionally provided as independent, self-contained
modules which are surrogates for one or more higher-fidelity models[4]. For example, the aerodynamics model may
provide the force and moment coefficients as a database populated from physical [5] or computational experiments [6].
These models achieve a low computational cost by a reduction in fidelity, necessary due to the large number of flight
simulations that must be performed. Each model may be constructed by different organizations or at different stages of
the design process [4].

While the accuracy of these simulations is sufficient for most cases, designers may require higher-fidelity simulation
during particularly complex regimes of flight such as separation events [7] or accelerating through the transonic
regime [8]. These models might also be limited in their capability to model coupling between disciplines, such as
fluid-structure interactions (FSI) [9] or aerodynamic/control interaction [10]. This has led to the goal of developing
advanced multidisciplinary/multiphysics simulation capabilities [11].

A coupled multiphysics model directly links disciplinary codes to the trajectory simulation, running at the exact
conditions requested by the trajectory code. In addition to capturing the aforementioned interactions, a coupled model
eliminates both the loss of fidelity due to the use of a surrogate model and the interpolation error inherent with databases.
It can also decrease a priori computing cost if configuration or geometry is updated, or if off-nominal (e.g., abort)
scenarios must be analyzed — scenarios which would otherwise require new or updated databases.

One of the most commonly used coupled models links the aerodynamics and flight dynamics for free-flight simulation.
Dynamic, time-accurate computational fluid dynamics (CFD) models are coupled with a rigid body dynamics (RBD)
simulation to move the vehicle in full six-degree-of-freedom (6DOF) motion. The continuous integration of the flow
field preserves flow history, which means that unsteady aerodynamic effects are modeled. CFD-RBD simulations are
used regularly in the field of subsonic and supersonic projectile design. Store separation relies heavily on CFD-RBD
simulation to determine whether a projectile or other object released by an aircraft might be at risk of recontact [12].
Meakin developed some of the earliest simulations for time-accurate Navier-Stokes coupled with 6DOF for modeling
store separation [13]. Coupled CFD-RBD simulations known as "virtual fly-out" have also been used to estimate
aerodynamic coefficients for projectiles [14–16]. Sahu has performed coupled CFD-RBD simulations for a variety of
finned projectiles [17], adding guidance and control system models for open-loop [18] and closed-loop [19] controller
simulation.

Murman et al. developed CFD-RBD simulations in the OVERFLOW solver for the simulation of atmospheric entry
vehicles [20]. Stern et al. developed "free-flight CFD" within the US3D flow solver to predict static and dynamic
coefficients for the Mars Science Laboratory (MSL) entry vehicle [21]. Stern et al. also used the CFD-RBD simulations
to predict surface pressure at specific points for comparison to flight instrumentation [22]. More recently, Brock et al.
used the same framework to recreate the ballistic range tests for the Supersonic Dynamics Flight Test (SDFT) with good
agreement to the experimental results [23].

These existing CFD-RBD models have generally been constructed as an expansion of the flow solver. The RBD
simulations are often limited in complexity to a particular 6DOF numerical integration scheme [20] or gravitational
model [24]. Constructing a trajectory propagator-centric multidisciplinary/multiphysics simulation would enable the
use of state-of-the-art flight simulation tools [25]. This approach makes it easier to link CFD-RBD models with other
disciplinary models that are already configured to work with a trajectory propagator. The simulations could also utilize
the analysis features of the propagator, such as trajectory optimization.

This paper details the development of a multiphysics simulation framework that couples Program to Optimize
Simulated Trajectories II (POST2), a state-of-the-art trajectory propagation code, with the FUN3D CFD flow solver. The
framework is designed to enable the simulation of multiple problems of interest in the supersonic and low hypersonic
regimes, with the most complex being an atmospheric entry vehicle with active reaction control system (RCS) jets.
Cross-code verification is performed against an existing CFD-RBD code built in FUN3D, through simulations of a
projectile in a ballistic drop, as a cross-check of the data transformation. Validation is performed against ballistic range
tests for an entry vehicle with nontrivial initial conditions.
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II. CFD/RBD Model
The CFD-RBD model solves the fluid flow equations simultaneously with the flight dynamics equations of motion.

The equations of motion are integrated forward in time to calculate the vehicle state, and the external aerodynamic
forces and moments are calculated using CFD to solve the flow equations.

The vehicle is modeled as a rigid body under the effect of external forces and moments. These include the effect of
aerodynamics, gravitation, propulsion and control. The vehicle can move in six degrees of freedom (three in translation
and three in rotation) with respect to an inertial reference frame. The inertial frame � and body frame � are defined
as shown in Figure 1. The body frame is fixed to the vehicle with its origin at the center of mass, the G-axis pointing
towards the front of the vehicle, and the H- and I-axes forming a right-handed reference frame. The vehicle state -̄
consists of: Ā� , its position vector of the center of gravity in the inertial frame; Ē� and l̄�, its inertial linear and angular
velocity vectors, respectively, represented in the body frame; and qI , \I , and kI , the roll, pitch, and yaw Euler angles,
respectively. For simplicity, the equations below are presented for a vehicle with constant mass properties.
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Fig. 1 Inertial and Body Reference Frames

The equations of motion govern changes to the vehicle state over time [26]:

¤̄E� =
1
<
(�̄� − ¤<Ē�) − l̄� × Ē� (1)

¤̄A� = X� � Ē� (2)
¤̄l� = O−1

� ("̄� − l̄� × (��l̄�) − ¤O�l̄�) (3)
¤q8
¤\8
¤k8

 =

1 sin qI tan \I cos qI tan \I
0 cos qI − sin qI
0 sin qI sec \I cos qI sec \I

 l̄� (4)

�̄� and "̄� are the external force and moment vectors, respectively. < is the vehicle mass, and O� is the inertia tensor. A
dot over the variable represents its derivative with respect to time. X� � is the rotation matrix defining the transformation
between the body and inertial frames:

X� � =


coskI cos \I coskI sin qI sin \I − cos qI sinkI sin qI sinkI + cos qI coskI sin \I
cos \I sinkI cos qI coskI + sin qI sinkI sin \I cos qI sinkI sin \I − coskI sin qI
− sin \I cos \I sin qI cos qI cos \I

 (5)

Together, these form a set of 12 ordinary differential equations. Numerical integration is used to solve the equations
of motion and propagate the vehicle state forward in time according to the initial value problem in Equation 6.

¤̄- = 5 ( -̄, C), -̄ (C0) = -̄0 (6)
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The Runge-Kutta 4th-order integration scheme is used to calculate the update to the vehicle state based on a series of
substeps [27]:

-̄ (C + ΔC) = -̄ (C) + ΔC
6
( :̄1 + 2:̄2 + 2:̄3 + :̄4) (7)

where ΔC is the physical time step used by the trajectory propagator, and :̄1 to :̄4 are the derivatives at each of the
substeps:

:̄1 = 5 ( -̄, C)

:̄2 = 5 ( -̄ + ΔC :̄1
2
, C + ΔC

2
)

:̄3 = 5 ( -̄ + ΔC :̄2
2
, C + ΔC

2
)

:̄1 = 5 ( -̄ + ΔC :̄3, C + ΔC)

(8)

The updated vehicle state is used to update the grid motion in the flow solver.
The fluid flow is governed by the Navier-Stokes equations, written using the arbitrary Lagrangian-Eulerian (ALE)

formulation in Equation 9 [28]:
m

mC

∫
V
q3V +

∮
mV
(L∗ − LV) · =̂3S = 0 (9)

where q represents the conserved variables andV is the control volume, bounded by control surface mV with local
control volume face velocity ,̄ . L∗ and LV are the convective and diffusive fluxes of q, respectively. The ALE
formulation allows for the prediction of unsteady aerodynamics as the vehicle moves in time. The flux through a moving
control volume must account for augmented or reduced flux through the control surface due to the local control surface
speed:

L∗ = L − q,̄) (10)

A CFD flow solver is used to solve these equations for the time-accurate flow in a volume around the vehicle. The
volume is spatially discretized into a grid, with the convective fluxes computed using a flux-splitting scheme [29]. The
solution is advanced in time using a dual time-stepping approach [30]. The outer time step ΔCfs represents a physical
discretization in time that is applied to the entire grid. This time step is equal to the time step used in the numerical
integration of the equations of motion.The inner time step is used to help solve the physical flow equations. This step is
varied spatially and is subject to relaxation to reduce the residuals of q. Once the solution is converged, the pressure and
shear forces acting on the surface of the vehicle are integrated into force and moment coefficients. These coefficients are
used to update the external forces and moments in the equations of motion.

This method of coupling can be characterized as a modified, staggered nonlinear block-Gauss-Seidel algorithm
[31]. The trajectory propagator steps forward with one iteration. Then, the flow solver executes some number of time
steps and subiterations until it is converged. The time step ΔC is small enough that the solution of the equations of flow
and motion are assumed to converge at each step. Consider representative values for ΔC and ΔCfs nondimensionalized
by B/!ref , the time taken by a fluid particle at the freestream velocity to travel over a reference length. Whereas the
nondimensional step used in CFD-RBD simulations may be on the order of 10−2 [23], the nondimensional step used in
trajectory simulations without CFD is usually on the order of 100 [32]. By running at the smaller time step required by
the CFD, a sufficient degree of convergence can be achieved.

In addition, the aerodynamic force and moment coefficients are held constant during integration across the time-
integration substeps. Using constant aerodynamic forces and moments allows the flow solver to keep a single flow field
in memory and preserve the monotonic nature of the solution. While using constant force and moment coefficients
reduces the order of accuracy of the integration scheme, the time step is orders of magnitude smaller than typical RBD
time steps, mitigating the error propagation [27]. This is a common approach for CFD-RBD simulation [20, 21, 24].

III. Framework Construction
The framework consists of the trajectory propagator, the CFD flow solver, and the interface which links the two

codes. Independent processes are used to run the flow solver and trajectory propagator.
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A. Flow Solver
FUN3D is a production flow analysis and design tool developed at the NASA Langley Research Center [33]. From

its inception in the late 1980s, FUN3D has been developed into a suite of tools for flow analysis, mesh adaptation, and
design optimization [29, 34]. The flow solver is capable of solving the Reynolds-Averaged Navier-Stokes (RANS) or
Euler equations for steady-state or time-accurate flow. FUN3D uses a node-based finite-volume discretization capable
of solving unstructured or mixed-element meshes. It can model perfect gas or a generic gas with multiple chemical
species; in compressible or incompressible flows; at thermochemical equilibrium or non-equilibrium. FUN3D uses a
second-order-accurate spatial discretization, with options for first- to fourth-order temporal discretization (with temporal
error controllers). The software includes a variety of turbulence models, including modification of RANS for Detached
Eddy Simulation (DES), and flux splitting schemes.

FUN3D was selected as the flow solver based on its capability to model problems of interest in the hypersonic
and supersonic flight regime. FUN3D has a long history of usage in government and industry projects, including for
analysis of the Phoenix and MSL entry vehicles [10, 35]. FUN3D can model boundary conditions for internal flow and
propulsion simulation, including inlets and nozzles. Critically, FUN3D uses the ALE formulation of the governing
equations, allowing for freeform mesh movement and deformation [28]. Rigid mesh movement allows for free-form
translation and rotation of all points in the mesh in unison, whereas mesh deformation changes the relative position
and orientation between nodes. Rigid motion and deformation can be combined in the same simulation. FUN3D also
includes a Python-based application programming interface (API), which allows external control of the execution down
to the iteration level.

B. Trajectory Propagator
Although FUN3D can be compiled with a 6DOF RBD trajectory propagator [24], this RBD code has limited

capabilities in the selection of gravitational models, numerical integration schemes, or initial conditions. It also does
not allow for coupling with other disciplines. An alternative implementation uses an external process to perform the
RBD simulation and drive the motion in the CFD flow solver. This external motion driver allows the flow solver to be
linked with a state-of-the-art trajectory propagation software, with greatly expanded capability — it can be coupled with
other disciplines such as propulsion or guidance, navigation, and control (GN&C).

POST2 is a trajectory propagation and optimization program also developed at the Langley Research Center [36].
POST2 models the trajectory of one or more point masses in flight about a single attracting body, inside or outside
of an atmosphere. The propagator can solve problems either in 3DOF by integrating the translational equations of
motion or in 6DOF by integrating the rotational equations of motion as well. The planetary model is generalized,
with arbitrary rotational, gravitational (mass and oblateness), and atmospheric parameters. POST2 includes discrete
parameter targeting and optimization for customizable trajectory parameters.

POST2 is the state of the art in trajectory propagation software, used for trajectory analysis of orbital launch vehicles
[1], and Earth and Mars entry vehicles [2, 37, 38]. POST2 is designed with great flexibility in enabling custom code
modules. Simulations are run with POST2 acting as the integrator for disciplinary models, such as aerodynamics,
GN&C, and propulsion that are specifically built for the vehicle under study.

C. Communication
A flowchart of the framework is laid out in Figure 2, showing the communication between POST2 and FUN3D.

Network sockets are used to handle communication between the C-based POST2 and a Python3-based wrapper. This
wrapper performs data transformation and controls the execution of FUN3D through the API.
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Fig. 2 POST2-FUN3D Framework Flowchart

A coordinator manages the initialization and termination of the independent POST2 and FUN3D processes. When
the aerodynamic coefficients are queried in POST2, a custom aerodynamic module is run that sends the current
vehicle state to the FUN3D wrapper. The state is transformed into the reference frames required for FUN3D input and
nondimensionalized. If the simulation includes active RCS, the control system state is similarly communicated to the
wrapper. If the flow solver is running at a smaller time step than the trajectory propagator, the wrapper interpolates
between the current and previous states. The control state is used to update the inlet boundary conditions, and the
vehicle state is used to update the grid motion. The flow solver is then executed for one or more time-accurate steps
(interpolating the states each time if necessary) until the physical time in POST2 and FUN3D match. The solution is
post-processed to calculate the force and moment coefficients, which are transformed back into the POST2 reference
frames and communicated to POST2.

D. Data Transformation
Data must be transformed between the POST2 and FUN3D reference frames, which are defined in Figures 3 and 4.

For most CFD-RBD models, the inertial frame � is assumed to be the local horizontal frame in a "Flat Earth" model
with a uniform gravitational field. However, for a spheroidal planetary model with nonzero rotation, � represents the
Earth-centered inertial (ECI) frame. The ECI frame is oriented with the G-axis pointing through the equator and 0°
longitude at the epoch, the H-axis pointing through the equator at a perpendicular direction, and the I-axis pointing North
through the planet’s axis of rotation. As the planet rotates with angular velocity l4 it carries with it the Earth-centered
rotating frame � , whose G- and H-axes remain pointing through 0° and 90° longitude, respectively.

The local vertical frame + has its origin on the planet’s surface directly below the vehicle. Its G- and H-axes lie in the
horizontal plane with the G-axis pointing North. The I-axis lies along the local vertical pointing inward towards the
planet (note that for an oblate spheroid this may not point directly at the planet’s center). The orientation of + with
respect to � is given in terms of the longitude _ and geodetic latitude Φ angles.

The Body Reference frame � is used to define the vehicle with respect to the outer mold line. The origin of �
is commonly placed at the nose of the vehicle, with the G-axis pointing aft, the H-axis pointing right, and the I-axis
pointing up (equivalent to a 180° rotation about the H-axis relative to the � frame).
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Fig. 3 POST2 and FUN3D Reference Frames

Translation and orientation are defined in FUN3D with respect to an observer frame $, which moves at a constant
velocity relative to the atmosphere. However, the orientation of the $ frame is arbitrary. It is therefore convenient
to define an intermediary frame % as shown in Figure 4. The origin of this frame is coincident with the initial local
vertical frame +0, with the G-axis pointing along the vehicle’s initial velocity vector E0,+0 and the H-axis along the local
horizontal. The orientation of % with respect to +0 is defined by the azimuth angle Ψ and flight path angle W. The
$ frame is defined as a 180° rotation about the H-axis from the % frame. Using the intermediary frame decouples
specification of freestream conditions in FUN3D from the initial orientation within POST2, making it possible to change
the azimuth and flight path of the vehicle without having to recreate the initial flow field.
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Fig. 4 Intermediate and Observer Frames
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1. Angular Components
FUN3D requires the orientation of the vehicle to be input as a rotation matrix between the $ and � frames. This

rortation matrix from � to $ is calculated using Equation 11:

X$� = X$%X%�X�� , X$% = X�� =


−1 0 0
0 1 0
0 0 −1

 (11)

where X%� is the transformation between the Intermediary and Body frames. X%� is calculated using Equation 12:

X%� = X%+0 X+0�X�+ X+ � (12)

X%+0 is the rotation matrix between the intermediate and initial vertical frames:

X%+0 =


cosΨ cos W cos W sinΨ − sin W
− sinΨ cosΨ 0

cosΨ sin W sinΨ sin W cos W

 (13)

where W and Ψ are available from POST2. X+0� and X�+ are the 3-2 rotation matrices calculated using the initial and
current geodetic latitude and longitude, respectively.

X+0� =


− cos_0 sinΦ0 − sinΦ0 sin_0 cosΦ0

− sin_0 cos_0 0
− cosΦ0 cos_0 − cosΦ0 sin_0 − sinΦ0

 (14)

'+ � is the 3-2-1 rotation matrix calculated from the relative Euler angles q, \, and k, with the same form as Equation 5.
The Euler angles, latitude, and longitude are available directly within POST2.

The angular velocity in the � frame is calculated using Equation 15:

l̄rel,� = X�� (l̄� − [0 0 learth]) ) (15)

where l̄rel,� is the angular velocity of the vehicle relative to the + frame, available directly from POST2, and learth is
the magnitude of the planetary rotation rate. The rotation matrix X�� is:

X�� = X��X�+ X+ �X�� (16)

2. Linear Components
FUN3D requires a center of gravity position and a grid translation vector, both in the $ frame. POST2 provides the

position vector in the � frame. The position in the ECR frame, Ā� , is calculated using Equation 17:

Ā� = X�� Ā� (17)

where X�� is the transformation between the ECI and Earth-centered, Earth-fixed (ECEF) frames. This rotation matrix
is calculated as:

X�� =


coslearthC sinlearthC 0
− sinlearthC coslearthC 0

0 0 1

 (18)

where C is the time since epoch (recall that the ECEF and ECI frames are aligned at epoch in POST2). The displacement
is calculated relative to the initial position:

ΔĀ� = Ā� − Ā0,� (19)

Transforming the displacement into the observer frame must account for that frame’s velocity. The position in the +0
frame is calculated using Equation 20:

ΔĀ+0 = X+0�ΔĀ� − Ē0,+0 C (20)
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where Ē0,+0 is calculated as:
Ē0,+0 = B0 [cos W cosΨ cos W sinΨ − sin W]) (21)

where B0 is the initial freestream speed. The position in the $ frame is calculated using Equation 22:

Ā$ = X$%X%+0ΔĀ+0 + Ā26,0,$ (22)

where Ā26,0,$ is the initial position of the center of gravity in the $ frame. The grid translation vector is calculated as:

Ā6,$ = ΔĀ$ − X$� Ā26,� (23)

where Ā26,� is the center of gravity in the body reference frame.
The velocity vector is calculated using Equation 24:

Ē$ = X$� (X�� Ē� − Ā� × [0 0 learth]) ), X$� = X$%X%�X�� (24)

The position and translation are non-dimensionalized by the ratio !grid/!ref where !grid and !ref are the reference
length of the vehicle in grid units and dimensional units, respectively. The velocity is non-dimensionalized by 1/0ref ,
where 0ref is the reference speed of sound in the freestream.

3. Jet Plenum Conditions
For each jet 8, POST2 sends the commanded total chamber pressure and temperature %8,C ,cmd and )8,C ,cmd. Research

into time-accurate simulation of a jet in supersonic crossflow has shown that the stability of the flow solver is sensitive
to large, instantaneous changes in plenum pressure [39]. Therefore, the plenum total pressure is ramped according to
Equation 25 to maintain flow solver stability [39]:

%8,C ,plenum =

{
min (%8,C ,prev + : ?+ΔCfs, %8,C ,cmd), %8,C ,cmd ≥ %8,C ,prev

max (%8,C ,prev − : ?−ΔCfs, %8,C ,cmd), %8,C ,cmd < %8,C ,prev
(25)

where : ?+ and : ?− are the coefficients for ramping up and down, respectively. This limits the pressure change to a
maximum or minimum from %8,C ,prev, the plenum pressure used in the previous step. The total temperature does not
use a ramping function, so )8,C ,plenum = )8,C ,cmd. The plenum boundary conditions are set using the total pressure and
temperature ratios with respect to the reference quantities:

PR8 = %8,C ,plenum/%8,ref (26)

TR8 = )8,C ,plenum/)8,ref (27)

Careful accounting of the propulsive effects must be made between the trajectory propagator and flow solver. The
pressure forces and momentum transfer across the plenum are calculated in the trajectory propagator, and the remaining
propulsive forces and interaction are captured through the flow solver.

4. Aerodynamic Coefficients
FUN3D provides the axial, side, and normal force coefficients ��, �. , and �# in the Body frame that POST2

expects, so no transformation is needed for the force coefficients. The moment coefficients are calculated in the Body
Reference frame, so these are transformed into the Body frame using Equation 28:

[�!! �" �!# ])� = X�� [�!! �" �!# ])� (28)

The coefficients must be corrected to the actual freestream conditions by multiplying by &/&ref where & is the current
dynamic pressure and &ref is the reference dynamic pressure used in FUN3D. FUN3D calculates the coefficients about
the center of gravity, so if this point is used as the aerodynamic reference point in POST2, no further transformation is
necessary.
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5. State Interpolation for Larger POST2 Time Steps
On the computing clusters used to develop test this framework, a POST2 run takes about 0.01% of the time needed

for a FUN3D run. For this system, running both POST2 and FUN3D at the same time step is reasonable, as the time
taken for FUN3D to run is significantly larger than the time spent waiting on POST2 to conclude. As computational
power increases, the flow solver (the prarllelizable part of the model) takes relatively less time compared to the trajectory
propagator. To ameliorate this issue, the trajectory propagator can be run at a larger time step — an integer multiple of
ΔCfs — while still resolving the flight dynamics. This change can yield practical benefits for high-powered computing as
the net wait time for calculating the equations of motion and communicating the results are reduced. However, this
requires interpolation between the vehicle states -̄0 = -̄ (C) and -̄1 = -̄ (C + ΔC) at intervals of ΔCfs to provide grid
motion updates to the flow solver. In order to preserve flow stability, these interpolations must be �2 continuous; that is,
the linear and angular acceleration must be continuous across steps.

Because translations operate in Euclidian space, the interpolation of the linear state components can be applied on a
component-level basis. Within each interpolation step, the 8th component of the interpolated position Āint,$ is assumed
to have the form

Gint,8,$ = 28,0 + 28,1D + 28,2D2 + 28,3D3 (29)

where D = 0..1 and 20-23 are constants, found by solving the boundary problems:

Āint,$ (D = 0) = Ā0,$,
3Āint,$

3C
(D = 0) = Ē0,$, Āint,$ (D = 1) = Ā1,$,

3Āint,$

3C
(D = 1) = Ē1,$ (30)

The Euler angles do not operate in Euclidian space, so the rotation cannot be interpolated at the component level.
Therefore, the interpolated orientation will be found by operating with quaternions, since these will always produce an
orthonormal rotation. Quaternion interpolation is commonly performed in the field of computer graphics [40], and as
such, a variety of methods are available. A 3rd-order Bézier curve with Bernstein basis was selected for its ability to
match the angular velocities at the start and end of the interpolation without any a priori knowledge of the interstitial
state [41]. The curve takes the form

@̄(D) = @̄0

3∏
8=1

exp(l̃8 Ṽ8,3 (D)) (31)

where

Ṽ8,3 (D) =
3∑
9=8

(
3
8

)
(1 − D)3−8D8 , l̃8 = log(@̄−1

8−1@̄8) (32)

The values of the four control points @̄0 through @̄3 must be found. The endpoints are given by @̄0 = @̄0 and @̄3 = @̄1 , and
the midpoints are calculated by propagating the orientation forwards and backwards by a third of the POST2 time step:

@̄1 = @̄0 +
3@̄0

3C

ΔC

3
, @̄2 = @̄1 −

3@̄1

3C

ΔC

3
(33)

where
3@̄8

3C
= 0.5

[
0
l̄8

]
@̄8 (34)

is found using the angular velocity at the endpoints. Within the framework, the rotation matrices X$� and angular
velocities lA4;,� at the endpoints are converted to quaternion space, the interpolation is applied, and the results are
converted back.

IV. Cross-Code Verification
Verification of the framework was performed by comparing its performance to an existing CFD-RBD environment,

a 6DOF library that can be compiled with FUN3D [24, 33]. Cross-code verification against the 6DOF Library was
performed by running a simulation with the same vehicle, initial conditions, flow solver settings, and initial flow history.
The only differences were the trajectory propagator and the method of communication between the disciplinary codes.

The POST2 framework was set up in order to approximate the FUN3D 6DOF Library as closely as possible. The
6DOF Library uses a "flat Earth" model with a uniform gravitational field and inertial vertical frame. The flat Earth
model is approximated in POST2 by simulating the vehicle around a non-rotating planet with a radius of 109 m and
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a gravitational constant chosen to keep the sea-level gravitational acceleration equal to the standard acceleration of
gravity. The 6DOF Library also calculates forces and moments using the flow solver reference quantities for density and
speed, which are constant during the simulation. Therefore, constant sea-level atmospheric conditions were enforced
within POST2. The 6DOF Library uses the same modification to the time integration scheme as the FUN3D-POST2
framework, so no modification was necessary in that regard.

The Army-Navy Finner (ANF) projectile was selected as the vehicle for the verification activity due to its common
usage for aerodynamic research in both physical [42, 43] and computational [44, 45] experiments. The dimensions of
the vehicle are shown in Figure 5, and the mass properties are listed in Table 1.

Fig. 5 Army-Navy finner projectile dimensions.

Table 1 ANF mass properties.

<, kg �xx, kg·m2 �yy and �zz, kg·m2

1.588 1.92526·10−4 9.87035·10−3

A. Grid Generation
Details of the grid generation are described in Reference [46], a summary of which is presented below. An

unstructured, mixed-element grid was constructed for the ANF in Pointwise®V18.0R2. The surface and volume were
generated for a quarter of the vehicle, then mirrored into a full volume to ensure symmetry.

(a) Full grid (b) Grid detail

Fig. 6 ANF computational grid

Validation of the drag coefficient was performed against a set of ballistic range tests conducted by Dupuis and
Hathaway [43, 47], as well as CFD experiments performed by Sahu and Heavey [44]. The comparison of axial results is
shown in Figure 7a, and results for the off-axis coefficients are shown in Figure 7b. The results for the axial coefficient
are a close match to both the physical and computational experiments, especially in the high supersonic regime. The roll
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moment coefficient is resolved to less than 10−5, and all other components are resolved to less than 10−6. This precision
was judged to be sufficient for the use of this grid in 6DOF simulations.
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(a) Axial force coefficient vs Mach, U = 0°.
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(b) Magnitude of off-axis residuals for U = 0°.

Fig. 7 ANF Grid Validation Results[46]

B. Startup Procedure
The trajectory propagator and flow solver must be initialized with the vehicle state at the beginning of the simulation.

While initializing the state variables for the rigid body via the input files is trivial, initializing the flow field is more
complex. Since the coupled simulation uses the aerodynamic force and moment coefficients to update the 6DOF
equations of motion, these coefficients must be converged at the start of the coupled simulation. Otherwise, numerical
instability could cause non-physical forces and moments to be applied to the vehicle, affecting the trajectory or causing
the simulation to fail.

In addition to meeting the threshold for convergence, the flow field must be accurate to the desired intial conditions.
However, while initializing the trajectory propagator with the vehicle and control system state is sufficient, this does not
ensure that the flow field matches. Initializing from a static CFD solution would result in a flow history that does not
capture the unsteady behavior that presumably leads to the desired initial conditions. For example, consider the flow
field around a vehicle at constant speed and slip angles, which would be different from one that was at a nonzero angluar
velocity or was accelerating.

Starting from the desired initial conditions, functions are created for each state component, either fitted from
experimental data or created from scratch to match the values and first derivatives of the initial conditions. These
functions are then propagated backwards in time for a sufficient number of steps to allow the time-accurate simulation to
converge. At the start of this time, a new set of conditions are used to run a static simulation. This flow field is used
to initialize a time-accurate run with forced motion, which results in the flow field that is consistent with the desired,
unsteady initial conditions. An example of these steps is shown for the Euler angles in Figure 8.
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Fig. 8 Trajectory initialization example
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V. Validation
Validation of the framework was performed by replicating a series of ballistic range tests for an entry vehicle scale

model. The Supersonic Inflatable Aerodynamic Decelerator (SIAD) is an inflatable torus designed to increase the drag
area of an entry vehicle [48]. Deployed and stowed configurations of the flight test vehicle are shown in Figure 9a. Scale
models of a SIAD-equipped vehicle were flown in ballistic range shots at the NASA Ames Hypervelocity Free-Flight
Aerodynamics Facility [49]. The model dimensions are shown in Figure 9b. The model would impact a sheet of
paper as it entered the measurement section of the range, inducing an oscillation in pitch and yaw. Reconstruction of
the trajectory demonstrated that some of the shots had significant nonzero initial roll rates [50]. The unsteady initial
conditions make these tests a suitable validation case for the framework.

(a) Full-scale vehicle [51]
(b) Ballistic range model dimensions (mm) [50]

Fig. 9 SIAD configuration

Table 2 SIAD mass properties [49]

Mass, g G26/3 �xx, g·cm2 �yy and �zz, g·cm2

45.93 0.161 3.67 2.11

A computational mesh for the SIAD model, shown in Figure 10, was created by Brock et al. to perform replications
of the ballistic range tests in US3D [23]. This grid was provided for use in the POST2-FUN3D framework validation.
The grid density was chosen to ensure a H+ of less than 1.0 at the vehicle surface and in the wake in order to properly
resolve the bluff body flow. The grid was created with quarter-symmetry, then mirrored about the G-H and G-I planes, for
a total size of around 22 million nodes.

(a) Quarter-symmetry (b) Grid detail

Fig. 10 SIAD computational grid[39]
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VI. Results

A. Cross-Code Verification
The ANF projectile was simulated in a ballistic drop at Mach 2.0 at standard sea-level conditions, with zero initial

slip angles and angular rates. The flow solver used a k-omega turbulence model [52] with a low-diffusion flux-splitting
scheme. The boundary conditions consisted of a viscous, no-slip condition on the projectile surface and a Riemann
invariant farfield at the outside surfaces of the grid. Both simulations were performed on the Aerospace Systems Design
Laboratory computing cluster within the Partnership for an Advanced Computing Environment at the Georgia Institute
of Technology [53]. The simulations were run with ΔC = 4.4079× 10−4s for 200 steps, or about 44ms of simulation time.

A comparison of the framework (’POST’) and FUN3D 6DOF Library (’Library’) results for the ballistic drop are
shown below in Figure 11. The results shown in Figures 11a and 11b describe a ballistic trajectory with pitch oscillation,
which is the expected behavior. Figures 11c and 11d show that nonzero but small lateral motion develops due to
computational precision. The error in each of the displacement components, shown in Figure 11e, is small compared to
the overall motion of the vehicle, and each is of about the same order of mangitude. The orientation error plotted in
Figure 11f shows that the error in the roll angle is the largest, which is expected from the behavior identified during grid
validation.

Figure 12 plots the magnitude of the displacement and orientation errors by simulation step. Both simulations are
started from the same initial conditions, so the error is initially zero. After the first step, the error in all components is
on the order of 10−16. The displacement error magnitude rises more sharply than the orientation, reaching between 10−8

and 10−7 for the duration of the simulation. The orientation error magnitude increases more slowly but reaches between
10−7 and 10−4. Based on this rate of error growth over time, the cross-code verification was judged to be successful.

B. Validation
Three SIAD ballistic range shots were replicated, with initial conditions spanning Mach 2 to 4 and with a total angle

of attack amplitude of up to 18.4°. One of the replicated shots, Shot 2643, is presented below, and further detail can
be found in Reference [50]. The initial conditions for the recreation are listed in Table 3. Shot 2643 had the highest
calculated initial roll rate, at 1890°/s.

Table 3 SIAD ballistic range Shot 2643 recreation initial conditions

Pres., kPa Temp., K EG , m/s EH , m/s EI , m/s q, ° \, ° k, ° lG , °/s lH , °/s lI , °/s
19.87 294.2 1188.9 -0.75 -0.11 0 -1.64 0.74 -1890 6100 -1030

The flow solver modeled fully turbulent flow with a Spalart-Allmaras-based DES turbulence model [54]. The flux
limiter was a stencil-based van Albada flux scheme [55], and a dissipative low-diffusion flux splitting scheme was used.
The simulation used a ΔC and ΔCfs of 1.4955 × 10−5s and was executed for a duration of about 20ms.

The results of the ballistic range replication are shown below in Figure 13. The G-axis displacement was within
0.0656% of the experimental displacement at the end of the shot. The simulation captures the slight oscillatory
behavior of the lateral displacment components, with the H-axis displacement almost entirely within the experimental
measurement uncertainty and the I-axis displacement on the same order of magnitude.

The pitch and yaw behavior matches the experimental measurements, including the exchange in oscillation amplitude
as the roll angle changes. The simulated roll angle is plotted in Figure 13g against the calculated experimental
roll angle, since roll was not measured directly during the experiment (note that uncertainty propagation results in
uncertainty bounds that are sensitive to the total angle of attack). The roll angle error is plotted in Figure 13h against the
root-mean-square of the calculated uncertainty. Excluding the outliers, the simulation matched the calculated roll angle
to within 25°. The SIAD simulations for all three shots in the POST2-FUN3D framework yielded a similar accuracy to
the results of Brock et al.[23, 50].
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Fig. 11 ANF cross-code verification results
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Fig. 13 SIAD ballistic range test recreation[39]
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VII. Conclusion
ThePOST2-FUN3D framework is aCFD-RBDmodel that provides expanded capability formultidisciplinary/multiphysics

simulation. By linking FUN3D to POST2, a state-of-the-art trajectory propagator, designers will be able to include
other disciplinary models that are constructed for POST2, including GN&C and propulsion.

The cross-code verification of the framework against the FUN3D 6DOF Library was successful, with the error in
the trajectory components matching to within the order of 10−4. Free-flight simulations in the framework have been
successfully validated against both experimental data and independent CFD-RBD simulations. Further research is
underway to incorporate open- and closed-loop control with RCS jets for an entry vehicle [39].
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