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As part of the Game Changing Development (GCD) Program funded by NASA’s Space Technology Mission Directorate (STMD), the development of simulation capability for the prediction of extra-terrestrial plume surface interaction (PSI) environments has been undertaken by the Fluid Dynamics Branch at NASA/MSFC.  The GCD PSI Project, planned to be completed over a four year period, contains a Predictive Simulation Capability (PSC) Element focused on creating simulation capability for the reliable and accurate prediction of PSI in Martian (~650 Pa) and Lunar (vacuum) ambient environments.  In addition to the PSC Element, the GCD Program also contains a companion Ground Testing Element for development of focused datasets for validation of predictive capability as well as a Flight-focused Instrumentation Element. 
I. Nomenclature/Acronyms
D	=	Nozzle exit plane diameter
dp	=	Soil particle diameter
h	=	Height of nozzle exit plane above the soil surface
l	=	Molecular mean free path
Pi	=	Impingement pressure 
P0	=	Total pressure
PSC	=	Predictive Simulation Capability
PSI	=	Plume Surface Interaction
tw	=	Soil surface shear stress

II. Introduction
NASA’s exploration goals require the development of landers for the Moon and Mars.  To make safe and efficient landings, these systems are likely to require retro-propulsion, or the use of rocket engines to decelerate the landers to a soft touchdown on the surface.  The environments arising from the interaction of rocket plumes with lunar and planetary regolith during descent and landing, as well as ascent from the surface, is a significant risk to propulsive landers.  These environments are characterized by plume flow physics, erosion (or cratering) physics, and ejecta dynamics.  Each of these pose risks to landing systems, a number of which have been experienced or observed in flight.  Plume impingement effects on the lander can threaten lander stability and produce elevated convective heating during powered descent and landing.  Cratering, or erosion, can lead to destabilization of the lander upon touchdown and potentially violate lander tilt requirements.  Extensive and shallow cratering was observed post-flight for the Apollo lunar landers, and deep cratering was observed post-flight for the InSight Mars lander.  Ejecta dynamics can lead to loss of instrumentation or function, damage to the lander and any surrounding infrastructure, and obscure visibility for radar and other optical ranging systems.

The NASA Game Changing Development Program’s Plume-Surface Interaction (PSI) Project[1] is a multi-year effort aimed at developing an integrated modeling, simulation, and testing approach to the prediction of physics associated with the exhaust plume, erosion and cratering, and ejecta from the landing site to help engineers protect the lander and to evaluate the PSI risks for favorable landing sites.  Under this effort, progressively validated tools and new ground test data will be produced to reduce design uncertainty due to landing environments and to support development of mitigation strategies.  Flight instrumentation specifically for in-situ PSI data will be tested in relevant environments.  With many near-term exploration objectives focused on the Moon, this project prioritizes the capability to predict PSI environments for airless bodies, which requires the ability to model both rarefied and continuum flows.    

These activities are designed to support the PSI Project goal[2] of developing an integrated modeling, simulation, instrumentation capability, and testing approach to PSI definition in the areas of: plume flow physics, erosion physics and ejecta dynamics, closing the identified gaps in physics modeling that are first order to accurate prediction.

The PSI Project is divided into three technical elements to accomplish the activities described above.  These are the Predictive Simulation Capability (PSC) element (the focus of this paper), the Ground Testing element and the Flight Focused Instrumentation element. In order to further explain the PSC element, a description of the Plume Surface Interaction topic is helpful.

A simplified sketch of a generic Plume Surface Interaction is shown in Fig. 1. The description will begin at the rocket nozzle exit plane and generally follow plume flow path.  The lander vehicle base is depicted by the heavy gray line at the top of the figure.  The small blue items attached to the vehicle base represent multiple items including the Reaction Control System and various sensors and instrumentation.  Each of the two landing propulsion rocket nozzles is depicted by two outwardly diverging lines creating a downward opening cone. Rocket effluent exits the two nozzles and is depicted by solid purple curves beginning at the nozzle exit and proceeding to the soil surface.  The deforming and/or eroding soil surface is depicted by the solid red curve at the bottom of the figure.  The plume flow impinges on the soil surface and flows outboard from the impingement point.  Between the two rocket nozzles, the flow moving outboard from their respective impingement locations collide and stagnate, which directs plume flow upwards between the two plumes towards the lander vehicle base.  The plume flow between the two nozzles is depicted by the purple curves located between the two nozzles.

The plumes impinging on the soil surface creates an impingement environment on the soil surface consisting of impingement pressure and shear stress.  Under the forcing by the impingement environment, the soil surface begins to deform and/or erode after a threshold impingement environment intensity is reached.  As the soil surface changes, the impingement environment imposed on the soil by the plume is affected, potentially increasing or decreasing the degree of soil deformation/erosion depending on specific details of the PSI in consideration.  Any eroded soil is accelerated by the plume flow in each direction taken by the plume after impingement on the soil.  This includes soil transported upwards between the two rocket nozzles towards the lander base as well as outboard from the lander vehicle.  Any habitat structure or assets within range of the ejected soil (ejecta) may experience an adverse environment consisting of both impingement pressure as well as impacts by soil particulate.
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[bookmark: _Ref88050785]Fig. 1	Depiction of a generic Plume Surface Interaction. Lander vehicle base represented by gray line at top.  Deforming and/or eroding soil surface represented by the solid red line.  Soil internal flow represented by dashed red arrows.  Plume boundaries and flow directions shown in purple. Ejected soil represented by dashed green lines.  Surface habitat infrastructure represented by the wheeled vehicle in blue on the right.

A reasonable question to pose is why future landings on the Moon, manned or unmanned, are exposed to a risk from PSI?  After all, the Apollo manned landings were successful. Why is the Apollo engineering solution not applicable to all future landers? A straightforward and compact understanding is obtained by inspecting supersonic plume impingement pressure and shear stress data conducted at very low, ~ 1 Pa, ambient pressure.  The pressure profile imparted by the plume on a solid surface, the impingement pressure Pi, as well as the impingement surface shear stress profile, twall has been shown[3] to be proportional to the plume total pressure P0, multiplied by the square of the ratio of nozzle exit plane diameter, D, to the altitude of the nozzle exit plane above the soil surface, h, as shown in equation 1. 

Pi , twall  ∝  P0  ( D / h ) 2                                                                                                                         (1)

Some implications of this relation are as follows. The Apollo descent engine operated at a total pressure of approximately 23 psia[4].  Most current lander concepts have engine total pressures potentially significantly greater and thus will create an impingement pressure commensurately greater.  Similarly, landers with a greater mass than the Apollo lander will likely have a greater nozzle exit diameter and thus greater impingement pressure.  The implication of Equation 1 is that a lower maximum value of Pi is produced by several, adequately spaced, lower total pressure engines than one engine with high total pressure.  A possibly impractical implication is that packaging the landing engine nozzle exit plane as high as possible above the soil surface reduces the impingement pressure.  The same implications are true with respect to impingement surface shear stress.

Since modern landers are likely to cause significantly different soil surface environments than the Apollo lander, the availability of predictive tools with known accuracy to address the risks that PSI poses will enhance the mitigation of these risks.  Therefore, the PSI Project PSC element is focused on three primary topics: (1) plume flow in low-pressure environments, (2) effects of mixed continuum/rarefied flow on soil erosion and ejecta, and (3) soil particle phase modeling.  The next section, Section III,  will explore the physics involved in the PSI phenomenon in order to illustrate the motivation for the specific goals and objectives  of the PSC element.  Section IV will describe the four sub-tasks of the PSC element that address the challenges identified in the next section.





	
III. Challenges to the Predictive Simulation Capability Development Element 

In order to identify the challenges of constructing predictive tools for PSI, the PSI phenomenon will be re-examined to a further depth following the format of the brief description provided in the previous section. The re-examination will be conducted from the perspective of supporting landings on both the Moon and Mars and will make note of differences in PSI challenges caused by the differences in landing environment between the two extra-terrestrial bodies.

The driving force that creates PSI is the impingement environment caused by the plume(s).  Therefore, it is imperative for a predictive tool to accurately predict the plume from the rocket nozzle to the soil surface. For Moon landings, the lack of an atmosphere may cause rarefied effects due to increases in the Knudsen number, a ratio of the molecular mean free path, l, to a length scale of interest, L.  It has been shown in subscale tests [3] that the impingement surface shear stress, one of the key drivers of PSI, is significantly affected in a non-conservative direction by the effects due to an increasing Knudsen number. Predictive tools intended to predict PSI and its effects on Lander designs must be capable of accurately capturing these rarefied flow effects.  

The prediction of the soil response to the impingement environment is required of predictive tools if they are to be used to understand and mitigate PSI-induced risks.  A direct simulation of all scales of the PSI process would require resolution of a range from the smallest particle size to the size or altitude of the lander vehicle.  Lunar regolith particles sizes are as small as 1 to 5 microns and the vehicle altitude during active PSI is as large as 50 meters.  Spatially resolving gas-phase flow around the smallest soil particle as well as the lander vehicle altitude at the onset of PSI spans at least 9 orders of magnitude, making direct simulation an impractical approach on which to base predictive tools.  Because soil erosion is a transient event in PSI, the temporal resolution requirements of a direct simulation are driven by the smallest length scales and highest surface velocity and add to the effort beyond the spatial resolution challenge.  The two-phase modeling approach selected must involve a significant degree of modeling in order to be tractable.

Martian ambient pressure is also small (650 Pa) compared to that of the Earth (105 Pa).  Subscale experiments have shown [5] that erosion caused by jets is significantly affected by the Knudsen number of the small particles, l/dp.  This means that at the soil surface, the predictive tools must simultaneously model plume impingement, two-phase flow and rarefied effects.
IV. Addressing the Challenges 
In order to develop a set of predictive tools that can be used during this PSI Project, it is advantageous to base these tools upon existing, validated production tools.  One such tool is the Loci/Chem density based, unstructured CFD tool[6] developed by Mississippi State University and in production use at NASA/MSFC, other NASA centers, the DoD, and industry. Loci/Chem has been extensively verified and validated for use with supersonic plumes from rocket powered vehicles[7][8].  The Loci framework [9][10], developed by Dr. Edward Luke of Mississippi State University, is an extension of the C++ language designed to enable the construction and evolution of computational methods, such as CFD.  There have been several different CFD programs implemented in the Loci framework in the past two decades.  These include Loci/STREAM[11][12][13], a pressure based unstructured CFD application developed by Streamline Numerics Inc. and Loci/Thrust[14], a Discontinuous Galerkin CFD application developed by Mississippi State University. Loci/Chem is the baseline production tool chosen for gas-phase simulation of plume for the PSC Element.

Beginning in 2012, NASA/MSFC evaluated a hybrid method that coupled the solution of the Navier-Stokes equations using traditional methods with the Boltzmann equations solved by the Discrete Velocity Method (DVM).  The coupling was accomplished by choosing cell-by-cell which governing equations to solve based on a Continuum Breakdown Criteria (CBC) which is similar to a Knudsen number criteria.  As the solution progressed, the balance of cells for each approach was changed based on the evolution of the CBC as the simulation progresses. The application which implemented this approach, termed here as Boltzmann, was developed by CFDRC, Inc since 2005[15].  In 2016, the DVM approach was implemented in the Loci framework and coupled with the Loci/Chem CFD application. The Loci/Chem-Boltzmann application [16] is theoretically capable of solving the coupled Navier-Stokes and Boltzmann equations for the PSI application. At the start of the PSI Project, the Loci/Chem-Boltzmann application was at a proof of concept state.

Coupled solution of the Navier-Stokes and Boltzmann equations are not new.  There are many examples[17] of using Direct Simulation Monte Carlo (DSMC) to solve rarefied flow using boundary conditions from solution of the Navier-Stokes equations upstream of the rarefied region.  The hybrid approach used by Loci/Chem-Boltzmann has the advantage of being fully-coupled, a single streamline can begin its path in continuum flow, expand into rarefied flow and then be compressed into a continuum flow.  The hybrid approach will solve the required equations at each location along the streamline described above.  In Section II, the flowpath between two plumes impinging on the ground and directing the plume back upwards towards the lander vehicle one example of such a streamline.  Another advantage of the hybrid approach is that only regions which are rarefied and affect the PSI outcome are required to be solved by the relatively very expensive DVM application, minimizing the computational effort required for the coupled solution. 

In order to address the range of scales challenge identified in the previous section, an Eulerian approach to modeling the soil phase was chosen.  The use of an Eulerian model for the solid-phase allows decoupling of the required resolution of spatial scales from the soil particle size and thus directly address the range of scales challenge.  The minimum spatial scale required for resolution is based solely on gradient resolution, which may be much larger than the soil minimum particle size. The algorithm chosen for use is the Gas Granular Flow Solver (GGFS), was developed by CFDRC, Inc since 2005[18].  This algorithm was assessed by NASA/MSFC beginning in 2018.  Following a positive evaluation, an effort to implement GGFS in the Loci framework begun in 2019[19].

In the previous section, it was pointed out that rarefied effects are significant and alter the shear stress at the plume impingement location.  The shear stress is a driver of soil erosion and thus must be considered within the Loci/GGFS application.  In 2020[20], an effort to couple the Loci/GGFS application with the Loci/Boltzmann solver was initiated.  The Loci/GGFS-Boltzmann application is being extended to two-phases to provide a fully coupled solution.

The final PSI application envisioned is the coupling of the three Loci applications, Loci/Chem, Loci/GGFS and Loci/Boltzmann into a fully coupled application termed Loci/Chem-GGFS-Boltzmann.  The intended mode of operation is as follows.  In regions in which there is no solid-phase present, Loci/Chem will be used for cells which are in the continuum regime and Loci/Boltzmann will be used for cells in which rarefied flow conditions exist.  In regions where solid-phase is present, Loci/GGFS will be used for cells which are in the continuum regime and coupled Loci/GGFS-Boltzmann will be used for cells in which rarefied flow conditions exist.  

V. Predictive Simulation Capability Element Tasks
The purpose of this section is to describe the activities being conducted to achieve the vision presented in the previous section.  In addition, the accomplishments and status of each activity is also described. The PSC Element activities are broken down into four tasks.  The tasks are constructed to directly address the challenges described in Section III.  Each task includes both predictive tool development as well as validation activities [21].
	The PSI Project has funded a subscale PSI test campaign named the Physics Focused Ground Test (PFGT) with the objective of producing PSI cratering and ejecta data for validation of the predictive tools being developed by the PSC Element.  The PSC Element has heavily participated in the PFGT requirements and experimental design as well as test execution.  The data generated from the PFGT will form the primary basis of the validation efforts of the four PSC Tasks described in this section.  The description of the PFGT test and its data product is described in companion papers [22] and presentations at this conference and will not be further described in this paper.
	In the description below, it is evident that multiple sources of funding are being used to develop the computational tools to simulate PSI.  In cases where non-PSI Project funding is used, then the source of funding, in most cases a NASA SBIR or STTR, is called out.  
A. Task 1: Plume Flow in Low Pressure Environments
	The objective of Task 1 is to implement methods to simulate rarefied flow into production-class computational tools and validate computational tools for existing data in low pressure environments.  The targeted low pressure environments correspond to the Lunar and Martian Environments. The figures of merit for Task 1 are plume structure and plume impingement environments.  No erosion or cratering is considered in Task 1 activities. A flow chart of the primary activities comprising Task 1 is shown in Fig. 2.  Task 1 consists of developing the Loci/Chem-Boltzmann application described in the previous section and validating its use for PSI applications.  Task 1 also includes the validation of the Loci/Chem application for plume impingement environments under conditions similar to those found on Mars.
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[bookmark: _Ref88491241]Fig. 2	Flow chart of primary activities comprising Task 1 of the PSC Element.


	No tool development was anticipated for Martian environment plume structure and plume impingement environment applications.  The Loci/Chem application is well validated for terrestrial ambient pressure and reduction of the ambient pressure to the 650 Pa characteristic of Mars does not result in rarefied flow in the plume and plume impingement regions for practical PSI applications.  Note that when soil erosion is considered, then rarefied flow conditions are expected, but Task 1 does not consider soil erosion.
	For the Lunar application, significant rarefied flow effects are anticipated in PSI applications.  At the beginning of the PSI Project, the Loci/Chem-Boltzmann application had been demonstrated for PSI applications using a monoatomic gas as the plume effluent.  The demonstration revealed significant parallel performance issues, including imbalance of load and memory use in parallel mode.  During the first year of the PSI Project, the Loci/Chem-Boltzmann application was upgraded to achieve both load and memory use load balancing.  The upgraded application was demonstrated to simulate a practical PSI application, the Apollo Lunar lander, while achieving robust parallel scalability using as many as 4,200 CPU cores on the NASA Pleiades supercomputer.  The second year of the PSI Project supported the development of a diatomic plume effluent model as well as significant performance upgrades.
Evaluation of Loci/Chem-Boltzmann performance using diatomic Nitrogen as the plume effluent for the Apollo Lunar lander is currently underway.  More details about the assessments can be found in a companion paper[23].
	Significant efforts to validate Loci/Chem for plume structure and impingement environments has been conducted in the first two years of the PSI project[24].  In the first year of the PSI Project, initial validation assessment of the Loci/Chem application using data from a subscale experiment [25] of plumes in Martian-like ambient pressures resulted in a positive outcome.  This led to more wide-ranging and detailed validation activities in the second year.  More details of these validation activities can be found in the companion paper[23].
	The positive assessments of Loci/Chem-Boltzmann summarized above enable the beginning of validation activities.  The first validation assessment[21] will be conducted using data from a subscale experiment[3] which measured plume impingement pressure and impingement surface shear stress for supersonic jets and plume impinging on a solid surface in very low ambient pressure.  The dataset demonstrates transition from continuum to rarefied conditions in terms of the solid surface shear stress.  This transition is key data for demonstration of the ability of Loci/Chem-Boltzmann to model rarefied effects that are first order to PSI outcomes.

B. Task 2: Effect of Mixed Continuum/Rarefied Flow on Crater Development and Ejecta Sheets
	The objective of Task 2  is to: i) implement improvements to two-phase production-class computational tools, ii) implement methods to couple rarefied flow with the two-phase computational tools suitable for transient simulations of PSI, and iii) validate computational tools for existing data in low pressure environments.  The target applications are PSI in Lunar and Martian environments. The figures of merit for Task 2 are crater formation and ejecta transport. A flow chart of the primary activities conducted by Task 2 is shown in Fig. 3.  The task consists of developing the Loci/Chem-GGFS application, verifying its performance for production operation and validating it for crater growth and ejecta formation and transport for both Lunar and Martian environments.
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[bookmark: _Ref88491714]Fig. 3	Flow chart of primary activities comprising Task 1 of the PSC Element.

	A NASA STTR Phase I was awarded in 2019 to implement the GGFS algorithm within the Loci framework.  A subsequent STTR Phase II was awarded to continue the development.  During the first year of the PSI Project, the Loci/GGFS application was applied by the PSC Element to demonstrate its use in axi-symmetric mode for the simulation of a subsonic jet-driven PSI laboratory-scale test.  Late in the first year of the PSI Project, the Loci/GGFS application was demonstrated in 3D mode for simulation of the same laboratory scale PSI dataset.  Significant issues were identified and addressed in the Phase II STTR effort.  One drawback identified was the large amount of computational effort required to simulate a realistic PSI application.  In the second year of the PSI effort, an improved Loci/GGFS application was demonstrated in a 3D supersonic plume-driven laboratory-scale PSI test.  While the many improvements, including some significant performance enhancements, improved the performance of Loci/GGFS, computational performance was still less than that required to perform a reasonable PSI assessment for a NASA Program. 	A NASA Phase I and Phase II SBIR effort began in 2020 to couple the Loci/GGFS application with the Loci/Boltzmann application.  At the current time, an initial full coupling of the two computational tools has been accomplished.  Evaluation of Loci/GGFS-Boltzmann by the PSC Element will begin within the next year.  Future efforts will focus on developing the final envisioned production-mode PSI tool, Loci/Chem-GGFS-Boltzmann.
	Significant validation activities using Loci/GGFS were conducted during the first and second year of the PSI Project.  The data used for the validation comparison is from a test series performed by Metzger[5] at the Planetary Aeolian Lab (PAL) in 2016 at a vacuum chamber pressure of 9.8 Torr (1300 Pa). This test was performed using a subsonic jet emitting from a pipe directed into a test bin filled with sand and outfitted with a splitter plate aligned with the center of the pipe such that half of the jet enters the test bin and half of the jet is directed out of the test bin. The splitting of the jet enables direct visualization of the growing crater formed by the PSI process. Simulations of this test using Loci/GGFS in axi-symmetric mode produced crater depths that at early times exceeded the experimental growth rate yet after some time became asymptotic to a constant depth while the experimental crater continued to grow.  More details of this validation comparison are contained in a companion paper[26]. 	In the coming year, validation activities will be focused on using cratering and ejecta data generated by the PFGT campaign to compare to simulation results conducted using the Loci/GGFS tool in 3D simulations of the supersonic plume PSI experiment.
C. Task 3: Regolith Particle Phase Modeling
	The objective of Task 3 is to: i) development methods to determine the properties of soil mixtures for use in two-phase Eulerian soil models, ii) develop particle-phase models of realistic Lunar and Martian soil, and iii) validate two-phase production-class computational tools using the Lunar and Martian soil models with available ground and flight data.
	The NASA Phase II STTR project[19] mentioned in the previous subsection implemented three soil models within the Loci/GGFS application.  These models are: i) a mono-disperse spherical soil particle model after Lund[], ii) a polydisperse spherical soil particle model based on the GHD approach[28][29], and iii) a general polydisperse irregular particle shape model based on the results of an a-priori Discrete Element Method (DEM) simulation of the soil mixture[19].  The PSI simulations described in the previous subsection were conducted using the mono-disperse spherical soil particle model.  In the second year of the PSI Project, several Loci/GGFS simulations using the GHD soil model for a bi-disperse soil were demonstrated.  A simulation capability was also demonstrated using the DEM-based soil model for a soil consisting of mono-disperse elongated cylinders.  More details of these demonstrations can be found in a companion paper and presentation[32].
	In the second year of the PSI project, a DEM tool[37] was delivered to the PSC Element by UC Davis.  The operation of the DEM application was assessed by PSC personnel.  An instant in time of one such simulation is shown in Fig. 4.  Visible in the figure are both single spherical particles as well as composite particles constructed using multiple spheres of different size in a line crating a crescent roll-like shape.  The computational domain is indicated by the white outline.  Future use of this DEM tool is anticipated to develop soil models to approximate both Lunar and Martian soils which will be ultimately used within the general polydisperse, irregular particle shape mode of the Loci/GGFS application.  Since the UC Davis DEM tool is a research-style application, it lacks a parallel implementation, resulting in its use taking weeks or months to complete the simulations with the parametric variations required to create a database for use in Loci/GGFS.  Another task within the NASA Phase II SBIR[20] described above is focused on identifying an open-source DEM implementation which can be verified to provide commensurate accuracy as the research DEM tool yet provide a highly parallel implementation to reduce DEM simulation times to days.  A candidate tool, LIGGGHTS[31] has been identified and is currently undergoing assessment for suitability for PSI use.
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[bookmark: _Ref88660881]Fig. 4	Flow chart of primary activities comprising Task 1 of the PSC Element.

	The ultimate objective of Task 3 is to develop validated models of Lunar regolith and Martian soil for the purposes of modeling PSI outcomes for lander vehicles.  The development of these soil models will begin in earnest in the current year.  The envisioned overall process of designing a solid model is described next.  Based on available knowledge of target soil composition and awareness of computational effort limitations, a candidate soil composition is defined.  This definition specifies the number of unique particle sizes, shapes and composition.  This definition is used to construct a DEM model, which has a unit cube computational domain.  Two types of DEM simulations are conducted, one a constant shear simulation and the other a ‘cooling’ simulation in which particles in the cube are given an initial condition random location, orientation and velocity vector and the simulation proceeds, simulating non-elastic collisions until the particle motion reaches a constant damping rate.  These simulations are conducted over a parametric range of total particle concentration and relative concentrations of each unique particle type in the candidate soil definition. The results of the DEM simulations are assembled into a file which is read by Loci/GGFS and used to perform a validation assessment.  If the validation assessment indicates acceptable accuracy, the soil model is complete, otherwise the soil composition is adjusted, and the process repeated until adequate validation can be achieved.
Task 4: Gas-Particle Interaction Modeling
	The objective of Task 4 is to i) develop an understanding of existing gas-particle interaction models as applied to the PSI application, ii) Perform unit physics experiments of particle clouds in a laboratory environment to aid in the understanding of gas-particle cloud interaction in low pressure environments, iii) develop models of gas-particle cloud interactions suitable for implementation into production class two-phase computational tools, and iv) validate production-class computational tools with available data for gas-particle cloud interactions.  More details of this task are available in a companion paper and presentation[33].
	Particle clouds subjected to a relative gaseous flow exhibit a behavior where the flow wake behind one particle affects the gaseous flow that another particle in the cloud is subjected.  An illustration of this flow is presented in Fig. 5[33].  On the left half of the figure, a stationary particle array has been subjected to a shock traveling from left to right. Multiple wakes are formed which in turn, affect the wake formation behind subsequent particles. This creates a complex, unsteady, multiple-scale flow pattern in which the complex flow interactions are termed Particle Turbulent Kinetic Energy (PTKE).   In 2020, a NASA Early Stage Innovation Task was awarded in which this effect and other flow particle cloud interactions are being studied to ultimately develop a basis for practical engineering models of these effects.  Also in 2019, a NASA Phase I SBIR [34] was awarded which is formulating a beginning basis for modeling PTKE as well as implement a initial model for PTKE within Loci/GGFS.  
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[bookmark: _Ref89090540]Fig. 5	Particle resolved simulation of a shock passing through particle suspension[33].  Note the chaotic flow which is termed Particle Turbulent Kinetic Energy (PTKE).

	During the first year of the PSI Project, the PSI Project funded a laboratory-scale experimental campaign was conducted by Johns Hopkins University [35] to collect data on particle drag within supersonic plumes.  This data will be used to inform the PTKE model that will be ultimately implemented in Loci/GGFS.  A NASA Phase II SBIR[34] was awarded in 2020 to augment these experiments and further formulate a model for PTKE within Loci/GGFS.  Further understanding of gas-particle interaction is the product of a NASA Early Stage Innovation (ESI)
contract [33] being executed by the University of Michigan as described above.  The relationship of these efforts, including earlier efforts, to the PSI Project is depicted in Fig. 6.  In the second year, the PSI project has funded the University of Michigan to investigate and document the history of models of particle-cloud interactions like those present in the PSI application[36].
	Upon delivery of the PTKE model at the conclusion of the NASA SBIR Phase II effort, the PSC element will evaluate its performance suing data available at the time.
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[bookmark: _Ref88491275]Fig. 6	Depiction of activities leading up to the formulation of Task 4 within the PSI Project PSC Element.


.
	Summary and Observations
This paper has briefly described the need for the ability to predict PSI to support NASA’s near-term objective of landing humans on the Moon and the longer term objective of landing men on Mars.  PSI on these extraterrestrial bodies involves physics beyond those faced on the Earth, a brief explanation of these was provided.
In 2019, NASA’s Game Changing Development awarded a project focused on developing predictive methods for PSI and its effects and validating those methods to provide support to the design of manned lander craft. The Predictive Simulation Capability element of the PSI project was described at a high level, focusing on the measures being undertaking to overcome the additional complexities of PSI on the Moon and Mars.  Each of the four PSC sub-tasks were described, describing both work funded directly by the PSI project as well as other NASA funding sources being leveraged to create a predictive PSI capability. A brief status of each of the four sub-tasks was provided as well as the ongoing and future planned work in each task.
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