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INTRODUCTION
Knowledge Graphs represent the relationship between the entities of a system
in the form of nodes and the relationships

 

We Present a Knowledge Graph built using Earth Science corpora

 

We use BERT language model and graph convolutions to search the KG. A qualitative analysis of results
is also presented

 

 

 

 

Knowledge Graphs(KG) are powerful tools that represent the relationship between
the entities of a system in the form of nodes and the relationships (connections)
between them. Building a KG can be a challenging task as they tend to be too
generic, and often perform poorly on complex scientific queries. In this project, we
aim to explore the effectiveness of combining a knowledge graph generated from
earth science corpora with a language model and graph convolutions for the purpose
of surfacing latent and related sentences given a natural language query.

 

 

In this approach, sentences are conceptualized in the graph as nodes that are
connected through entities—words of interest found in the text—extracted using
Google Cloud’s entity extraction model. The language model we used for this is
Bidirectional Encoder Representations (BERT). The sentences are given a numeric
representation by the BERT model; graph convolutions are then applied to sentence
embeddings in order to obtain a vector representation of the sentence as well as the
adjacency information. The graph can then be queried with natural language queries
by generating an embedding for the query then comparing it to the embeddings in
the graph. The sentences with the most similar embeddings are returned as results.
We find that when query embeddings are compared with convolved embeddings,
topics of resulting sentences and the abstracts they come from are slightly more



relevant than when the query embedding is compared with initial BERT embeddings,
potentially demonstrating an improved ability to surface relevant, latent information
based on the subject of the input query.



BERT EMBEDDINGS
Each sentence is given a numeric representation from the BERT language
model. For this work, we use a sentence transformer model trained on
100,000s of Earth science journals.
The graph is implemented in a highly performant graph library called Neo4J

 

 

The Nodes, links (Relationships), and embeddings are ingested into a graph
database for efficiency and scaling purposes. In this case, we use the Neo4J graph
database library.

 

Scaling up with Neo4J graph database



 

Graph Convolutions
 

Each layer of convolution aggregates neighboring node embeddings and adds them
to the original embedding. Aggregation is a basic average of neighboring nodes.

 



EXPERIMENT AND RESULTS

Input: 4,809 earth science abstracts filtered on keywords smoke, biomass burning, and fine-particulate matter

99,127 nodes

4,809 abstracts, 41,625 sentences

51,572 entities (43,447 normal entities and 8,125 wiki entities)

1,121 instances

210,422 relationships

 

Results

 

 

Score frequency distribution

Score
Initial embeddings3rd layer of convolutions

Sentence Abstract Sentence Abstract

0 12 21 10 17

1 17 14 15 17

2 16 10 20 11

Total 45 45 45 45

 

Setup



OBSERVATIONS
 

Graph Convolutions seem to surface slightly better results than initial embeddings for most queries, both
in terms of sentence relevance and abstract relevance

Sentences are generally more relevant than the abstracts, Expectedly

We will need to do a more comprehensive analysis for more clear results



TEXT PREPROCESSING  - ENTITY EXTRACTION
Entity Extraction is applied to the sentences from Earth Science corpora to
identify the important words and phrases.
These constitute the nodes of the graph. The sentences also are assigned as
the sentence node.
If the Extracted Entities are from the same sentence, they are connected with a
link.
Consequently, the sentences in the abstract are connected as well.
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Switch entity extractor and embeddings model to domain-specific language models

Ingest more relevant documents into the graph database

Determine a more quantitative way to perform query validation 
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ABSTRACT
Traditional knowledge graphs tend to be too generic, and often perform poorly on complex scientific queries. Oftentimes,
precedence is given to pop culture over scientific knowledge for queries. This is predominantly due to the use of internet
sources for building the knowledge graph. With this work, we aim to explore the effectiveness of combining a knowledge
graph generated from earth science corpora with a language model and graph convolutions for the purpose of surfacing latent
and related sentences given a natural language query. In this model, sentences are conceptualized in the graph as nodes which
are connected through entities—words and phrases of interest found in the text—extracted using Google Cloud’s entity
extraction model. The language model we used for this is Bidirectional Encoder Representations from Transformers(BERT).
The sentences are given a numeric representation by the BERT model. Graph convolutions are then applied to sentence
embeddings in order to obtain a vector representation of the sentence as well as the surrounding graph structure, thereby
leveraging the power of adjacency inherently encoded in graph structures. With this presentation, we demonstrate the ability
of graph convolutions and their improved ability to surface relevant, latent information based on the subject of the input
query.


