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Abstract 24 

This study uses a model with aerosol-cloud-radiation coupling to examine the impact of 25 

Saharan dust and other aerosols on Hurricane Nadine (2012). In order to study aerosol direct 26 

(radiation) and indirect (cloud microphysics) effects from individual, as well as all aerosol species, 27 

eight different NU-WRF simulations were conducted. In several simulations, aerosols led to storm 28 

strengthening, followed by weakening relative to the Ctrl simulation. This variability of the aerosol 29 

impact may be related to whether aerosols are ingested into clouds within the outer rainbands or 30 

the eyewall. Upper tropospheric aerosol concentrations indicate vertical transport of all aerosol 31 

types in the outer bands but only vertical transport of sea salt in the inner core. The results suggest 32 

that aerosols, particularly sea salt, may have contributed to a stronger initial intensification, but 33 

that aerosols ingestion into the outer bands at later times may have weakened the storm in the 34 

longer term. In most aerosol experiments, aerosols led to a reduction in cloud and precipitation 35 

hydrometeors, the exception being the dust-only case that produced periods of enhanced 36 

hydrometeor growth. The Saharan Air Layer (SAL) also impacted Nadine by causing a region of 37 

strong easterlies impinging on the eastern side of the storm. At the leading edge of these easterlies, 38 

cool and dry air near the top of the SAL was being ingested into the outer-band convection. This 39 

midlevel low equivalent-potential-temperature air gradually lowered toward the surface and 40 

eventually contributed to significant cold pool activity in the eastern rain band and in the northeast 41 

quadrant of the storm. Such enhanced downdraft activity could have led to weakening of the storm, 42 

but it is not presently possible to quantify this impact. 43 

44 

45 
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1. Introduction 46 

The impact of the Saharan air layer (SAL) on the development and intensification of 47 

hurricanes has garnered significant attention in recent years. The SAL is formed by strong surface 48 

radiative heating over the Saharan desert, which results in a deep well-mixed layer with warm 49 

temperatures and low relative humidity in the lower troposphere. When the warm and dry air of 50 

the SAL moves off the western African coast, it is elevated over the cooler, moister marine 51 

boundary layer (Carlson and Prospero 1972; Prospero and Carlson 1981; Karyampudi and Carlson 52 

1988).  Past studies yielded mixed results in terms of the impact of the SAL on hurricanes 53 

(Karyampudi and Carlson 1988; Karyampudi et al. 1999; Karyampudi and Pierce 2002; Dunion 54 

and Velden 2004; Braun 2010; among others mentioned below). Karyampudi and Carlson (1988) 55 

and Karyampudi and Pierce (2002) suggested that the SAL contributes to African easterly wave 56 

(AEW) growth and, in some cases tropical cyclogenesis, by supporting convection along its 57 

leading and southern borders. Karyampudi and Carlson (1988) suggested that SAL can fuel AEW 58 

growth and assist the development of tropical cyclones from AEW disturbances during initial 59 

stages of development.  Jones et al. (2004), using 22 years of analysis increments of geopotential 60 

height from National Centers for Environmental Prediction²National Centers for Atmospheric 61 

Research (NCEP²NCAR) reanalysis data and information on dust from a global transport model, 62 

found larger amplitudes in the analysis than in the first guess, suggesting amplification of AEWs 63 

due to the radiative effects of dust. 64 

On the other hand, Dunion and Velden (2004) discussed mechanisms that usually hinder 65 

the genesis and intensification of tropical cyclones. They suggested that the SAL negatively 66 

impacts tropical cyclones through: 1) vertical wind shear resulting from an increase of low-level 67 

easterlies in the African easterly jet (AEJ); 2) cold downdrafts enhanced by the intrusion of dry 68 
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SAL air into tropical cyclones; and 3) a temperature inversion in the lower troposphere enhanced 69 

by the radiative warming of dust that results in suppression of deep convection. Lau and Kim 70 

(2007a, 2007b) and Sun et al. (2008) speculated that dry air or dustiness from increased SAL 71 

activity was the cause of reduced Atlantic hurricane activity in 2006 and 2007 as compared to 2004 72 

and 2005. Wu (2007) linked the increase of Atlantic hurricane activity to a decrease in SAL activity 73 

and enhanced vertical wind shear associated with dusty and dry air outbreaks.  74 

Braun (2010) suggested that, after storm genesis, the SAL does not have a statistically 75 

significant impact on the subsequent intensification. AQRWKHU LQWHUSUHWDWLRQ RI BUDXQ¶V (2010) 76 

findings is that the SAL can have both positive and negative impacts that lead to an inconsistent 77 

response that cancels in a statistical analysis. Braun et al. (2013) used a suite of satellite data, 78 

global meteorological analyses, and airborne data to conclude that the impact of the SAL on Helene 79 

was confined to the earliest stages of development. Dry air observed to wrap around Helene was 80 

determined to be of non-Saharan origin and appeared to have little impact on storm intensity.  81 

Saharan dust can affect storms in a couple different ways. First, dust can modify cloud 82 

microphysical processes within the storm by providing cloud condensation and ice nuclei (Khain 83 

et al. 2008, 2010). Second,  the dust can absorb incoming solar radiation, which warms the dust 84 

layer (Carlson and Benjamin 1980) and reduces the solar radiation that reaches the surface (Lau 85 

and Kim 2007b; Reale et al. 2009). Chen et al (2010), using aerosol-radiation coupling in WRF, 86 

revealed that the dust-radiation interaction mainly warmed the dust layer between 750 and 550 87 

hPa, which resulted in increased vertical wind shear by about 1-2.5 m s-1 km-1 to the south of the 88 

SAL, where AEW disturbances and tropical storms usually occur. Their results were rather 89 

inconclusive about the actual impact of dust-radiation interactions on tropical cyclone genesis and 90 

intensity change, and were hindered by the lack of aerosol-microphysics interactions. Changes in 91 
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moisture and temperature distributions as a result of dust-radiation interactions could also impact 92 

cloud processes.   93 

It is well known that aerosols in the atmosphere often serve as cloud condensation nuclei 94 

(CCN) and ice nuclei (IN) in the formation of cloud droplets and ice particles, respectively. As a 95 

result, these aerosols exert considerable influence on the microphysical properties of both liquid 96 

and ice clouds and have been proposed to impact tropical cyclone intensity (Cotton et al. 2007, 97 

2012; Zhang et al. 2007 and 2009; Khain et al. 2010; Rosenfeld et al. 2011, 2012; Tao et al. 2012; 98 

Herbener et al. 2014). Cotton et al. (2007) and Khain et al. (2010) suggested that hurricane intensity 99 

might be reduced if the intrusion of large concentrations of small hygroscopic particles (such as 100 

from pollution) occurs during storm development. However, for dust particles that often serve as 101 

sources of giant CCN or IN, the impact is non-monotonic and can lead to either decreases (Zhang 102 

et al. 2007 and, 2009) or increases (Herbener et al. 2014) in storm intensity. Many of these studies 103 

were highly idealized, in some cases (Zhang et al. 2007 and 2009) with unrealistic horizontally 104 

uniform dust fields surrounding and within the storms. A more realistic distribution of aerosols, 105 

still in an idealized setting, with dust advected into the storm, may partially account for the finding 106 

of strengthening storms in Herbener et al. (2014). However, more realistic prescriptions of storm 107 

environments and dust distributions are needed to better evaluate the impact of Saharan dust on 108 

tropical cyclones. Radiative and microphysical impacts of aerosol on weather systems, especially 109 

in numerical models, are usually considered separately.  Rosenfeld et al. (2008) emphasized that 110 

these two effects need to be studied together due to the opposing microphysical and radiative 111 

effects that aerosols have on deep convective clouds. Shi et al. (2014) examined the combined 112 

effects of SAL dust on a mesoscale convective system over Africa and showed that the onset of 113 

precipitation was delayed about 2 hours due to aerosol-radiation-cloud microphysics effects.  114 
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TKH NDWLRQDO AHURQDXWLFV DQG SSDFH AGPLQLVWUDWLRQ¶V (NASA) HXUULFDQH DQG SHYHUH 115 

Storm Sentinel (HS3) investigation was a multi-year field campaign designed to improve 116 

understanding of the physical processes that control hurricane formation and intensity change, 117 

specifically the relative roles of environmental and inner-core processes (Braun et al. 2016, 118 

hereafter B16). FXQGHG DV SDUW RI NASA¶V EDUWK 9HQWXUH SURJUDP, HS3 FRQGXFWHG ILYH-week 119 

campaigns during the hurricane seasons of 2012-14 using the NASA unmanned Global Hawk 120 

aircraft. In September 2012, HS3 flew five missions into Hurricane Nadine, the first two of which 121 

involved the interaction of Nadine with the SAL. As reported by B16, NDGLQH ZDV HS3¶V EHVW FDVH 122 

for examining the interaction of a tropical cyclone with the SAL. They speculated that the dry SAL 123 

air was on the downshear side of the storm and the storm inflow may have provided a pathway for 124 

the SAL dry air and dust to get into the inner-core circulation. They concluded that it was not 125 

possible to determine the impact of the SAL dust from the HS3 observations alone. 126 

Since the HS3 observational GDWD DORQH FDQ¶W be used to determine the impact of the SAL 127 

dust on Nadine, this study utilizes a complete modeling system with an inline aerosol distribution 128 

forecast to study the possible impact of dust from the SAL and other aerosol sources on Hurricane 129 

Nadine. The modeling system is the NASA Unified Weather Research and Forecast (NU-WRF) 130 

model.  A brief history of Hurricane Nadine and description of HS3 observations of the storm are 131 

given in Section 2. Details of the NU-WRF model and simulation setup are given in section 3. In 132 

section 4, results from the control simulation are compared with HS3 in-situ and remote sensing 133 

and satellite observations. Discussion and conclusions are given in Section 5.  134 

 135 

2. Hurricane Nadine (2012) and Observations from HS3  136 

a. History of Nadine 137 
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Nadine was a long-lasting hurricane that meandered in the middle of the Atlantic Ocean 138 

for more than three weeks (10 September to 3 October, see the NHC best track on Fig. 1) (Brown 139 

2013). Nadine started out as an organized vortex that formed from an AEW that moved offshore 140 

of the West African coast on 7 September, along with a significant plume of dust to its north (not 141 

shown). Over the next several days, a broad low pressure area developed in conjunction with the 142 

AEW as convective activity increased and became more organized, leading to the eventual 143 

formation of a tropical depression on 10 September.  144 

The depression continued its west-northwestward movement to the south of a large 145 

subtropical ridge over the central and eastern Atlantic and was declared a tropical storm on 12 146 

September. Then, Nadine turned northwestward and continued to strengthen when it moved into a 147 

low-shear environment and over warmer waters. Nadine started turning northward around 1200 148 

UTC 13 September and became a hurricane by 1800 UTC 14 September. Nadine remained a 149 

hurricane during the next two days as it moved rapidly eastward around the northern side of the 150 

subtropical ridge under the influence of strong southwesterly to westerly shear. As Nadine turned 151 

east-northeastward early on 17 September, it decelerated and weakened. For the next 17 days, 152 

Nadine slowly meandered in the middle of the Atlantic before re-strengthening to a hurricane on 153 

28 September. Nadine eventually dissipated on 4 October. This study focuses on the early part of 154 

NDGLQH¶V OLIH VSDQ EHWZHHQ 10 DQG 17 SHSWHPEHU. 155 

Braun et al. (2016, their Fig. 8) showed that a SAL dust outbreak emerged from the West 156 

African coast immediately following the pre-Nadine disturbance. The dust outbreak moved 157 

westward over the next several days with its leading edge catching up to Nadine at the time of 158 

tropical depression formation. The dusty air mass gradually overtook Nadine, extending around 159 

the northwestern side of the storm by the time Nadine reached tropical storm strength, and then 160 
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continued moving northwestward with the storm. Observations of Nadine and the SAL dust will 161 

be examined in the next section. 162 

 163 

b. Nadine observations during HS3 164 

Nadine became a tropical storm at 00 UTC 12 September, during the middle of the first 165 

HS3 Global Hawk flight, and a hurricane at 18 UTC 14 September, during the second HS3 flight 166 

(B16). In this section, we examine data collected during these two HS3 flights that highlight 167 

aspects of the storm not discussed by B16. As they mentioned, dropsonde data were collected in 168 

the western part of the storm during the 11-12 September flight, but were discontinued midway 169 

through the flight after a dropsonde became jammed in the launcher, so unfortunately there are no 170 

dropsonde data available in the SAL air mass to the east of the storm center. All data collected 171 

during the HS3 field campaign for Nadine including those analyzed for this study can be 172 

found at https://ghrc.nsstc.nasa.gov/home/projects/hs3. 173 

Braun et al. (2016) showed a time series of data from the Cloud Physics Lidar (CPL) and 174 

Scanning High-resolution Interferometer Sounder (S-HIS) for the eastern segment of the flight 175 

(see their Fig. 9), showing an extensive dust layer approximately 5 km deep, with warm and dry 176 

air between 900 to 650 hPa. A similar time series (Fig. 2) for the western portion of the same flight 177 

(the first three north-south-oriented flight legs, indicated by red lines in our Fig. 9b) suggests an 178 

environment that was largely devoid of significant SAL air compared to the eastern side of the 179 

storm shown by Braun et al. (2016). Shallow aerosol layers were seen up to about 800-700 hPa 180 

between 1700-1800 UTC and 1940-2100 UTC 11 September when the aircraft moved beyond 181 

regions of high clouds associated with Nadine that had obscured views of lower levels. The first 182 

detectable aerosol layer (top near ~750 hPa) was at the southern end of the first flight leg moving 183 
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from north to south, with no dust present at the north end and a shallow layer of aerosols at the 184 

southern end that was characterized by aerosol backscatter values less than about 0.03 km-1 sr-1 185 

and relative humidities >70%; immediately above the aerosol layer, between 750-550 hPa, relative 186 

humidity was quite variable with alternating moist and dry areas. Temperature perturbations 187 

(derived by removing the average temperature from 2000 UTC 11 September to 0600 UTC 12 188 

September) of ~0-3 K generally presided over the layer from 850-450 hPa. A representative 189 

dropsonde profile in this region, shown in Fig. 3 (red line), confirms the S-HIS data, with values 190 

generally above 75%, but as low as 65%, in the aerosol layer and drier air (<60%) not being 191 

observed except above 530 hPa.  192 

Between 2020-2050 UTC 11 September, at the north end of the second flight leg after the 193 

DLUFUDIW PRYHG QRUWKZDUG RI NDGLQH¶V KLJK FORXG FRYHU, a second region of enhanced lidar aerosol 194 

backscatter was apparent in the lower troposphere (Fig. 2a), extending up to about 700 hPa. 195 

Coincident with this aerosol backscatter was a low-level layer of warmer temperature perturbations 196 

(~6-9 K), suggesting a narrow region of SAL air. A dropsonde profile at 2045 UTC is shown in 197 

Fig. 3 (black line) and indicates a temperature inversion between ~820-800 hPa and a layer from 198 

~800-700 hPa in which the temperature was characterized by a steeper lapse rate just above the 199 

inversion (compared to the earlier dropsonde) and the vapor mixing ratio was approximately 200 

constant, indicative of a shallow, elevated residual SAL air mass. This dropsonde profile, taken 201 

due north of the storm center, was the only dropsonde obtained during the flight to clearly indicate 202 

SAL air, while others on the western side of the storm did not indicate the presence of SAL air 203 

(recall, no dropsondes were available east of this flight line). Combined with results on the eastern 204 

side of Nadine as seen in Figs. 8b and 9 of B16, the data suggest a SAL air mass that was rapidly 205 
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encroaching on the eastern side of Nadine, but was only just beginning to wrap around the northern 206 

side during this flight. 207 

On 13 September, MODIS (Moderate Resolution Imaging Spectroradiometer) indicated 208 

that dust was most concentrated in the northeastern quadrant of the storm (Fig. 8d of B16). A 209 

CALIPSO overpass near this region on the eastern side of Nadine and cutting through the SAL is 210 

shown as the black line in Fig. 4a. Similar to the CPL data on 11-12 September (Fig. 9 of B16), 211 

the dust layer extended upward to about 5 km altitude. High clouds associated with Nadine 212 

obscured part of the dust layer between 22-26°N (Fig. 4b). While the low-level air within the SAL 213 

is typically dry, clouds at the top of the dust layer near 28°N indicate the high relative humidity 214 

that can be found in the upper part of the SAL (Messager et al. 2010; Braun 2010). While dust 215 

dominates above the boundary layer, marine aerosols and dusty marine air are seen on the south 216 

side of the SAL dust and, to a lesser extent, to the north of the SAL. 217 

The 14-15 September flight occurred as Nadine was moving northward near 54°W with 218 

the SAL air present on its eastern and northern sides (Fig 8e of B16). A CALIPSO overpass (not 219 

shown) along the western side of Nadine between 55-60°W indicated mostly marine or dusty 220 

marine air below 2 km (~800 hPa) altitude. Dropsonde data covering the entire 14-15 September 221 

flight, with drop locations adjusted for storm motion to a reference time of 00 UTC 15 September, 222 

are shown in Figs. 5a-c. At 875 hPa (Figs. 5a-E), WKH UHJLRQ WR WKH HDVW DQG QRUWK RI NDGLQH¶V RXWHU 223 

rainband was dry and warm relative to other sectors of the storm, with relative humidities generally 224 

below 50% in the SAL air, but greater than 70% elsewhere. Temperatures in the SAL at 875 hPa 225 

exceeded ~293 K, but were as low as 289-290 K elsewhere. Although the CALISPO retrieval 226 

indicated dusty marine aerosols up to about 800 hPa to the west of Nadine, the thermodynamic 227 

conditions within this layer were not indicative of SAL air.  228 
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Thermodynamic conditions changed markedly across the outer rainband to the southeast 229 

of the storm center, indicated by two dropsonde profiles in Fig. 5d (locations are indicated in Fig. 230 

5b).  To the east (black profile), the warm SAL air is apparent where its warm temperatures 231 

produce a strong inversion above the boundary layer. Near the top of the SAL, temperatures are 232 

cooler than the environment, producing a second inversion near 600 hPa (Karyampudi et al. 1999). 233 

In contrast, to the west of the outer rainband, a dropsonde profile (red line) shows relatively moist 234 

conditions up to 500 hPa, but very dry air aloft. Figure 5c shows that at 400 hPa very dry air was 235 

impinging on the western and northern sides of Nadine as strong vertical wind shear [~13 m s-1 236 

between 850-200 hPa; B16] was inhibiting intensification above minimal hurricane status. Braun 237 

et al. (2016) hypothesized that the rainband located about 4-5� WR WKH HDVW DQG VRXWKHDVW RI NDGLQH¶V 238 

center may have acted as a boundary between the SAL air mass and the non-SAL air predominant 239 

within the hurricane vortex, but could not determine the impact of the SAL from these 240 

observations.  241 

The remainder of this paper uses numerical simulations of Nadine using NU-WRF, which 242 

includes the effects of aerosols, to examine the impact of Saharan dust and other aerosols on storm 243 

microphysical structure and intensity. Part II will use 30-member ensemble simulations with all 244 

aerosols, dust only, and no aerosols to further quantify the role of the SAL in this case.  245 

 246 

3.  Numerical Simulations of Hurricane Nadine  247 

a.  NASA Unified WRF (NU-WRF) 248 

The NU-WRF modeling system is based on the Advanced Research WRF released by 249 

NCAR. The philosophy behind NU-WRF development is to provide a NASA-oriented version that 250 

incorporates a unique set of NASA tools related to physics, validation, and assimilation of current 251 
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Earth science satellite observations into the model (Shi et al. 2010, 2014; Peters-Lidard et al. 2015; 252 

Tao et al. 2017).  NU-WRF was developed at NASA's Goddard Space Flight Center (GSFC), in 253 

collaboration with NASA's Marshall Space Flight Center (MSFC) and university partners, as an 254 

observation-driven integrated modeling system that represents aerosol, cloud, precipitation, and 255 

land processes at satellite-resolved scales (Peters-Lidard et al. 2015).   256 

NU-WRF components used in this study include Version 3 of the ARW dynamical core 257 

(Skamarock et al. 2008), the WRF-Chem embedded version of the Goddard Chemistry Aerosols 258 

Radiation Transport model (GOCART; Chin et al. 2000a, 2000b), the GSFC radiation and 259 

microphysics schemes including revised couplings to aerosols (Tao et al. 2003; Lang et al. 2007, 260 

2011; Shi et al. 2014; Matsui et al. 2018), and the Goddard Satellite Data Simulator Unit (G- SDSU; 261 

Matsui et al. 2013, 2014). Details about the NU-WRF modeling system and its availability can be 262 

found at https://nuwrf.gsfc.nasa.gov.  263 

 264 

b. Aerosol-cloud microphysics-radiation coupling in NU-WRF 265 

The Goddard microphysics and radiation schemes in NU-WRF have been coupled with the 266 

aerosol fields forecasted by GOCART in WRF-Chem to account for the aerosol direct (radiation) 267 

and indirect (cloud microphysics) effects. In the current coupling, all atmospheric parameters 268 

including aerosols and cloud and precipitation hydrometeor masses are explicitly predicted on the 269 

same high-resolution grid at every time step. In the Goddard one-moment microphysics scheme, 270 

both CCN and IN are diagnostic parameters activated from the aerosol mass concentrations of all 271 

14 WRF-Chem/GOCART-predicted aerosol species. Following Shi et al. (2014), the activation of 272 

CCN is adapted from Koehler et al. (2006) and Andreae and Rosenfeld (2008) while IN is 273 

following Demott et al.(2010). Wet deposition is handled within the GOCART/WRF-Chem 274 
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module with a simplified parameterization using the model forecast precipitation and is not 275 

handled explicitly by the cloud microphysics. The CCN are used to calculate the auto-conversion 276 

of cloud droplets to form rain to account for the aerosol impact on warm-rain processes based on 277 

Liu and Daum (2004). To account for the aerosol impact on ice processes, IN are used to 278 

parameterize the Bergeron process, which is the transfer rate of cloud ice to snow, and to 279 

parameterize the depositional growth of cloud ice at the expense of cloud water (Meyers et al., 280 

1992; DeMott et al., 2010). Due to the relatively coarse 3-km grid spacing on the innermost mesh, 281 

the supersaturation conditions for activation of CCN is seldom met. As a result, the primary 282 

microphysical impact of the aerosols is as IN.   In the Goddard longwave (LW) and shortwave 283 

(SW) radiation schemes (Chou and Suarez 1999, 2001; Matsui et al. 2018), all 14 GOCART 284 

aerosol species are used to calculate the aerosol optical thickness, single-scattering albedo, and 285 

asymmetry factor to estimate aerosol-induced radiative heating (Shi et al. 2014). The Goddard 286 

radiation scheme also accounts for the single scattering properties of snow, graupel, and rain 287 

(Matsui et al. 2018).  288 

 289 

c. Model setup and simulation design 290 

 Doubly nested domains were constructed with a horizontal grid spacing of 27, 9, and 3 km 291 

with corresponding grid dimensions of 601u421, 802u655, and 832u931 points for the outer, 292 

middle, and inner domains, respectively (Fig. 6). The outer domain (D1) extends from just off the 293 

west coast of the U.S. continent to the eastern Saharan Desert. It is large enough to contain carbon 294 

pollution due to forest fires that started a few days earlier in the northwestern U.S., that will be 295 

carried eastward by upper-tropospheric westerlies (see the WRF AOD over the northwestern U.S. 296 

in Fig. 6, to be discussed in the next section) during the simulation, and the entire SAL dust 297 
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outbreak that originates over North Africa. The inner domain (D3) is large enough to cover the 298 

vast area that Nadine traveled during the integration span in this study. This large inner (D3) 299 

domain was necessitated by the fact that WRF-Chem does not support moving nests. No further 300 

nest refinement that could cover the storm for more than a short time was possible. A terrain-301 

following vertical coordinate with 61 layers was used with resolutions of 5~10 hPa inside the 302 

planetary boundary layer (PBL) and 20~25 hPa above the PBL.  Time steps of 60, 20, and 6.66 s 303 

were used in the outer and two nested grids, respectively. The Grell±Devenyi ensemble cumulus 304 

parameterization scheme (Grell and Devenyi 2002) was used to account for large-scale 305 

precipitation processes. The PBL parameterization for this study was the the Yonsei University 306 

PBL scheme (Hong et al. 2006; Hong, 2007). The surface heat and moisture fluxes (from both 307 

ocean and land) were computed from similarity theory (Monin and Obukhov 1954).  Land-surface 308 

sensible and latent heat fluxes are predicted by the Noah-land surface model (LSM,  Chen and 309 

Dudhia 2001).  310 

In this study, NU-WRF was initialized from the NCEP Global Forecast System (GFS) 311 

analyses with 1° grid resolution at 0000 UTC 10 September 2012. Time-varying lateral boundary 312 

conditions and soil temperature and moisture values for the NOAH-LSM at 6-hour intervals were 313 

also taken from the NCEP/GFS analyses. Because of its better representation of observations, sea 314 

surface temperature was taken from the ERA-Interim global reanalysis data (Dee et al., 2011) and 315 

updated daily. The model was integrated for 168 hours, from 00 UTC 10 September to 00 UTC 17 316 

September 2012.  For the GOCART part of WRF-Chem, the Goddard Earth Observing System 317 

Data Assimilation System (GEOS DAS, with output saved every 3 hours) was used for the initial 318 

and time-varying lateral boundary conditions (Chin et al. 2009). The coupled NU-WRF GOCART 319 

simulations were also driven by both anthropogenic and natural emissions, which were obtained 320 
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from the emission database compiled for the global GOCART simulation (Chin et al. 2009).  321 

Details of how NU-WRF calculates the anthropogenic and natural emissions of sulfate, black 322 

carbon (BC), organic carbon (OC), dust and sea salt can be found in Shi et al (2014).    323 

In order to study aerosol direct (radiation) and indirect (cloud microphysics) effects from 324 

individual as well as all aerosol species, eight different NU-WRF simulations (Table 1) were 325 

conducted including:  1) the control experiment with no aerosol coupling (Exp. Ctrl); 2) full aerosol 326 

effects included in the cloud microphysics but not in radiation (AM); 3) full aerosol effects in 327 

radiation but not in the cloud microphysics (AR); 4) full aerosol effects for both microphysics and 328 

radiation (AMR); 5) same as AMR, but the aerosol coupling used all aerosol species except dust 329 

(AMR-ABD); 6) same as AMR, but using only black and organic carbon and ignoring all other 330 

aerosol species (AMR-CO); 7) same as AMR, but using only sea salt and ignoring all other aerosol 331 

species (AMR-SSO); and 8) same as AMR, but using only dust and ignoring all other aerosol species 332 

(AMR-DO). 333 

 334 

4. Simulation Results 335 

a. Comparison between simulations and observations 336 

 Simulated storm tracks and intensities (in terms of minimum sea-level pressure, MSLP) 337 

for each experiment are shown in Fig. 7 along with the best track information provided by the 338 

National Hurricane Center (NHC). The initial points of all curves represents the model time at 12h 339 

(1200UTC 10 September 2012) due to the fact that there was no NHC best track report for the first 340 

12 hours of model integration. Each of the experiments follows a similar track (Fig. 7a), diverging 341 

only toward the end of the simulations after 120 h. The initial low pressure centers are displaced 342 

to the northeast of the best track position and remain to the north of the best track through the first 343 



 16 

36-42 h, after which time the positions shift to the west of the best track position as the storms get 344 

more organized. The simulated storms move north-northwestwardly about 100 km to the west of 345 

the best track between 48 and 96 hours, but close to each other, and move with a forward motion 346 

that is too slow compared to the observed track after 96 hours. Due to a lag in the turn to the east 347 

in the simulations (roughly about 12 hours later than the best track), the simulated tracks are greater 348 

than 200-300 km to the west of the best track by 120 h. For the remainder of the simulations, the 349 

storms make a much slower turn to the east as Nadine came under the influence of enhanced deep 350 

layer (200-850 hPa) westerly shear associated with an upper-tropospheric trough.  351 

 The simulated storm intensities remain clustered together through about 84 hours 352 

(Fig. 7b), followed by gradual divergence of the solutions. The simulations intensify slowly 353 

through about 66 h, and then begin a period of more rapid intensification through the end of the 354 

period. In contrast, the real storm underwent a period of significant intensification about 24 hours 355 

earlier than the simulations and then developed more slowly thereafter. Many of the simulations 356 

undergo a brief pause in intensification between 96-120 h, and then resume intensification. The 357 

cause of the pause is unknown. The Ctrl and AMR-CO simulations produce the strongest storms 358 

while the AMR and AMR-ABD cases produce the weakest storms at 168h, with the AMR case 359 

producing a time series most in line with the best track intensity. This result shows that the 360 

inclusion of the effect of the real-time predicted aerosol in hurricane simulations can be vitally 361 

important for increasing the accuracy of the forecasted track and intensity of numerical models. 362 

The discrepancy between the simulated and observed intensities can be explained as follows. In 363 

this particular region of the Atlantic (Fig. 8, from domain 3), the ocean is roughly 2-3 K warmer 364 

in the western half of the domain than the eastern half, and is coldest in the northeastern quadrant 365 

of the domain.  Due to the westward shift, later eastward turning, and slower motion of the 366 
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simulated storms compared to the best track, the simulated storms have much longer residence 367 

times over the warmest water, providing greater fuel for intensification compared to the actual 368 

storm, and thereby enabling greater total intensification. 369 

 Since AMR has the most realistic representation of aerosol effects and produced the best 370 

simulated intensity overall for Nadine (especially after 96h) in this study, it will be used for 371 

comparisons to the observations in the following sections. Figure 9 shows the WRF-simulated 372 

AOD from domain 2 from AMR and the MODIS AOD. On 11 September, both the simulation and 373 

MODIS (Figs. 9a, b) depict a dust outbreak that has recently emerged from Africa with similar 374 

shape and AOD, although the simulated AOD is smaller than that seen in MODIS. The leading 375 

edge of the dust outbreak has started curving around the western side of Nadine; this AOD could 376 

not readily be detected by MODIS due to cloud cover. On 15 September (Figs. 9c, d), the dust 377 

outbreak has move farther westward and then northward with the storm. The shape of the SAL 378 

outbreak has transformed into a swan-like pattern LQ ZKLFK WKH ³QHFN´ DW WKH ZHVWHUQ HQG RI WKH 379 

dusty air mass is associated with northward transport around the eastern and northern sides of 380 

Nadine and roughly parallels the simulated storm track in Fig. 7a. At this stage, the simulated dust 381 

has dissipated faster than observed, with lower AODs than seen by MODIS. Despite the faster 382 

decrease in dust amount, the simulated AOD pattern generally compares well with the MODIS 383 

AOD evolution. It should also be pointed out that there is a high-AOD region in the upper-left 384 

corner of the domain that is partially visible near a region of clouds in the MODIS image. This 385 

high-AOD region was not associated with the Saharan dust and was transported from forest fires 386 

in the northwestern U.S. (see Fig. 6) by the upper-tropospheric westerlies. The potential effect of 387 

this black carbon on Nadine will be discussed later in the paper.  388 
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 The along-the-flight-track simulated cross-sections in Fig. 10 from AMR is provided for a 389 

direct comparison with the aircraft observations in Fig. 2. The flight crossed over clouds to the 390 

west of the storm center between 1800-1930 UTC and over the storm core between 2100-2240 391 

UTC on 11 September (the second and third north-south tracks from the west, respectively, in Fig. 392 

9b). The green arrows in Fig. 10a highlight two regions of SAL dust near the storm core associated 393 

with the arc of low AOD on the southwestern side of the storm (Fig. 9a). The dust patch to the 394 

north (near 24°N, 2045 UTC) of the storm is consistent with the CPL-observed aerosol backscatter 395 

noted in Fig. 2. This dust is coincident with a region of mid-level (750-550 hPa) dry and warm air 396 

(Figs. 10b, 10c), likely associated with the SAL, that exists much closer to the storm than suggested 397 

by the dust itself. Only the 2045 UTC dropsonde measurements (Fig. 3) indicated the presence of 398 

SAL air in this region, with the SAL air confined to ~800-700 hPa. Subsequent dropsondes located 399 

closer to the core did not indicate SAL air, suggesting that the SAL intrusion in the model was 400 

either too extensive or occurring too early in the model compared to observations. The dust to the 401 

south of the storm core region (near 15°N, 2230 UTC) is associated with a very narrow zone of 402 

warm and dry air. However, due to the overlying deep convective cloud cover, CPL wDVQ¶W DEOH 403 

to detect the dust in this region. The simulated temperature perturbation (Fig. 10c) along the flight 404 

track between 2130 and 2230 UTC 11 September shows the existence of the tropical storm warm 405 

core that could not be detected by S-HIS due to the convective cloud cover. 406 

 407 

b. Aerosol evolution and and evidence for SAL intrusion into Nadine 408 

 One of the concerns of Braun (2010) about SAL-TC interaction studies was the attribution 409 

of storm weakening to the effects of the SAL based on the proximity of the SAL to the storm rather 410 

than a direct demonstration of SAL air influencing the storm. In this section, we provide evidence 411 
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for vertical transport (and by implication IN production) and removal of aerosols within Nadine, 412 

and at least one direct mechanism by which the SAL may have influenced Nadine. 413 

The evolution of AOD between 48h and 168h of the simulation (valid at 0000 UTC 12 to 414 

17 September at 24-h intervals) is shown in Fig. 11 along with the sea-level pressure field. As 415 

Nadine moved northwestward between 48 and 120 h, the high-AOD SAL airmass gradually 416 

encroached around the northeastern quadrant of the storm, although it did not generally get much 417 

farther around than the northern portion of the storm. While this AOD was predominately 418 

associated with dust, low levels of carbon-based aerosols were present and accounted for about 419 

0.5% of the aerosol mass in this high-AOD airmass (not shown) and were traced back to fires in 420 

some part of Africa near the equator. AOD values diminished over the period due to a combination 421 

of sedimentation and wet removal, with AOD values by 120 h up to ~0.6. SDXWHU DQG L¶EFX\HU 422 

(2017) suggested that tropical cyclones can remove up to 95% of the nearby aerosols through wet 423 

removal. Dust amounts continue to decline near the storm thereafter.  424 

Another region of high AOD was also apparent over the northeastern U.S. at 48 h (Fig. 425 

11a). During the next 72 hours, this aerosol was transported eastward and then southeastward by 426 

the upper-level flow. By 144 h (Fig. 11e), this other source of aerosols had UHDFKHG NDGLQH¶V 427 

periphery. Using information from the model outer domains (D1 and D2) and MERRA-2, this 428 

aerosol was traced back to carbon sources originating from forest fires in the northwestern U.S. 429 

that had occurred a few days earlier (not shown here). The impact of these carbon aerosols on 430 

Nadine is probably small given the late stage at which they reached Nadine.  431 

To demonstrate the extent to which the different aerosol types were being drawn into 432 

NDGLQH¶V clouds and precipitation, and hence their ability to impact the cloud microphysics, Fig. 433 

12 shows the cloud (ice, snow and graupel) hydrometeor mixing ratios and aerosol mixing ratios 434 
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in the 300-100 hPa layer after 96 h of simulation. Saharan dust and sea salt are not likely to be 435 

present in the upper troposphere unless transported upward by deep convection. Carbon can 436 

potentially be injected into the upper troposphere by deep smoke plumes, and so their presence 437 

aloft does not preclude sources other than convection. At 96 h, the precipitation pattern (Fig. 12a) 438 

shows a well-defined eyewall (centered near 55°W, 25°N) and extensive outer rainbands to the 439 

north and southeast of the inner-core region. These rainbands extend into the region of AOD>0.2 440 

and therefore represent areas of deep convection capable of significant upward transport of 441 

aerosols. The dust distribution in the 300-100 hPa layer (Fig. 12b) shows maximum values to the 442 

QRUWKHDVW RI NDGLQH¶V FHQWHU LQ WKH UHJLRQ RI WKH RXWHU UDLQEDQG, indicating that the rainband is a 443 

significant source of the upper-tropospheric dust. The high values of dust extending to the east and 444 

southeast of Nadine are found within the outflow layer and suggest significant horizontal transport 445 

away from the rainbands. Near the inner core of Nadine, there is very little dust aloft, suggesting 446 

that dust is not not being transported upward in the eyewall and, therefore, not likely getting into 447 

the eyewall at lower levels. The peak upper-tropospheric dust amounts are about 10-20% of the 448 

SHDN DPRXQWV LQ WKH ORZHU WURSRVSKHUH. SDXWHU DQG L¶EFX\HU HVWLPDWHG IURP CALIPSO DQG 449 

CloudSat data that lofted dust represented about 1-2% of lower-tropospheric dust amounts after 450 

the passage of tropical cyclones, which suggests that the NUWRF model is potentially 451 

underestimating wet removal of aerosols.  452 

The spatial pattern of carbon (Fig. 12d) at upper levels is quite similar to dust, although the 453 

magnitudes are about two orders of magnitude smaller, suggesting a similar mechanism for carbon 454 

vertical transport. Sea salt (Fig. 12c), with magnitudes about an order of magnitude smaller than 455 

dust, has relatively higher values within the outflow layer originating near the northern rainband, 456 

and also shows a clear pattern of upward transport in the eyewall. This pattern is largely expected 457 
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since sea salt is present over an extensive area of the ocean and is maximum in the high-wind 458 

region of the inner-core region (not shown).  459 

The key takeaway here is that dust and carbon are clearly getting into the outer bands of 460 

Nadine, but not into the inner core of the storm. Studies by Khain et al. (2008), Zhang et al. (2009), 461 

Cotton et al. (2012), and Herbener et al. (2014) suggest that if the aerosols invigorate convection 462 

(Khain et al. 2005; van den Heever et al. 2006; Jenkins et al. 2008; Storer et al. 2014), then their 463 

presence in the outer rainbands would be expected to strengthen the rainband convection at the 464 

expense of convection in the eyewall (possibly through decreased inflow to the inner core, 465 

compensating subsidence over the eyewall, and increased outer-band cold pools), thereby 466 

weakening the storm. Rosenfeld et al. (2007) also suggested that seeding of clouds on the tropical 467 

cyclone periphery could weaken storms. Hence, the weakening of the simulated Nadine (as in case 468 

AMR) is consistent with the diagnosis of aerosols being ingested into the outer bands of Nadine, 469 

but not into the eyewall. 470 

Besides the aerosol impacts of the SAL, the SAL can influence storm development as a 471 

result of its associated thermodynamic and wind characteristics, i.e., near neutral static stability 472 

above the base of the SAL, dry air, and enhanced easterly flow (primarily along the southern edge 473 

of the SAL). Figure 13 shows west-to-east cross sections through the center of the storm of 474 

temperature perturbation (shading), defined as the perturbation from the domain-averaged 475 

temperature at 0 h, and dust mass (contours) from AMR every 24 h starting at 48 h. Figure 13 476 

shows the corresponding relative humidity fields. At 48h, the warm core (Fig. 13a) has formed 477 

between 44° and 50°W as the storm starts to intensify. The SAL is seen just to the east of Nadine 478 

(east of about 41°W), with the dust layer extending to just above 500 hPa and the temperature 479 

perturbation field being characterized by warm air between 950 and 700 hPa and colder air 480 
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between 700 and 500 hPa. This dipole structure is associated with the nearly dry adiabatic lapse 481 

rate as described by Carlson and Prospero (1972), Karyampudi and Carlson (1988), and Braun 482 

(2010). The relative humidity pattern shows a broad area of moist conditions associated with the 483 

storm. In the SAL, dry air is seen between ~900-700 hPa, while higher relative humidity of ~50-484 

60% is near the top of the SAL. Very dry non-Saharan air is present above the SAL and extends 485 

downward into the uppermost part of the dust layer. A tongue of this drier air appears to extend 486 

downward along the leading edge of the dust layer. During the next 48 hours, the storm continues 487 

its intensification as indicated by a strengthening warm core (Fig. 13b and 13c), while the SAL 488 

moves closer to the storm core. This inward penetration of the SAL is particularly apparent in the 489 

coresponding relative humidity field (Figs. 14b and 14c) as the region of higher humidity 490 

significantly narrows from about 10° wide at 48 h to ~6° wide by 96 h. Dust near the leading edge 491 

of the SAL is transported upward into the upper troposphere by the outer rainbands and then 492 

transported outward by the outflow of the storm (indicated by the lowest contour level), as 493 

discussed above. By 96 h (Fig. 13c), the leading edge of the dust layer and the depth of the SAL 494 

warm layer becomes shallower, and this change becomes even more pronounced for the entire 495 

SAL air mass by 120 h (Figs. 13d and 14d). The progression to a shallower and colder SAL airmass 496 

may be the result of the effects of aerosol particle sedimentation, wet removal, and net radiative 497 

cooling of the layer. Also notable about the period from 96-120 h is that the leading edge of the 498 

SAL resides underneath part of the warm core, the warm air SAL reaches the surface, and the 499 

colder air in the upper SAL layer is extending downward toward the surface close to the storm.  500 

The intrusion of the SAL air into the outer rainbands of Nadine is a source of enhanced 501 

convective downdrafts. Figure 15 shows 950-hPa equivalent potential temperature, Te, at 120 h. 502 

At this time, the leading edge of the lower Te air associated with the SAL at the latitude of the 503 
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storm center is near 54°W. A broad area of low Te air is located northeast of the storm center and 504 

a narrow band of cold pools extends southward just east of 54°W along the outer band that 505 

separates SAL air from non-SAL air (Fig. 5). The presence of the low Te air, along with the cross 506 

sections in Figs. 13 and 14, strongly suggest that the SAL is contributing to enhanced cold pool 507 

activity in Nadine. Unfortunately, it is not possible to quantify the impact of the enhanced cold 508 

pool activity on storm intensity.  509 

 510 

c. Aerosol impacts on simulated tracks and minimum sea-level pressures 511 

In general, the various model experiments show that aerosols have little impact on storm 512 

intensity through 84 hours and track through 120 hours. The minimal response of storm track is 513 

consistent with Cotton et al. (2012). The simulated intensities begin to diverge around 96 h, with 514 

Ctrl, AMR, and AMR-ABD (dark blue, red, and orange lines, respectively, in Fig. 7b) producing 515 

the weakest storms. However, the differences between simulations are not necessarily maintained 516 

throughout the simulations. For example, AMR-SSO is stronger than Ctrl prior to 120 h, but then 517 

becomes weaker than Ctrl. Similarly, AMR-DO is stronger than Ctrl up to 114 h, but then becomes 518 

weaker. In general, all simulations are stronger than observed. 519 

Examining simulated intensities at 120 h (prior to the significant track divergence), 520 

simulations AMR and AMR-ABD result in the weakest storms while AMR-DO is between AMR 521 

and Ctrl (just 6 hours earlier, AMR-DO was almost identical to Ctrl). Cases AMR-CO and AMR-522 

SSO are similar to Ctrl at 120 h. Subsequent intensity differences are difficult to interpret because 523 

of the significant differences in storm track. The results show that dust is not the only aerosol 524 

species potentially affecting the intensification of Nadine. Although the differences between the 525 

simulations vary with time, when one compares these individual aerosol-species cases (AMR-SSO, 526 
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AMR-CO, and AMR-DO) to the combined-aerosol cases (AMR-ABD and AMR), the results suggest 527 

that overall aerosol loading may be more important than the specific aerosol species, with greater 528 

aerosol amount leading (correctly) to greater reduction of storm intensity. However, one must be 529 

careful in this interpretation. The small values of carbon near Nadine (Fig. 12) are consistent with 530 

the intensity of AMR-CO being close to that of Ctrl. Total loading of sea salt is lower than dust, 531 

but more areally extensive, which may have allowed AMR-SSO to produce a weaker intensity 532 

after 120 than the case with only dust (AMR-DO). 533 

Similarly, it is insufficient to consider aerosol impacts with either radiative or 534 

microphysical impacts alone (AR and AM). By 120 h, both cases produce similar storm intensities 535 

compared to Ctrl (again, significant variations with time), with radiative effects producing a 536 

stronger impact than microphysical effects in the longer term. Both cases are more intense than 537 

the case when both aerosol interactions are active (AMR), suggesting that both influences may act 538 

in concert to weaken storms, although this result may be storm dependent.  539 

 540 

d. Aerosol effects on hydrometeor profiles 541 

 Eight simulations were conducted to evaluate the impact of different aerosols on Nadine, 542 

and this section will focus on the aerosol impacts on cloud and precipitation hydrometeor profiles. 543 

Figures 16a and 16b show area-averaged cloud and precipitation hydrometeor profiles, 544 

respectively, from Ctrl. The area over which the profiles are averaged corresponds to a 545 

900u900km2 box following the storm center. The melting level occurs around 550-600 hPa. Cloud 546 

ice tends to peak near 200 hPa and extends from about 300-100 hPa  (Fig. 16a). Cloud liquid water 547 

peaks around 800 hPa and extends from just above the surface to about 500 hPa. Snow and graupel 548 

(referred to hereafter as precipitation ice, shown togethers by shading in Fig. 16b) show a relatively 549 
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sharp peak near 400-500 hPa, while the rain profile has a broader peak at earlier times and then 550 

develops a narrower peak near 800-900 hPa at later times. A clear diurnal cycle is also evident in 551 

the precipitation mixing ratios (Fig. 16b), with maximum values around 15-18 UTC. 552 

 The remaining panels in Figs. 16 show the differences in hydrometeors between the 553 

sensitivity simulations and Ctrl. For the AMR simulation, differences in cloud ice vary across both 554 

positive and negative values, while cloud water shows a consistent reduction that grows with time 555 

(Fig. 16c). In both rain and precipitation ice (Fig. 16d), there are diurnally varying periods of 556 

decreased mixing ratios. When only the microphysical impacts of the aerosols are included in the 557 

simulation (AM, Figs. 16e, 16f), a very similar pattern of reduced hydrometeors is seen, although 558 

with smaller magnitudes. In contrast, when only the radiative impacts of aerosols are included (AR, 559 

Figs. 16g, 16h), cloud liquid water and rain show small deceases before 15 September, followed 560 

by periods of increased mixing ratios. Changes in precipitation ice are smaller than in AMR, with 561 

increased mixing ratios from mid 14 September through mid 15 September. Even though aerosol 562 

radiative effects increase hydrometeor production in AR at later times, they not only don¶W SURYLGH 563 

a similar increase in AMR, they actually increased the negative impacts on hydrometeor production. 564 

This result underscores the fact that a strong non-linear interaction exists among aerosols, radiation, 565 

and cloud microphysics. 566 

 The sensitivity of the microphysics to individual aerosol species is shown in Fig. 17, which 567 

also shows differences from the mean hydrometeor profiles of Ctrl in Figs. 16a and 16b. Both 568 

cases with sea salt only (Figs. 17a, 17b) and carbon only (Figs. 17c, 17d) produce reductions in 569 

the hydrometeor mixing ratios (except cloud ice). Profiles for AMR_ABD (Figs. 17e, 17f), which 570 

includes sea salt and carbon together, show quantitatively similar decreases as in AMR_SSO and 571 

AMR_CO individually and, like AM and AR, are not a linear combination of the two cases. These 572 
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results are significant as sea salt exists everywhere in the lower troposphere over the ocean and is 573 

in especially high concentrations under high windspeed conditions such as in tropical cyclones 574 

(not shown). It is difficult to determine whether the carbon aerosol that produced the reduced 575 

hydrometeors during the mature stage originated from the forest fires in the northwestern U.S. (Fig. 576 

11) or from the carbon coincident with the Saharan dust (Fig. 12d).  The results suggest that, while 577 

emphasis is often placed on the effects of dust, in some events it could be difficult to produce 578 

accurate hurricane intensity and, to a lesser extent, track forecasts without considering the 579 

microphysical and radiative effects of all aerosol species.  580 

The simulation with dust only (AMR_DO, Figs. 17g, 17h) is different. While it produces 581 

reduced cloud water, it also leads to periods of enhanced cloud ice, precipitation ice, and rain. 582 

These microphysical impacts might account for the dust-only case producing a stronger storm than 583 

the all-but-dust case (AMR_ABD) despite the fact that dust is the dominant aerosol type. Although 584 

one cannot directly relate changes in hydrometeors to changes in storm intensity relative to Ctrl 585 

(e.g., AMR_CO produces reductions in hydrometeors yet has an intensity comparable to Ctrl), it 586 

is possible that enhancements in hydrometeor production offset other negative impacts of dust in 587 

AMR_DO. 588 

  589 

5. Summary and Discussion 590 

In this study, we utilized the NU-WRF model with aerosol-cloud-radiation coupling and 591 

an inline aerosol distribution forecast component to conduct a sensitivity study of the impact of 592 

dust from the SAL and other aerosols on Hurricane Nadine (2012). Observations from the HS3 593 

field experiment were analyzed and compared to the simulation. During the early stage of the 594 

storm, GDWD IURP HS3¶V ILUVW IOLJKW RYHU NDGLQH showed an environment on the western side of the 595 
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storm that was largely devoid of significant SAL air, with only a small and shallow (up to 800 hPa) 596 

aerosol layer seen by lidar observations. In contrast, in the eastern portion of the storm, an 597 

extensive 5-km deep dust layer was observed, with warm and dry air between 900 to 650 hPa. 598 

MODIS data suggested a SAL air mass that was rapidly encroaching on the eastern side of Nadine, 599 

but that was only just beginning to wrap around the northern side during this first flight. Dropsonde 600 

data collected in the second HS3 flight three days later (Fig. 5) during the mature stage showed 601 

that thH ORZHU WURSRVSKHUH LQ WKH UHJLRQ WR WKH HDVW DQG QRUWK RI NDGLQH¶V RXWHU UDLQEDQG ZDV GU\ 602 

and warm relative to other sectors of the storm and was associated with the SAL. In the upper 603 

troposphere, very dry air was impinging on the western side of Nadine as strong vertical wind 604 

shear was inhibiting intensification above minimal hurricane status (B16). Thermodynamic 605 

conditions changed markedly across the outer rainband to the southeast of the storm center, 606 

indicated by two dropsonde profiles in Fig. 5d, suggesting the rainband formed a boundary 607 

between SAL air to the east and non-SAL air to the west.  608 

The model simulation with interactive dust did a reasonable job of capturing these key 609 

features of the storm. There were, however, some notable departures of the simulations from the 610 

observations particularly in terms of storm track and intensity. The simulated storm tracks 611 

consistently had a westward bias and slower northward motion so that the storm moved over a 612 

region of higher sea surface temperatures for a longer period of time, and then made the sharp turn 613 

to the east significantly later than the observed storm, possibly as a result of weaker westerly 614 

vertical wind shear in the simulations. The passage over warmer SSTs, the slower motion, and 615 

reduced shear impacted the simulated storm intensities, causing more sustained intensification well 616 

after the observed storm had stopped intensifying. However, the simulations still provide useful 617 

diagnostics for examining the potential influences of dust and the SAL on the evolution of Nadine. 618 
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In several simulations, aerosols led to storm strengthening, followed by weakening relative 619 

to the Ctrl simulation. There is clear evidence of aerosols getting into the outer bands, in the form 620 

of vertical transport of aerosols to the upper troposphere and within the storm outflow; however, 621 

we saw little evidence of aerosol vertical transport in the inner core other than for sea salt, which 622 

is maximized in the inner-core boundary layer. The simulations imply that the early intensification 623 

may have resulted from aerosols, particularly sea salt, in the inner-core region. Indeed, the 624 

simulation with sea salt only (AMR_SSO) produced the strongest initial intensification (out to 106 625 

h) before a period of brief weakening and subsequent slow intensification. The intensity trends 626 

may have resulted from aerosols invigorating convection in the inner core at early times, followed 627 

by invigoration of outer rainbands at later times, as in Cotton et al. (2012). 628 

In most aerosol experiments (all aerosols, sea salt only, carbon only, and all but dust), 629 

aerosols led to a reduction in cloud liquid water, rain, snow, and graupel. Reductions in the sea-630 

salt-only and carbon-only cases were similar and comparable to the reduction of hydrometeors in 631 

the all-but-dust (i.e., salt and carbon) case, showing that the combined case was not the sum of the 632 

individual cases. The dust-only case, while also leading to reduced cloud water, produced periods 633 

of enhanced growth of rain, snow, and graupel. The mechanism for this enhancement is not known. 634 

In the simulations, CCN activation is low due to the coarse grid resolution, so the aerosols 635 

primarily play a role as IN and in the radiative effects of aerosols, and these effects over the course 636 

of the simulations do not lead to clear explanations about interactions with hurricane internal 637 

processes to affect hydrometeors or storm intensity. 638 

Dunion and Velden (2004) found that dry SAL air can contribute to convective downdrafts 639 

and that elevated warm air can suppress convection. In this study, a variation of these effects is 640 

identified. We first note that, as seen in previous studies, the SAL is not warm throughout its depth, 641 
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but is colder than its environment in the upper part of the layer. In the aerosol-interactive 642 

simulation (AMR), a region of strong easterlies associated with the AEJ was impinging on the 643 

eastern side of Nadine, and at the leading edge of these easterlies, cool and dry air near the top of 644 

the SAL was being ingested into the outer-band convection in Nadine. This midlevel low 645 

equivalent potential temperature air gradually lowered toward the surface and eventually 646 

contributed to significant cold pool activity in the eastern rain band and in the northeast quadrant 647 

of the storm (Fig. 15). One would anticipate that such enhanced downdraft activity could lead to 648 

weakening of the storm, but it is not presently possible to quantify this impact without somehow 649 

excising the SAL from the simulation. Well-designed idealized or ensemble simulations might 650 

allow for quantification of this process. 651 
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List of Table and Figures 834 

Table 1 List of all model experiments. 835 

 836 

Figure 1. Best track of Hurricane Nadine (2012) adopted from the National Hurricane Center 837 

(NHC),  https://www.nhc.noaa.gov/data/tcr/AL142012_Nadine.pdf. 838 

Figure 2. (a) CPL aerosol backscatter (✕10-2 km-1 sr-1) along the western portion of the Global 839 

Hawk flight path (red line in Fig. 9b) during the 11-12 September 2012 flight. S-HIS (b) 840 

relative humidity with respect to water and (c) temperature perturbation for the same flight 841 

segment. In (a), regions of weak backscatter beneath high clouds represents noise in the signal 842 

rather than particulate backscatter. Temperature perturbations are derived by removing the 843 

average temperature from 2000 UTC 11 September to 0600 UTC 12 September, similar to the 844 

approach used in Braun et al. (2016). Arrows indicate the times of dropsondes shown in Fig. 845 

3, red for the 1746 UTC and black for the 2045 UTC 11 September dropsondes. In some 846 

locations, there is a reversal in the temperature anomalies below 400 hPa and much higher low-847 

level relative humidity, suggesting possible retrieval biases caused by upper-level clouds. 848 

Three sets of twin vertical lines indicate the times of aircraft turns to and from the north-south 849 

oriented flight legs. 850 

Figure 3. Skew-T log-p diagram showing the 1746 UTC (red) and 2045 UTC (black) dropsonde-851 

derived temperature and dewpoint temperature profiles on 11 September. The 1746 UTC 852 

profile was released from the Global Hawk at 51.60°W, 15.43°, while the 2045 UTC 853 

dropsonde was released at 46.49°W, 24.24°N.  854 

Figure 4. (a) MODIS aerosol optical depth and clouds for September 13, 2012. The location of a 855 

CALIPSO overpass is shown by the black line. Plot generated from NASA Worldview 856 
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(https://worldview.earthdata.nasa.gov). The black line also represents the location of the 857 

cross-sections shown in (b) CALIPSO 532-nm total attenuated backscatter and (c) aerosol 858 

subtype (bottom) at ~1628 UTC 13 September 2012. The figure was adapted from online 859 

CALIPSO browse images, version 4.10, at 860 

https://www.calipso.larc.nasa.gov/products/lidar/browse_images/production/. 861 

Figure 5. (a) Relative humidity (colored circles) and (b) temperature (colored circles), along with 862 

wind barbs (full barb, 5 m s-1; half-barb, 2.5 m s-1; flags, 25 m s-1) at 875 hPa superimposed on 863 

the GOES infrared imagery at 0015 UTC 15 September 2012. (c) Same as (a), but for relative 864 

humidity at 400 hPa. Dropsonde locations account for dropsonde drift (i.e., uses the GPS-865 

determined position at each height rather than the initial drop location or splashdown location) 866 

and storm motion, with positions adjusted to a reference time of 0000 UTC 15 September. (d) 867 

Dropsonde temperature and dewpoint temperature profiles at 0105 UTC 15 September (black) 868 

in the SAL air mass and 0131 UTC (red) in the non-SAL air mass to the east and west, 869 

UHVSHFWLYHO\, RI NDGLQH¶V RXWHU UDLQEDQG (VHH LQVHW LQ SDQHO E).  870 

Figure 6. NU-WRF double-nested domains used for this study with horizontal grid spacings of 27, 871 

9, and 3 km. The shading represents the analyzed AOD at the model initial time of 0000 UTC 872 

September 10, 2012.  873 

Figure 7. (a) Tracks and (b) minimum sea level pressures (MSLP) from the NHC best track and 874 

all NU-WRF experiment runs. Marks on all curves indicate a 6-h interval. The first mark in all 875 

curves represents the model time at 12h (1200 UTC 10 September 2012). The solid square 876 

mark on each curve represents the model time at every 24h. 877 

Figure 8. The ERA-Interim sea-surface temperature analysis every 48 h relative to the initial time 878 

of the simulations (00 UTC 10 September). For reference, the plotted storm tracks are from 879 
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the NHC best track (black line) and from the simulated tracks for Exps. Ctrl (blue line) and 880 

AMR (red line).  881 

Figure 9. NU-WRF/AMR AOD from domain 2 at (a) 1200 UTC 11 and (c) 1200 UTC 15 882 

September compared with daytime MODIS AOD on (b) 11 and (d) 15 September. 883 

Superimposed on the satellite image in (b) is the Global Hawk flight track for the 11-12 884 

September flight, with red lines indicating the portion of the flight-track data shown in Fig. 2. 885 

Dashed lines indicate the data shown in Fig. 9 of B16. The Global Hawk flight track for the 886 

14-15 September flight is shown in (d), with the flight pattern completed before the time of the 887 

image. 888 

Figure 10. Similar to Fig. 2 except derived from Exp. AMR. However, (a) shows the total 889 

hydrometeor mixing ratio (g kg-1, shading) from all cloud species while Fig. 2a is the CPL 890 

backscatter. Also in (a), dashed contours show dust mixing ratios at 10, 30 and 50 mg kg-1. 891 

The row of numbers above each figure indicates the approximate UTC time on September 11 892 

while the numbers just below the top axis in (a) indicates the model hour used to create the 893 

cross section. The numbers along the x-axis indcate the latitude (longitude) for the north-south 894 

(west-east) tracks. Green arrows in (a) indicate features discussed in the text. 895 

Figure 11. NU-WRF/ARM simulated AOD (shaded), mean sea-level pressure (hPa, contours) and 896 

800-hPa wind (m s-1, vectors) from domain 2 at a) 48h, b) 72h, c) 96h, d) 120h, e) 144h, and 897 

f) 168h valid at 0000 UTC of September 12, 13, 14, 15, 16, and 17. 898 

Figure 12. NU-WRF/AMR simulated horizontal distributions (shading) of 300-100 hPa layer-899 

averaged (a) cloud (ice+snow+graupel) mixing ratio (0.01 g kg-1), (b) dust mixing ratio (Pg 900 

kg-1), (c) sea salt mixing ratio (Pg kg-1), and (d) black and organic carbon mixing ratio (Pg 901 

kg-1) at 96h (valid at 0000UTC 14 September). The black contour shows the AOD=0.2 902 
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threshold. Vectors in (a) show 900-hPa winds, while in (b)-(d), vectors indicate 200-hPa winds, 903 

taken to be representative of the outflow layer. 904 

Figure 13. West to east cross sections through the storm core of the NU-WRF/AMR temperature 905 

perturbation (from the domain mean at 0 h, shaded) and dust (Pg/kg-dry air, contours) at a) 48 906 

h, b) 72 h, c) 96 h, and d) 120 h valid at 0000 UTC of September 12, 13, 14, and 15. 907 

Figure 14. Same as Fig. 13, but for relative humidity. 908 

Figure 15. NU-WRF/AMR equivalent potential temperature Te (shading) and wind vectors at 950 909 

hPa at 120 h (valid at 0000 UTC 15 September) in the AMR simulation. Black contours show 910 

simulated radar reflectivity at 15, 30, and 45 dBZ and the red line indicates the 0.2 AOD 911 

threshold. 912 

Figure 16. Area-averaged vertical profiles of (a) cloud (ice, shaded; liquid, contours) and (b) 913 

precipitation (snow plus graupel, shaded; rain, contours) from Ctrl between 0000 UTC 11 914 

September and 0000 UTC 17 September. All cloud hydrometeors have the same unit, 0.001 g 915 

kg-1.  The areal average was for a 900x900 km2 storm-centered box. Other panels show the 916 

differences of the area-averaged profiles from Ctrl for (c, d) Exp. AMR, (e, f) Exp. AM, and 917 

(g, h) Exp. AR. 918 

Figure 17. Similar to Fig. 16, but for (a, b) Exp. AMR_SSO, (c, d) Exp. AMR_CO, (e, f) Exp. 919 

AMR_ABD, and (g, h) Exp. AMR_DO. 920 
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 922 

Experiment Aerosol Impact 
Ctrl No Aerosol Coupling 
AM Microphysics Coupling Only 
AR Radiation Coupling Only 
AMR Microphysics/Radiation Coupling 
AMR-ABD AMR with all aerosol species but dust 
AMR-CO AMR with Carbon only 
AMR-SSO AMR with Sea Salt only 
AMR-DO AMR with Dust only 

 923 

Table 1      List of all model experiments.  924 
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 926 
 927 
Figure 1. Best track of Hurricane Nadine (2012) adopted from the National Hurricane Center 928 
(NHC),  https://www.nhc.noaa.gov/data/tcr/AL142012_Nadine.pdf.929 

930 



 931 
Figure 2. (a) CPL aerosol backscatter (✕10-2 km-1 sr-1) along the western portion of the Global 932 
Hawk flight path (red line in Fig. 9b) during the 11-12 September 2012 flight. S-HIS (b) relative 933 
humidity with respect to water and (c) temperature perturbation for the same flight segment. 934 
North-south flight legs are 10-12° latitude in length while the west-east legs are about 2° 935 
longitude in length. In (a), regions of weak backscatter beneath high clouds represents noise in 936 
the signal rather than particulate backscatter. Temperature perturbations are derived by removing 937 
the average temperature from 2000 UTC 11 September to 0600 UTC 12 September, similar to 938 
the approach used in Braun et al. (2016). Arrows indicate the times of dropsondes shown in Fig. 939 
3, red for the 1746 UTC and black for the 2045 UTC 11 September dropsondes. In some 940 
locations, there is a reversal in the temperature anomalies below 400 hPa and much higher low-941 
level relative humidity, suggesting possible retrieval biases caused by upper-level clouds. Three 942 
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sets of twin vertical lines indicate the times of aircraft turns to and from the north-south oriented 943 
flight legs.  944 
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 945 
 946 
Figure 3. Skew-T log-p diagram showing the 1746 UTC (red) and 2045 UTC (black) dropsonde-947 
derived temperature and dewpoint temperature profiles on 11 September. The 1746 UTC profile 948 
was released from the Global Hawk at 51.60°W, 15.43°, while the 2045 UTC dropsonde was 949 
released at 46.49°W, 24.24°N.  950 
 951 
  952 
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 953 
 954 
Figure 4. (a) MODIS aerosol optical depth and clouds for September 13, 2012. The location of a 955 
CALIPSO overpass is shown by the black line. Plot generated from NASA Worldview 956 
(https://worldview.earthdata.nasa.gov). The black line also represents the location of the cross-957 

https://worldview.earthdata.nasa.gov/


 
 
 
 

5 
 

sections shown in (b) CALIPSO 532-nm total attenuated backscatter and (c) aerosol subtype 958 
(bottom) at ~1628 UTC 13 September 2012. The figure was adapted from online CALIPSO 959 
browse images, version 4.10, at 960 
https://www.calipso.larc.nasa.gov/products/lidar/browse_images/production/. 961 
  962 
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 963 
 964 
Figure 5. (a) Relative humidity (colored circles) and (b) temperature (colored circles), along with 965 
wind barbs (full barb, 5 m s-1; half-barb, 2.5 m s-1; flags, 25 m s-1) at 875 hPa superimposed on 966 
the GOES infrared imagery at 0015 UTC 15 September 2012. (c) Same as (a), but for relative 967 
humidity at 400 hPa. Dropsonde locations account for dropsonde drift (i.e., uses the GPS-968 
determined position at each height rather than the initial drop location or splashdown location) 969 
and storm motion, with positions adjusted to a reference time of 0000 UTC 15 September. (d) 970 
Dropsonde temperature and dewpoint temperature profiles at 0105 UTC 15 September (black) in 971 
the SAL air mass and 0131 UTC (red) in the non-SAL air mass to the east and west, respectively, 972 
RI NDGLQH¶V RXWHU UDLQEDQG (VHH LQVHW LQ SDQHO E).  973 
  974 
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 975 

Figure 6. NU-WRF double-nested domains used for this study with horizontal grid spacings of 976 
27, 9, and 3 km. The shading represents the analyzed AOD at the model initial time of 0000 977 
UTC September 10, 2012.   978 
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 979 
 980 
Figure 7. (a) Tracks and (b) minimum sea level pressures (MSLP) from the NHC best track and 981 
all NU-WRF experiment runs. Marks on all curves indicate a 6-h interval. The first mark in all 982 
curves represents the model time at 12h (1200 UTC 10 September 2012).  The solid square mark 983 
on each curve represents the model time at every 24h. 984 
  985 
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 986 
 987 
Figure 8. The ERA-Interim sea-surface temperature analysis every 48 h relative to the initial 988 
time of the simulations (0000 UTC 10 September). For reference, the plotted storm tracks are 989 
from the NHC best track (black line) and from the simulated tracks for Exps. Ctrl (blue line) and 990 
AMR (red line).   991 
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 992 

 993 
 994 
Figure 9. NU-WRF/AMR AOD from domain 2 at (a) 1200 UTC 11 and (c) 1200 UTC 15 995 
September compared with daytime MODIS AOD on (b) 11 and (d) 15 September. Superimposed 996 
on the satellite image in (b) is the Global Hawk flight track for the 11-12 September flight, with 997 
red lines indicating the portion of the flight-track data shown in Fig. 2. Dashed lines indicate the 998 
data shown in Fig. 9 of B16. The Global Hawk flight track for the 14-15 September flight is 999 
shown in (d), with the flight pattern completed before the time of the image. 1000 
  1001 
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 1002 
Figure 10. Similar to Fig. 2 except derived from Exp. AMR. However, (a) shows the total 1003 
hydrometeor mixing ratio (g kg-1, shading) from all cloud species while Fig. 2a is the CPL 1004 
backscatter. Also in (a), dashed contours show dust mixing ratios at 10, 30 and 50 Pg kg-1. The 1005 
row of numbers above each figure indicates the approximate UTC time on September 11 while 1006 
the numbers just below the top axis in (a) indicates the model hour used to create the cross 1007 
section. The numbers along the x-axis indcate the latitude (longitude) for the north-south (west-1008 
east) tracks. Green arrows in (a) indicate features discussed in the text. 1009 
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 1010 
 1011 
Figure 11. NU-WRF/AMR simulated AOD (shaded), mean sea-level pressure (hPa, contours) 1012 
and 800-hPa wind (m s-1, vectors) from domain 2 at a) 48 h, b) 72 h, c) 96 h, d) 120 h, e) 144 h, 1013 
and f) 168 h valid at 0000 UTC of September 12, 13, 14, 15, 16, and 17. 1014 
 1015 
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 1016 
 1017 
Figure 12. NU-WRF/AMR simulated horizontal distributions (shading) of 300-100 hPa layer-averaged (a) cloud 1018 
(ice+snow+graupel) mixing ratio (0.01 g kg-1), (b) dust mixing ratio (Pg kg-1), (c) sea salt mixing ratio (Pg kg-1), and 1019 
(d) black and organic carbon mixing ratio (Pg kg-1) at 96h (valid at 0000UTC 14 September). The black contour shows 1020 
the AOD=0.2 threshold. Vectors in (a) show 900-hPa winds, while in (b)-(d), vectors indicate 200-hPa winds, taken 1021 
to be representative of the outflow layer.  1022 

(a) Cloud (b) Dust

(c) Sea Salt (d) Carbon



 
 
 
 

14 
 

 1023 
 1024 
Figure 13. West to east cross sections through the storm core of the NU-WRF/AMR temperature 1025 
perturbation (from the domain mean at 0 h, shaded) and dust (Pg/kg-dry air, contours) at a) 48 h, 1026 
b) 72 h, c) 96 h, and d) 120 h valid at 0000 UTC of September 12, 13, 14, and 15.  1027 
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 1028 
 1029 
Figure 14. Same as Fig. 13, but for relative humidity. 1030 
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 1031 
 1032 
Figure 15. NU-WRF/AMR equivalent potential temperature Te (shading) and wind vectors at 950 1033 
hPa at 120 h (valid at 0000 UTC 15 September) in the AMR simulation. Black contours show 1034 
simulated radar reflectivity at 15, 30, and 45 dBZ and the red line indicates the 0.2 AOD 1035 
threshold.   1036 
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  1037 

 1038 
Figure 16. Evolution of Area-averaged vertical profiles of (a) cloud (ice, shaded; liquid, contours) and (b) 1039 
precipitation (snow plus graupel, shaded; rain, contours) from Ctrl between 0000 UTC 11 September and 0000 UTC 1040 
17 September. All cloud hydrometeors have the same unit: 0.001 g kg-1.  The areal average was for a 900x900 km2 1041 
storm-centered box. Other panels show the differences of the area-averaged profiles from Ctrl for (c, d) Exp. AMR, 1042 
(e, f) Exp. AM, and (g, h) Exp. AR. 1043 
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 1044 
Figure 17. Similar to Fig. 16, but for (a, b) Exp. AMR_SSO, (c, d) Exp. AMR_CO, (e, f) Exp. 1045 
AMR_ABD, and (g, h) Exp. AMR_DO. 1046 
 1047 




