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Abstract

The FUN3D code was used to perform Reynolds-averaged Navier-Stokes (RANS) simulations to compute subsonic flow in an S-duct diffuser and transonic flow in a two-dimensional diffuser using the Speziale-Sarkar-Gatski/Launder-Rodi-Reece (SSG/LRR) Reynolds stress model (RSM). For comparison purposes, additional simulations were run with the one-equation Spalart-Allmaras (SA) and the two-equation Menter Shear-Stress Transport (SST) turbulence models. Each model was run with and without the quadratic constitutive relation (QCR) for computing the turbulent stresses. It was shown that the simulations that utilized the RSM had better overall predictions of the diffusive flow fields compared to the simulations that utilized the one and two equation turbulence models.

Nomenclature

\begin{align*}
D       & \text{ diameter} \\
DPCP    & \text{ inlet circumferential distortion} \\
DPRP    & \text{ inlet radial distortion} \\
h       & \text{ height} \\
M       & \text{ Mach number} \\
MPR     & \text{ multiple per revolution (number of equivalent low pressures regions)} \\
N       & \text{ grid complexity} \\
p, p_0  & \text{ static and total pressure} \\
p_{0,2} / p_{0,\infty} & \text{ inlet total pressure recovery} \\
\textbf{u} & \text{ streamwise velocity} \\
\textbf{u}'\textbf{v}' & \text{ Reynolds } xy\text{-component shear stress} \\
x, y, z & \text{ Cartesian coordinates} \\
y^+ & \text{ nondimensional wall distance} \\
\mu     & \text{ eddy viscosity} \\
\end{align*}

Subscripts

\begin{align*}
\text{AIP} & \text{ aerodynamic interface plane} \\
H       & \text{ hub} \\
i       & \text{ ring index} \\
T       & \text{ tip} \\
t       & \text{ turbulent} \\
o & \text{ total condition} \\
\infty & \text{ freestream} \\
\end{align*}
1.0 Introduction

There is an interest within the aviation community to move in the direction of more certification by analysis (Refs. 1 and 2), with a motivation to reduce flight and wind tunnel testing requirements, which can be costly relative to numerical analysis. While some aircraft components are already certified by analysis (Ref. 3), other components, such as the propulsion system, are still years away (Ref. 4). The importance of accurately simulating the propulsion system was emphasized within the CFD 2030 Vision Study report as one of the proposed grand challenges (Ref. 4). In response to the report, the NASA Aeronautics Research Mission Directorate was tasked, and is currently looking into, developing state-of-the-art computational tools for simulating aerospace vehicles/components and accurately predicting their performance (Ref. 5). A subset of that research is exploring how to predict inlet performance using computational fluid dynamics (CFD), with a goal of developing a set of best practices for simulating inlet flows with CFD simulations ranging from Reynolds-averaged Navier-Stokes (RANS) to Large-Eddy Simulations (LES). This is partially motivated by the trend that future electric aircraft would like to take advantage of boundary layer ingesting propulsion systems (Refs. 6 to 8), which rely heavily on inlet distortion predictions. For numerical analyses, RANS methods are commonly used for many aerospace propulsion flows due to the reduced computational power relative to LES. Reynolds stress models (RSMs), which solve the individual transport equations for each of the Reynolds stresses, allow for a more detailed representation of the flow physics than the more commonly used one- and two-equation turbulence models. The objective of this paper is to investigate the use of RSMs to compute subsonic flow through an S-duct and transonic flow through a two-dimensional diffuser. Results are compared with computations made using the one-equation Spalart-Allmaras (SA) (Ref. 9) and two-equation Menter Shear-Stress Transport (SST) (Ref. 10) turbulence models.

2.0 Flow Solver

All simulations used the NASA’s Fully Unstructured Navier-Stokes (FUN3D) code (Ref. 11). FUN3D is a node-based, production level code developed and maintained at the NASA Langley Research Center. It can solve the 2D/3D Euler and RANS equations for incompressible and compressible flows on unstructured grids. The FUN3D flow solver was chosen for two primary reasons: (1) its ability to simulate ducted diffusive flows on unstructured grids with various, well-validated turbulence models (Refs. 12 to 15) and (2) because it contains advanced models, such as RSMs (Ref. 15).

3.0 Inlet Distortion

The SAE ARP1420 Inlet Distortion parameters (Ref. 16) were used to compute the inlet distortion. These parameters included the circumferential average and tip distortions as computed by Equations (1) and (2) and the radial hub and tip distortions, as computed by Equations (4) and (5).

\[
DPCP_{\text{avg}} = \frac{1}{5} \sum_{i=1}^{5} DPCP_i
\]  
\[ \text{(1)} \]

\[
DPCPT = \frac{1}{2} \sum_{i=4}^{5} DPCP_i
\]  
\[ \text{(2)} \]
where

\[
DPCP_i = \text{Intensity}_i \times \frac{\text{Extent}_i}{150} \times \frac{1}{\text{MPR}_i}
\]  

(3)

\[
\text{DPRPH} = \text{DPRP}_i
\]  

(4)

\[
\text{DPRPT} = \text{DPRP}_3
\]  

(5)

where

\[
\text{DPRP}_i = \frac{P_{\text{avg,AIP}} - P_{\text{avg},i}}{P_{\text{avg,AIP}}}
\]  

(6)

### 4.0 Baseline IFCPT S-Duct

#### 4.1 Geometry and Numerical Modeling

The modeled Inlet Flow Control and Prediction Technologies (IFCPT) S-duct geometry (Ref. 17), shown in Figure 1, consisted of an upstream bellmouth plenum, an S-duct, an aerodynamic interface plane (AIP) section, a constant area section extending five diameters downstream, and an adapter between the bellmouth plenum and the S-duct. The AIP total pressure instrumentation used in the experiment, shown in Figure 2, consisted of eight rakes distributed circumferentially in 45° increments, with each rake consisting of five total pressure probes. The probes were placed at the centers of equal areas as the SAE standard ARP1420 mandates (Ref. 16). Two versions of the AIP section were explored: one that modeled the AIP rakes and one that did not. The geometry without the rakes modeled in the AIP section is considered the baseline geometry and will be discussed in this section while the geometry that included the rakes will be discussed in Section 4.0.
Initial grids were provided by the 4th AIAA Propulsion Aerodynamics Workshop (PAW) (Ref. 18) and consisted of two families of grids: multiblock structured and mixed-element unstructured. Initial wall spacing was set to $8.5 \times 10^{-5}$ in. which translates to a $y^+ \sim 1.0$ at the condition specified in Table 1. Note that the mass flow rate given in Table 1 is area-averaged from the 40-probe AIP rake measurements. Node counts for these grids are listed in Table 2 and Table 3. Due to spanwise symmetry, only half of the geometry was modeled. The boundary conditions included subsonic inflow (which specified total pressure and total temperature), mass flow out, adiabatic viscous walls, and y-plane symmetry. Note that for the mass flow out boundary condition, the 40-probe rake measurement was used. Doing so is equivalent to using a mass flow rate derived from a 40 point grid and is not representative of a grid with significantly more points. This difference in effective grid resolution will introduce an error when comparing against the experiment as the simulation would have been run at a lower mass flow rate than the experiment.

Simulations on the workshop provided grids resulted in the prediction of a large separation bubble within the bellmouth plenum, with a significant amount of the flow going out the inflow plane, as depicted in Figure 3. To remedy this, the multiblock structured grids were modified to move the inflow plane further downstream. Once the inflow plane was moved, an upstream constant area section was added for numerical stability. All grid modifications were done using the Pointwise grid generation software (Ref. 19) and only the multiblock structured grids were modified in order to facilitate the initial truncation while keeping the majority of the grid intact. Geometry differences between the original and modified grids are shown in Figure 4 with the node counts listed in Table 4.

### TABLE 1.—IFCPT S-DUCT RUN CONDITION (REF. 18)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIP Mach number</td>
<td>0.6294</td>
</tr>
<tr>
<td>Total pressure</td>
<td>14.3957 psi</td>
</tr>
<tr>
<td>Total temperature</td>
<td>529.11 °R</td>
</tr>
<tr>
<td>Mass flow rate</td>
<td>5.5322 lbm/s</td>
</tr>
</tbody>
</table>

*Full-duct*

### TABLE 2.—NODE COUNTS FOR THE PAW PROVIDED MULTIBLOCK STRUCTURED GRIDS

<table>
<thead>
<tr>
<th>Grid level</th>
<th>Nodes ($\times 10^9$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse</td>
<td>6.92</td>
</tr>
<tr>
<td>Medium</td>
<td>10.92</td>
</tr>
<tr>
<td>Fine</td>
<td>19.97</td>
</tr>
<tr>
<td>Fine 1.5</td>
<td>42.23</td>
</tr>
</tbody>
</table>

### TABLE 3.—NODE COUNTS FOR THE PAW PROVIDED MIXED-ELEMENT UNSTRUCTURED GRIDS

<table>
<thead>
<tr>
<th>Grid level</th>
<th>Nodes ($\times 10^9$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse</td>
<td>3.40</td>
</tr>
<tr>
<td>Medium</td>
<td>5.15</td>
</tr>
<tr>
<td>Fine</td>
<td>8.70</td>
</tr>
<tr>
<td>Fine 1.5</td>
<td>17.22</td>
</tr>
</tbody>
</table>
Figure 3.—Sample $u$-velocity contour plot at the inflow plane. Note that positive $u$-velocity is denoted by the white areas.

Figure 4.—Initial geometry (left) and modified geometry (right).

<table>
<thead>
<tr>
<th>Grid level</th>
<th>Nodes ($\times 10^6$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medium</td>
<td>10.48</td>
</tr>
<tr>
<td>Fine</td>
<td>19.24</td>
</tr>
<tr>
<td>Fine 1.5</td>
<td>40.08</td>
</tr>
</tbody>
</table>
4.2 Grid Convergence Study

A grid convergence study was completed on the modified grids using the SA turbulence model with and without the quadratic constitutive relation (QCR) (Ref. 20) for computing the turbulent stresses. The Roe flux construction scheme (Ref. 21) was used in conjunction with the van Leer flux limiter (Ref. 19) with a heuristic pressure limiter (Ref. 20). The flow was initialized with uniform flow at the run condition total pressure and total temperature with Mach numbers specified in Figure 5.

Figure 6 shows the wall static pressures on the various grids at the upper and lower surfaces while Figure 7 shows the wall static pressures on the various grids at the AIP. The results illustrate that the static pressures from the CFD simulations agree well with each other, but consistently under predict relative to the experiment. This is due to a known discrepancy between the mass flow rate used for the simulations and the actual experimental mass flow rate. Figure 8 and Figure 9 show the computed circumferential and radial distortion parameters as a function of the grid complexity $N$. As shown in Figure 8, the simulations that used the QCR predicted average and tip circumferential distortion values closer to the experiment compared to the simulations that did not use the QCR. From Figure 9 it can be seen that the use of the QCR did not have a significant impact in predicting the hub and tip radial distortion. Figure 10 shows the total pressure recovery as computed using the 40-point rake. From the figure it can be seen that use of the QCR did not have a significant impact in predicting the total pressure recovery. While not completely grid converged, it was decided to do the remaining baseline S-duct geometry simulations on the medium grid level grid. This would allow for a compromise between computational cost and accuracy.

![Mach number flow initialization](image-url)
Figure 6.—Wall static pressures at the upper surface (left) and lower surface (right).

Figure 7.—Wall static pressures at the AIP.

Figure 8.—Average (left) and tip (right) circumferential distortion as a function of grid complexity $N$. 
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Figure 9.—Hub (left) and tip (right) radial distortion as a function of grid complexity $N$.

Figure 10.—Inlet total pressure recovery as a function of grid complexity $N$. 
4.3 Turbulence Model Study

A turbulence model study was performed on the modified grid at the medium grid level. The additional turbulence models explored for the study included the Menter Shear-Stress Transport with the vorticity source term (SST-V) (Ref. 10) and the 2012 version of the Speziale-Sarkar-Gatski/Launder-Reece-Rodi (SSG/LRR) full RSM (Refs. 22 to 26). The SST-V turbulence model was run with and without the QCR while the SSG/LRR RSM was run with and without simple diffusion (SD) (Ref. 27). While the Roe flux construction scheme was still used, the flux limiter was changed to the van Albada flux limiter (Ref. 28) with a heuristic pressure limiter. The smooth limiter coefficient for the van Albada flux limiter was set to 1 and the limiter was frozen after 30,000 iterations. The change in the flux limiter was due to best practices of the baseline geometry simulated on structured grids, which are not presented in this paper. For each case, the flow was initialized with uniform flow at the run condition total pressure and total temperature at Mach 0.5.

Figure 11 and Figure 12 show eddy viscosity ratio contours at the AIP for the SA and SST-V turbulence model simulations with and without the QCR. The figures show that the simulations that used the SA turbulence model predicted higher eddy viscosity in the lower portion of the AIP compared to the simulations that used the SST-V turbulence model. It is also noted that the use of the QCR had little effect on the predicted eddy viscosity contours. Figure 13 to Figure 15 show the Reynolds $xy$-component shear stress contours at the AIP. These figures show that the regions of peak Reynolds $xy$-component shear stress magnitudes at the bottom portion of the AIP are largest for the SSG/LRR RSM simulations, followed by the SA turbulence model simulations, with the SST-V turbulence model simulations predicting the smallest regions. It is also noted that the use of the QCR, as well as simple diffusion, did not have a significant effect on the predicted Reynolds $xy$-component shear stress contours.
Figure 13.—Reynolds $xy$-component shear stress contours at the AIP for the SA turbulence model simulations without (left) and with (right) the QCR.

Figure 14.—Reynolds $xy$-component shear stress contours at the AIP for the SST-V turbulence model simulations without (left) and with (right) the QCR.

Figure 15.—Reynolds $xy$-component shear stress contours at the AIP for the SSG/LRR RSM simulations without (left) and with (right) simple diffusion.
Figure 16 shows the computed inlet distortion parameters. From the figure it can be noted that the simulations that used the SSG/LRR RSM better predicted the circumferential and radial inlet distortion compared to the simulations that used the SA and SST-V turbulence models. Figure 17 shows the computed 40-point total pressure recovery as a function of mass flow rate at the AIP, which shows that while all the simulations underpredicted the total pressure recovery, the simulations that used the SSG/LRR RSM best matched the experimental value. The reason that the simulations using the RSM outperformed the simulations using the SA and SST-V turbulence models for predicting inlet performance is due to the differences in the predicted Reynolds stresses.

![Figure 16. Tip distortion (left) and circumferential average vs. radial hub (right) distortion for the modified baseline geometry simulations.](image1)

![Figure 17. Inlet total pressure recovery vs. mass flow rate at the AIP for the modified baseline geometry simulations.](image2)
5.0 IFCPT S-Duct with AIP Rakes

5.1 Geometry and Numerical Modeling

The modeled IFCPT S-duct with AIP rakes geometry, shown in Figure 18, is the same as the baseline geometry with the exception that the AIP rakes are now modeled. The grids used to simulate this geometry were a set of mixed-element unstructured grids developed by Carter et al. (Ref. 14), with viscous spacing set such that the $y^+$ would be ~1.0 and consistent with the PAW provided meshes. The simulations were run at the condition outlined in Table 1. Node counts for the grids are listed in Table 5. Due to spanwise symmetry, only half of the geometry was modeled.

The run condition for the IFCPT S-duct with AIP rakes was the same as the baseline S-duct configuration and used the same boundary conditions. Simulations were performed using the SA with the QCR, SST-V, and SST turbulence models, as well as the 2012 version of the SSG/LRR RSM. The Roe flux construction scheme was used in conjunction with the van Albada flux limiter with a heuristic pressure limiter. The smooth limiter coefficient for the van Albada flux limiter was set to 1 and the limiter was frozen after 30,000 iterations. The flow was initialized with uniform flow at the run condition total pressure and total temperature at Mach 0.5.

![Figure 18.—Modeled IFCPT S-duct with AIP rakes geometry.](image)

<table>
<thead>
<tr>
<th>Grid level</th>
<th>Nodes ($\times 10^6$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medium</td>
<td>6.71</td>
</tr>
<tr>
<td>Fine</td>
<td>9.27</td>
</tr>
</tbody>
</table>
5.2 Results

Figure 19 to Figure 21 show the eddy viscosity contours at the AIP for the various turbulence model simulations. The figures show that the simulations that modeled the AIP rakes predicted lower eddy viscosity values at the bottom portion of the AIP compared to the simulations of the baseline configuration. Figure 22 to Figure 25 show the Reynolds $\nu xy$-component shear stress contours at the AIP for the various turbulence model simulations. The figures show that the simulations that modeled the AIP rakes predicted higher Reynolds $\nu xy$-component shear stress magnitudes at the bottom portion of the AIP compared to the simulations of the baseline configuration. Overall, the solutions on the medium and fine grids for the cases with the AIP rakes modeled agreed well with each other. The exception to this is the simulation on the fine grid using the SST turbulence model. It is suspected that turbulence is being generated at the inflow plane and is not dissipating downstream for that particular case. This is shown in Figure 26, which are eddy viscosity contour plots on the center plane for the medium and fine grid level solutions. It is also shown at various axial stations between the inflow plane and AIP as defined in Table 6 and shown in Figure 27 and Figure 28.

Figure 19.—Eddy viscosity contours at the AIP for the baseline geometry on the medium grid (left), modeled AIP rake geometry on the medium grid (middle), and modeled AIP rake geometry on the fine grid (right) using the SA-QCR turbulence model.

Figure 20.—Eddy viscosity contours at the AIP for the baseline geometry on the medium grid (left), modeled AIP rake geometry on the medium grid (middle), and modeled AIP rake geometry on the fine grid (right) using the SST-V turbulence model.
Figure 21.—Eddy viscosity contours at the AIP for the modeled AIP rake geometry on the medium grid (left) and on the fine grid (right) using the SST turbulence model.

Figure 22.—Reynolds $xy$-component shear stress contours at the AIP for the baseline geometry on the medium grid (left), modeled AIP rake geometry on the medium grid (middle), and modeled AIP rake geometry on the fine grid (right) using the SA-QCR turbulence model.

Figure 23.—Reynolds $xy$-component shear stress contours at the AIP for the baseline geometry on the medium grid (left), modeled AIP rake geometry on the medium grid (middle), and modeled AIP rake geometry on the fine grid (right) using the SST-V turbulence model.
Figure 24.—Reynolds $xy$-component shear stress contours at the AIP for modeled AIP rake geometry on the medium grid (left) and on the fine grid (right) using the SST turbulence model.

Figure 25.—Reynolds $xy$-component shear stress contours at the AIP for the baseline geometry on the medium grid (left), modeled AIP rake geometry on the medium grid (middle), and modeled AIP rake geometry on the fine grid (right) using the SSG/LRR RSM.

Figure 26.—Center plane eddy viscosity contours for the modeled AIP rake geometry using the SST turbulence model on the medium grid (left) and fine grid (right).
TABLE 6.—AXIAL STATION LOCATIONS

<table>
<thead>
<tr>
<th>Station no.</th>
<th>Percenta</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>90</td>
</tr>
</tbody>
</table>

a Percent = \( \frac{x_{\text{station}} - x_{\text{AIP}}}{x_{\text{inflow}} - x_{\text{AIP}}} \)

Figure 27.—Eddy viscosity contours at the inflow plane (left) and Station 1 (right) for the modeled AIP rake geometry using the SST turbulence model.

Figure 28.—Eddy viscosity contours at Station 2 (left) and Station 3 (right) for the modeled AIP rake geometry using the SST turbulence model.
5.3 Additional Simulations

Four additional steady-RANS simulations were performed of the modeled AIP rake geometry with the SST turbulence model on the fine grid. This was done in order to better understand why the default simulation predicted higher than expected eddy viscosity and Reynolds $\nu_x$-component shear stress magnitudes at the AIP. Each simulation modified a different FUN3D input parameter, as outlined in Table 7. The first simulation changed the flux construction scheme to the low dissipation version of the Roe flux construction scheme (Ref. 29). The second simulation ran first-order spatial iterations until convergence was achieved before switching to second-order spatial iterations. The third simulation reduced the maximum mean-flow and turbulence equations CFL numbers from 100 and 10 to 25 and 5, respectively, while the fourth simulation initialized the flow field at Mach 0.01 instead of Mach 0.5.

Figure 29 to Figure 32 show eddy viscosity contour plots at the AIP for the additional simulations as compared to the simulation on the medium grid and on the fine grid with the default settings. The figures show that changing the flux construction scheme had little impact on the predicted flow field, while reducing either the flow initialization Mach number or the maximum mean-flow and turbulence CFL numbers predicted flow fields resembling the one predicted on the medium grid with the default settings. This is further evidenced in the inlet distortion and total pressure recovery, shown in Figure 33 and Figure 34, respectively.

<table>
<thead>
<tr>
<th>Simulation no.</th>
<th>Parameter Description</th>
<th>Old value</th>
<th>New value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Flux construction</td>
<td>Roe</td>
<td>low dissipation Roe</td>
</tr>
<tr>
<td>2</td>
<td>First-order iterations</td>
<td>0</td>
<td>38,000</td>
</tr>
<tr>
<td>3</td>
<td>Max mean-flow CFL number</td>
<td>100</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Max turbulence CFL number</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>Flow initialization Mach number</td>
<td>0.5</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Figure 29.—Eddy viscosity contours at the AIP with the default settings on the medium grid (left), the default settings on the fine grid (middle), and the modified settings that used the alternate flux construction scheme on the fine grid (right).
Figure 30.—Eddy viscosity contours at the AIP with the default settings on the medium grid (left), the default settings on the fine grid (middle), and the modified settings that used first-order iterations on the fine grid (right).

Figure 31.—Eddy viscosity contours at the AIP with the default settings on the medium grid (left), the default settings on the fine grid (middle), and the modified settings that used lower maximum CFL numbers on the fine grid (right).

Figure 32.—Eddy viscosity contours at the AIP with the default settings on the medium grid (left), the default settings on the fine grid (middle), and the modified settings that used the lower flow initialization Mach number on the fine grid (right).
Figure 33.—Tip distortion (left) and circumferential average vs. radial hub (right) distortion for the SST turbulence model simulations of the modeled AIP rake geometry.

Figure 34.—Inlet total pressure recovery vs. mass flow rate at the AIP for the SST turbulence model simulations of the modeled AIP rake geometry.
6.0 Sajben Diffuser

6.1 Geometry and Numerical Modeling

The Sajben diffuser (Ref. 30), shown in Figure 35, is a two-dimensional transonic diffuser with a strong shock-induced separation. The dimensions in Figure 35 are shown with respect to the throat height of 1.7322. For simulation purposes, a constant area section was added that extended ten throat heights downstream of the diffuser exit station. A mixed-element unstructured grid was used to simulate the diffuser. The grid consisted of $54.9 \times 10^5$ nodes and featured hexahedral elements near the wall and tetrahedral elements in the core. Viscous spacing was set such that the $y^+$ would be $\sim 1.0$ at the run condition outlined in Table 8. The boundary conditions included adiabatic viscous walls, subsonic inflow, and subsonic outflow (which specified a back pressure). It was found that setting the back pressure to 14.775 psi allowed the normal shock to form at the desired location within the throat.

A turbulence model study was performed that looked at the SA and SST-V turbulence models (each with and without the QCR), as well as the 2012 and 2019 (Ref. 31) versions of the SSG/LRR RSM. Note that the 2012 version of the SSG/LRR RSM was run with and without simple diffusion. All simulations used the Roe flux construction scheme.

![Figure 35.—Sajben diffuser geometry, $h_{throat} = 1.7322$ in.](image)

<table>
<thead>
<tr>
<th>TABLE 8.—SAJBN DIFFUSER RUN CONDITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inflow Mach number</td>
</tr>
<tr>
<td>Total pressure</td>
</tr>
<tr>
<td>Total temperature</td>
</tr>
</tbody>
</table>
6.2 Results

Figure 36 shows the static pressure profiles on the bottom and top walls, with the axial stations nondimensionized by the throat height of 1.7322 in. It can be seen that all the simulations predict the same static pressure profiles up until the normal shock, at which point the simulations predict varying profiles. The simulations that used the RSM better predicted the normal shock location but overpredicted the downstream static pressure compared to the simulations that used the SA and SST-V turbulence models. This was regardless of which version of the RSM was used (i.e., 2012, 2019, 2012 with simple diffusion). It is also noted that the simulations that used the QCR fared slightly worse at predicting the normal shock location and downstream static pressure compared to the simulations that did not use the QCR.

Figure 37 and Figure 38 shows select $u$-velocity profiles. It can be seen that the boundary layer thickness significantly increases through the shock wave and in the subsequent divergent section of the diffuser. This shows that the viscous interaction effects can be substantial and result in complicated interactions between the shock wave and the separated boundary layer. It is also shown that the simulations that used the SA turbulence model predicted flow separation from $x/h_{local} = 2.9$ through $x/h_{local} = 7.5$ while the simulations that used the SST-V turbulence model predicted flow reattachment by $x/h_{local} = 7.5$. This is in contrast to the simulations that used the RSM, which predicted flow reattachment by $x/h_{local} = 6.4$. Note that the axial locations have been non-dimensionalized by the local duct height. Another observation was that the simulations that used the SA and SST-V turbulence models better predicted the onset separation strength while the simulations that used the RSM better predicted the flow reattachment and the adverse pressure gradient boundary layer profiles. This is further evidenced in the $u_{rms}$ profiles, shown in Figure 39 and Figure 40. It is also noted from Figure 39 and Figure 40 that the addition of the QCR led to better prediction of the $u_{rms}$ profiles while the simulations that used the RSM overall better predicted the $u_{rms}$ profiles.

![Figure 36. Static pressure profiles on the bottom (left) and top (right) walls, $h_{throat} = 1.7322$ in.](image-url)
Figure 37.— $U$-velocity profiles at $x/h_{local} = 2.9$ (left) and at $x/h_{local} = 4.6$ (right).

Figure 38.— $U$-velocity profiles at $x/h_{local} = 6.4$ (left) and at $x/h_{local} = 7.5$ (right).

Figure 39.— $U_{rms}$ profiles at $x/h_{local} = 2.9$ (left) and at $x/h_{local} = 4.6$ (right).

Figure 40.— $U_{rms}$ profiles at $x/h_{local} = 6.4$ (left) and at $x/h_{local} = 7.5$ (right).
7.0 Conclusions

FUN3D steady-RANS simulations were performed for subsonic flow in an S-duct diffuser and transonic flow in a two-dimensional diffuser. The simulations explored the use of the SA and SST turbulence models as well as the SSG/LRR RSM for predicting the turbulent flow. The S-duct simulation results showed that the use of the SSG/LRR RSM enabled improvements over the standard turbulence models in predicting inlet distortion and total pressure recovery while the transonic diffuser simulation results showed that the SSG/LRR RSM enabled improvements over the standard turbulence models in predicting the boundary layer reattachment, adverse pressure gradient, and rms-velocity profiles. The RSMs provided improved results compared to the more traditionally used turbulence models, SA and SST, for the simulation of these diffusing flows.
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