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A Benchmark Example for Delamination Propagation Predictions 
Based on the Calibrated End-Loaded Split Specimen 

 
Ronald Krueger 

National Institute of Aerospace, Hampton, Virginia, USA 
 

Nelson V. De Carvalho 
NASA Langley Research Center, Hampton, Virginia, USA 

ABSTRACT  
A benchmark example based on the Calibrated End-Loaded Split (C-ELS) specimen is 

developed and used to assess the performance of recently developed delamination propagation 
capabilities in the Abaqus/Standard finite element code.  The C-ELS specimen has the 
advantage of a longer region of stable delamination propagation compared to the existing mode 
II benchmark case.  The new benchmark example may therefore provide a better assessment 
tool by enabling more stable crack growth in regions further away from the boundary conditions 
or load application.  First, a benchmark result is created manually using two-dimensional finite 
element models of the C-ELS specimen with different delamination lengths.  Second, the 
performance of the delamination propagation capabilities in the Abaqus/Standard finite element 
code are assessed by comparing the results to the benchmark case.  Two examples with 
different starter delamination lengths are studied.  A shorter starter length is chosen to create a 
scenario with unstable delamination propagation.  A longer delamination causes stable 
delamination propagation.  Detailed results from three-dimensional analyses with aligned and 
mis-aligned meshes and two levels of mesh refinement are provided for several permutations of 
numerical input parameters.  In general, good agreement can be achieved between the results 
obtained from the quasi-static propagation analysis and the benchmark analysis.  However, 
particular non-default settings are found to be most reliable, accurate, and numerically efficient.  
Numerical artifacts including anomalous unreleased nodes in the crack wake and zig-zag crack 
fronts occur, and further development of the Abaqus/Standard VCCT propagation may be 
required.  Use of the benchmark case to assess the continuous improvements in one finite 
element code illustrates the value of establishing benchmark solutions. 

INTRODUCTION 
Over the past two decades, the use of fracture mechanics has become common practice to 

characterize the onset and growth of delaminations in laminated composites[1],[2].  In order to 
predict delamination onset or growth, the calculated strain energy release rate components are 
compared to interlaminar fracture toughness properties measured over a range from pure mode 
I loading to pure mode II loading [2]. 

The virtual crack closure technique (VCCT) is widely used for computing energy release 
rates based on results from continuum (2D) and solid (3D) finite element (FE) analyses, and to 
supply the mode separation required when using the mixed-mode fracture criterion [3],[4].  
Recently, VCCT was implemented into several commercial finite element codes such as 
Abaqus/Standard®, Nastran™, Marc™, and Ansys®.  As new methods for analyzing composite 
delamination are incorporated into finite element codes, the need for comparison and 
benchmarking becomes important, since each code requires specific input parameters unique to 
its implementation.  In the context of analysis Verification and Validation (V&V) [5], these 
benchmarks may also be used for code and calculation verification purposes and thus serve as 
a valuable tool for software developers.  Further, these benchmark solutions may be used to 



 

2 

evaluate other algorithms for delamination prediction, such as cohesive elements and adaptive 
mesh VCCT algorithms.  Therefore, a software independent approach for benchmarking based 
on Linear Elastic Fracture Mechanics (LEFM) was recently presented and demonstrated for the 
implementation in Abaqus/Standard® [6].  The benchmark examples are based on two-
dimensional (2D) and three-dimensional (3D) finite element models of the Double Cantilever 
Beam (DCB), End-Notched Flexure (ENF) and Mixed-Mode Bending (MMB) specimens.  To 
allow further assessment, new benchmark examples based on the Single-Leg Bending (SLB) 
specimen were created for delaminations under mixed-mode conditions where the mode ratio is 
also dependent on the delamination length, a [7],[8].  The approach allows for the assessment 
of the mode I, II, and mixed-mode I and II, delamination propagation capabilities in commercial 
finite element codes under static loading.  The capability of other codes was assessed in Refs. 
[9], [10].  The same approach was used for all of the assessments.  First, benchmark results 
were created manually using the VCCT implementation in the software of interest. Second, 
using the implemented VCCT-based automated propagation analysis, a delamination in a finite 
element model was allowed to propagate.  In general, good agreement between the results 
obtained from the automated FE propagation analysis and the benchmark results could be 
achieved when the appropriate input parameters were selected.  Nevertheless, the benchmarks 
also helped to identify aspects that needed further study. 

The objective of the present study is to create a new benchmark example for delamination 
propagation under mode II, and demonstrate the use of this benchmark case to assess the 
performance of automated crack propagation prediction capabilities in Abaqus/Standard [11].  
These capabilities are VCCT-based and allow crack propagation between two user-defined 
surfaces into a predefined zone of initially-tied, coincident node-pairs which get successively 
released.  This new benchmark example is thought to complement the existing benchmark case 
based on the mode II End-Notched Flexure test shown in Figure 1a [12],[13].  The new 
benchmark example is based on the mode II Calibrated End-Loaded Split (C-ELS) specimen 
shown in Figure 1b [14],[15],[16].  Both specimens initially exhibit unstable delamination 
propagation which adds to the complexity of the analysis.  However, the C-ELS specimen has 
the advantage that the region of stable delamination propagation begins at a/L > 0.55, 
compared to the ENF specimen where a/L > 0.7 is required for stable propagation.  The new 
benchmark example may therefore provide a better assessment tool by enabling more stable 
crack growth in regions further away from the boundary conditions or load application.  Note that 
during unstable propagation, computed energy release rates that overshoot the fracture 
toughness may not manifest as an error.  Furthermore, the challenge of obtaining a solution 
during unstable crack growth may hinder the assessment of other aspects of the algorithm.  A 
larger region of stable propagation also enables assessment of the observations made in [13] 
and how they change when simulating stable delamination growth.  For example, is the zig-zag 
front observed locally for unstable growth [13] caused by an increase in energy release rate with 
delamination length (positive dG/da)?  The hypothesis is that after node release the new node 
at the locally advanced front experiences a higher energy release rate.  Therefore, these new 
nodes would now be eligible to release rather than the neighboring nodes, causing the observed 
continued roughness across the width.  Thus, a C-ELS specimen-based benchmark may offer 
the opportunity to study this hypothesis and overall may provide a better assessment tool.   

In this paper, the development of a benchmark case based on the C-ELS specimen is 
presented. First, the development of a new VCCT-based benchmark case for crack propagation 
prediction under quasi-static loading is discussed in detail.  Second, the application is 
demonstrated for the commercial finite element code Abaqus/Standard 2021 FD061.  Third, 

 
 
 
 
1 Improvements to the VCCT implementation in Abaqus/Standard are ongoing and more recent releases 
have additional functionality. All releases mentioned in this report are available to the public. 
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results obtained from VCCT-based, automated quasi-static propagation analysis are compared 
to the benchmark case.  It was assumed that the computed behavior from accurate automated 
delamination propagation analyses should closely match the benchmark results.  Lastly, the 
significance of the results is discussed.  

ANALYSIS BENCHMARKING  
The development of a benchmark case based on the C-ELS specimen is presented in the 
following section.  First, the finite element models used for the benchmark creation and 
assessment are introduced.  Second, the development of a new VCCT-based benchmark case 
for crack propagation prediction under quasi-static loading is presented in detail.  Third, a 
comparison between load/displacement results and computed energy release rates obtained 
from 2D and 3D models is discussed.  Finally, the automated VCCT-based delamination 
propagation analysis tool implemented in Abaqus/Standard is outlined. 

Finite Element Model 
For the current study, C-ELS specimens made of IM7/8552 graphite/epoxy were analyzed.  

The material properties were taken from a previous study [6].  Typical 2D and 3D models are 
shown on Figures 2 to 4.  An example of the 2D FE model of the C-ELS specimens with 
boundary conditions is shown in Figure 2.  Based on previous experience [6], the specimen was 
modeled with solid plane strain elements with incompatible modes (CPE4I) in Abaqus/Standard 
[11] to create the benchmark cases. The C-ELS specimen was modeled with six elements 
through the specimen thickness.  Along the length, all models were divided into different 
sections with different mesh refinements.  The element edge length at the delamination tip in the 
section of automated crack propagation was equal to 0.5 mm.  

Examples of 3D finite element models of the C-ELS specimen are shown in Figure 3.  
Through the thickness and along the length, the 3D mesh was identical to the mesh described 
above for the 2D model.  Across the width, a uniform mesh with ∆B=1mm element size, as 
shown in Figure 3a, was used to avoid potential problems at the transition between a coarse 
and finer mesh across the width.  The specimen was modeled with solid brick elements with 
incompatible modes (C3D8I), which yielded excellent results in previous studies [6].  As in the 
2D models, the model was divided into different sections with different mesh refinements along 
the length.  A second 3D model with a refined mesh across the width with ∆B=0.5 mm element 
size, as shown in Figure 3b, was used for additional refinement studies. 

For the VCCT analysis with Abaqus/Standard, the plane of delamination was modeled as a 
discrete discontinuity in the center of the specimen.  The models were created as separate 
meshes for the upper and lower part of the specimens with identical nodal point coordinates in 
the plane of delamination.  A top surface (magenta outline) and a bottom surface (bright green 
outline) were defined to specify the contact area in the plane of delamination, as shown in 
Figure 3a.  Additionally, a node set (bonded nodes) was created to define the intact region (blue 
shaded area).  The initial delamination front (dashed red line) defines the beginning of the intact 
region.  

Additional models were created in which the element edges did not align with the advancing 
delamination front, as shown in Figure 4.  This intentional misalignment was created as an extra 
challenge for the automated propagation analysis.  It is expected that in more complex, large-
scale problems where delamination initiation, size, and shape are unknown, it will not be 
possible to a priori align the mesh with the propagating front.  It was thus deemed appropriate to 
evaluate the performance of a code for non-aligned meshes with an approach used previously 
[7].  Two meshes with ∆B=1mm and ∆B=0.5 mm element size across the width are shown in 
Figures 4a and 4b, respectively. 
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Development of Benchmark Case 
Quasi-static benchmark results can easily be created for any FE analysis software used.  

The procedure is discussed in detail in a previous paper describing the benchmark creation [6] 
and is condensed here for brevity.  

• First, finite element models of the specimen with different initial delamination lengths, a0, 
are created.  For the current example, two-dimensional finite element models simulating 
the C-ELS specimen were created with 20 different initial delamination lengths a0 (50.0 
mm ≤ a0 ≤ 100.0 mm). 

• For each a0 modeled, the load, P, and end deflection, w, at the load point were plotted 
as shown in Figure 5, where each solid line represents a different value of a0. 

• For each a0 modeled, the total strain energy release rate, GT, and the mixed-mode ratio 
GII/GT were computed using VCCT for an applied tip deflection w  =10.0 mm.  In the 
current case, the mixed-mode ratio should theoretically be pure mode II (GII /GT =1) 
which will be verified later.  

• For each a0 modeled, a failure index, GT /Gc, is calculated by comparing the computed 
total energy release rate, GT, with the mixed-mode fracture toughness, Gc, of the 
material, often computed as a function of the mixed-mode ratio.  When obtaining the 
benchmark, Gc should be determined using the same expression for Gc used later in the 
automated analysis.  In the present study, the B-K criterion, suggested by Benzeggah 
and Kenane [17], was used.  A BK-fit through experimental data for IM7/8552 is shown 
in Figure 6.  Related fracture toughness data are presented in Table 2.  It is assumed 
that the delamination propagates when the failure index reaches unity. 

• Therefore, the critical load, Pc, and critical tip displacement, wc, can be calculated based 
on the relationship between load, P, and the energy release rate, G, for a linear system: 
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• For each delamination length, a0, modeled, the critical load/displacement results were 

calculated using equation (1) and were included in the load/displacement plots as shown 
in Figure 7 (solid red circles) 

• These critical load/displacement results indicated that, with increasing delamination 
length, less load is required to extend the delamination.  For the first ten delamination 
lengths, a0, investigated, the values of the critical displacements also decreased at the 
same time.  This means that the C-ELS specimen exhibits unstable delamination 
propagation under load control as well as displacement control in this region.  The 
remaining critical load/displacement results pointed to stable propagation. 
From these critical load/displacement results (dashed thin black line and solid circles), a 
benchmark solution (solid red line) can be created as shown in Figure 8.  If the analysis 
is performed under displacement control (prescribed nodal displacements, w), the 
applied displacement must be held constant over several increments once the critical 
point (Pc, wc) is reached, and the delamination front is advanced during these 
increments.  Once the critical path is reached, the applied nodal displacement is 
increased again incrementally.  For longer initial crack lengths (e.g. a0 > 55 mm) stable 
propagation is expected throughout the entire analysis. During the automated 
propagation analysis, the computed load/displacement results are expected to follow the 
benchmark solution (solid red line).  Throughout the development of the benchmark 
example using 2D models, it was assumed that the delamination front remained straight 
for each delamination length, a0, modeled.  In reality, however, a delamination front may 
develop into a somewhat curved front during propagation.  This, however, was not 
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considered for the current benchmarking exercise.  The following section provides 
evidence that a straight crack front is a reasonable assumption based on the computed 
energy release rate distributions across the width of the C-ELS specimen. 

Computed load-displacement results obtained from 2D and 3D and models 
A comparison of the load/displacement behavior of the C-ELS specimen computed from 2D 

models (open symbols and solid red lines) and 3D models (crosses and blue dashed lines) 
models is shown in Figure 9 for two different initial delamination lengths a0 = 50 mm and 75 mm.  
Results indicate that the 2D and 3D models used have comparable stiffness.  Thus, regarding 
the stiffness loss computed during automated delamination propagation, a comparison between 
results obtained using 3D models with the benchmark obtained from 2D analysis should be 
adequate. 

Computed energy release rate distribution across the width of the specimen 
The computed strain energy release rate values were plotted versus position along the 

width, B, of the C-ELS specimens, as shown in Figures 10 and 11.  The results were obtained 
from models shown in Figure 2 for an applied tip displacement w = 10 mm for starter 
delamination lengths a0 = 50 and 75 mm, respectively.  The mode II strain energy release rate 
distribution (open blue squares and solid line) was found to be symmetric with respect to the 
center of the specimen and fairly constant over most of the width.  The mode II contribution 
drops slightly towards the edges followed by a sudden peak close to the edges.  Delamination 
propagation is expected to start at the edge but a fairly uniform straight front is expected to 
develop during propagation.  The averaged value (dashed blue line) obtained from the 3D 
distribution compares well with the single result obtained from the 2D analyses (solid blue 
square).  As expected, the mode I strain energy release rate was computed to be significantly 
smaller across the entire width of the specimen (solid red dots and line).  The mode III strain 
energy release rate obtained from the 3D analyses were also several orders of magnitude 
smaller than the mode II values. 

The increase of computed strain energy release rate values with increasing applied 
displacement is shown in Figures 12 and 13 for starter delamination lengths a0 = 50 and 75 mm, 
respectively.  Mode II results (blues lines) obtained from 2D analysis (solid symbols) and from 
3D analysis averaged across the width (open symbols) are in good agreement.  As expected, 
the mode I strain energy release rate remains small even with increasing displacement.   

Results indicate that the 2D and 3D models yield comparable energy release rate results 
and in particular the 2D results are a good approximation of the averaged 3D results.  Further, 
the energy release rate is fairly uniform over most of the width.  Thus, based on the energy 
release rates computed during automated delamination propagation a comparison between 
results obtained using 3D models with the benchmark obtained from 2D analysis should be 
adequate. 

Automated delamination propagation in Abaqus/Standard 
The implementation of VCCT enables Abaqus to solve delamination problems in composite 

materials.  The implementation is compatible with all the features in Abaqus such as large-scale 
nonlinear models of composite structures, including continuum shells, composite materials, 
cohesive elements, buckling, and contact.  The plane of delamination in three-dimensional 
analyses is modeled using the existing crack propagation capability based on the contact pair 
capability.  Additional element definitions are not required, and the underlying finite element 
mesh and model do not have to be modified [11] 

In Abaqus/Standard, several input parameters control the analysis: 
• The release tolerance parameter is used to improve the accuracy of the VCCT-

based local solution [11].  If this release tolerance is exceeded in an increment ((G-
Gc)/Gc > release tolerance), a cutback operation is performed which reduces the time 
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increment.  In the new smaller increment, the strain energy release rates are 
recalculated and compared to the user specified release tolerance.  A release 
tolerance, reltol=0.2, is suggested in the handbook [11].  However, a tighter 
tolerance should be used to achieve better accuracy.  For the current analysis, 
reltol=0.01 was chosen.   

• Another parameter, which Abaqus/Standard provides to help overcome convergence 
issues during the propagation analysis, is contact stabilization, which is applied only 
across selected contact pairs and used to control the motion of two contact pairs 
while they approach each other in multi-body contact.  Damping is applied when 
bonded contact pairs separate and move away from each other [11].  For the current 
analysis, a stabilization factor equal to 10-6, which had yielded good results in 
previous analyses [6], was chosen.  Excessive stabilization may adversely affect the 
predicted load levels. 

• To simulate the propagation of cracks, the element at the crack tip may either be 
completely released once the fracture criterion is reached or released gradually.  
Abaqus/Standard offers the complete release using the option debonding force=step 
[11].  In contrast, a gradual release can be used to represent intermediate crack 
positions between existing node pairs.  Using this approach, the nodes are allowed 
to be released progressively rather than suddenly and the forces are ramped down 
accordingly.  Abaqus/Standard offers this approach using the option debonding 
force=ramp [11].  Both approaches were used in the current study and are referred 
to as original input in this report.  More detailed information about VCCT with 
progressive nodal release can be found in a related paper [18]. 

Additional functionalities recommended by industry [19] regarding multi-node pair release 
during propagation and improved convergence algorithms, have become available in more 
recent Abaqus/Standard releases and are referred to as new input in this report.  For an 
unstable crack growth problem, it is sometimes more efficient to allow multiple nodes at, and 
ahead of, a crack tip to release in one increment without cutting back the increment size.   

• This capability is activated in Abaqus/Standard when an unstable growth tolerance is 
defined.  If the fracture criterion is within the given unstable growth tolerance, the 
time increment size is reduced automatically to a very small value allowing more 
node pairs to release.  Once the criterion is exceeded, the time increment size will be 
automatically recovered to a larger value to speed up the analysis [11].  The default 
value for unstable growth tolerance is infinity.  Further, scaling parameters α and β 
(default α=0.5 and β=2.0) that influence the increment size and the recovery to a 
larger value after the unstable growth analysis may be defined to control the 
automated node release during automated propagation.   

• An additional parameter n (default n=0) was introduced in Abaqus 2020 FD03 to 
allow for an additional number of n cutback steps prior to enabling the unstable 
propagation.  Details are provided in the Abaqus User’s Guide [11]. 

• Further improvements to the Abaqus/Standard finite element code were made 
recently and a position=nonlocal parameter was added to smooth out the tangential 
direction of individual crack segments along the crack front using a least squares 
procedure [11].  These improvements were made to smooth out jagged fronts which 
were observed previously during automated delamination propagation under 
predominantly mode II mixed-mode conditions (e.g. GII/GT ≥ 0.8) [13][20].   

An overview of recent Abaqus/Standard improvements is provided in Table A1 in the 
appendix which also highlights the associated new syntax.  More detailed input syntax for the 
different analysis options in Abaqus/Standard is discussed in Table A2 and a list of all analyses 
performed with relevant input parameters is provided in Table A3 in the appendix. 
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ASSESSMENT OF RESULTS FROM AUTOMATED PROPAGATION ANALYSES 
In the present section, the delamination prediction capabilities implemented in 

Abaqus/Standard 2021 FD06 are assessed using the C-ELS benchmark case developed above.  
For the general assessment, the 2D and 3D FE models shown in Figures 2 and 3 were used.  
Additionally, the effect of a misaligned mesh on automated crack propagation results was 
investigated using the 3D models shown in Figure 4. 

The propagation analysis in Abaqus/Standard was performed in two steps starting from two 
initial delamination lengths, a0=50.0 mm and 75.0 mm.  In the first step, a tip deflection of about 
90%  wc (w=6.0 mm) was applied to the model so that the region of linear load/displacement 
behavior could be analyzed quickly.  During this first step, large displacement increments were 
allowed and automated propagation was disabled.  In the second step, the center deflection 
was increased from w=6.0 mm to w=15.0 mm.  Automated propagation was enabled and the B-
K criterion for mixed-mode failure was selected.  The following input parameters were kept 
constant for all analyses: 

• The release tolerance was set to reltol=0.01. 
• The limit for the smallest increment size was set equal to 10-20 to reduce the risk of 

numerical instability and early termination of the analysis and allow for sufficient 
cutback during the propagation phase of the analysis. 

• The number of total increments was limited to 5000. 
• For contact stabilization, the stabilization factor was set to 10-6. 

Results from 2D analyses 
Example results using Abaqus/Standard are shown in Figures 14 and 15 where the 

computed resulting load (load P) at the tip of the C-ELS specimen (Figures 1 and 2) is plotted 
versus the applied tip deflection (w) for different parameter settings in Abaqus/Standard.  For 
a0=50.0 mm, the initial load drop occurred near the critical point (Pc and wc) for all settings 
studied and the delamination propagation started (colored dashed lines), as shown in Figure 14.  
After reaching the peak, the load continued to drop during unstable propagation without any 
increase in applied displacement.  The computed load/displacement path converged to the 
stable propagation branch of the benchmark result (solid grey line).  Differences, however, were 
observed in computational effort.  The step option, which invokes immediate node release, 
required 201 analysis increments.  The ramp option, which allows for a gradual release, 
required 588 analysis increments.  For the combined ramp and unstable growth tolerance 
options, the unstable propagation (vertical drop in load) occurred at slightly higher 
displacements compared to the benchmark when the default settings (unstable growth 
tolerance=∞; n=0) were used (dark blue dashed line).  For this option, 262 analysis increments 
were required. Results closer to the benchmark (light blue dashed line) were obtained when the 
scaling parameter n was explicitly defined (n=1) which allowed for an additional cutback prior to 
enabling the unstable propagation in Abaqus/Standard; however, this increased the required 
analysis increments to 268 [11]. A drop in load is observed for w=10 mm after which the 
delamination starts propagating into the clamped zone of the mesh. 

The results obtained for an initial delamination length, a0=75.0 mm, are shown in Figure 15 
(colored dashed lines).  Although there isn’t any unstable propagation phase in this case, the 
same input parameters as in the above example were used for consistency and to explore any 
potential negative effects on the analysis. All computed load/displacement paths (colored lines) 
followed the stable propagation branch of the benchmark result (solid grey line). Again, a drop in 
load is observed for w=10 mm after which the delamination starts propagating into the clamped 
zone of the mesh. 
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Results from 3D analyses 
Example results obtained from 3D analyses are presented in the following section for starter 

delamination lengths a0=50 mm and a0=75 mm.  Models with aligned (straight) and misaligned 
(angled) meshes were used, as shown in Figures 3 and 4, respectively.  Two mesh sizes were 
studied with a baseline mesh where the element lengths at the delamination tip and the section 
of automated crack propagation was ∆a=0.5 mm and the element size across the width was 
∆B=1.0 mm.  A second 3D model with a refined mesh across the width with ∆B=0.5 mm 
element size was used for additional refinement studies.  The load/displacement results 
computed during the automated propagation analysis were compared to the benchmark solution 
established earlier.  The computed delamination front contours in the plane of delamination 
were used as an additional qualitative measure. 

Results for an initial delamination length a0=50 mm 
Computed load/displacement results obtained from models with aligned mesh 

Example results using the aligned (straight) mesh are shown in Figures 16 through 19 
where the computed resulting load (P) at the tip of the C-ELS specimen (Figures 1 and 2) is 
plotted versus the applied tip deflection (w) for different parameter settings in Abaqus/Standard.  
For the original Abaqus/Standard input parameters step and ramp, the results are shown in 
Figure 16.  For the step option (solid red curve), which invokes immediate node release, the 
initial load drop occurred prior to the critical point (Pc and wc).  Subsequently, the unstable 
propagation (vertical drop in load) ran parallel to the benchmark solution.  Past the unstable 
path, the results qualitatively followed the trend seen in the benchmark solution, however, never 
converged to the critical path (open grey circles and solid grey line).  For the ramp option (solid 
green line) a small initial load drop occurred near the critical point (Pc and wc).  After some 
additional load increase, the unstable propagation occurred for a slightly higher applied 
displacement compared to the benchmark.  Following the vertical drop in load, the computed 
results converged to the benchmark solution.  

For the unstable growth tolerance option, the analysis terminated immediately following the 
first load drop when the default settings (unstable growth tolerance=∞; n=0) were used as 
shown in Figure 17 (solid blue line).  Results closer to the benchmark (solid green line) were 
obtained when the scaling parameter n was explicitly defined (n=1) and the position=nonlocal 
parameter was added to smooth out the tangential direction of individual crack segments along 
the crack front during the analysis.  An overshoot was observed (solid red line) when the scaling 
parameter n was increased (n=2) which allowed for two additional cutbacks prior to enabling the 
unstable propagation algorithm.  Mostly, the results oscillated around the critical path. 

For additional comparison, the parameter α was changed in one set of analyses to the 
default value (α=0.5) for which the results are shown in Figure 18.  The position=nonlocal 
parameter was used for all analyses.  The default settings (unstable growth tolerance=∞; n=0) 
yielded the best results (solid green line) with regard to capturing the vertical load drop.  When 
the scaling parameter n was explicitly defined (n=1) the vertical drop occurred prior to the critical 
point.  For n=2 an overshoot was observed as before when using this value.  Largely, all results 
oscillated around the critical path as observed before, so that guidance for using a particular 
value of α cannot be made at this point. 

Further studies were performed using a refined mesh (∆B=0.5 mm) in the width direction.  
The results are shown in Figure 19 for all parameters varied.  For the step option (thick solid 
purple curve), the analysis terminated immediately following the first load drop near the critical 
point.  For the ramp option (thick solid light blue line), the initial load drop occurred near to the 
critical point followed by the load drop associated with unstable delamination propagation.  The 
analysis closely tracks the stable part of the benchmark case and then terminates because 
smaller increments are required than the limit (10-20) specified.  For the unstable growth 
tolerance options investigated 



9 

• unstable growth tolerance=∞; n=1 (solid dark blue line) 
• unstable growth tolerance=∞; nonlocal, n=1 (solid green line) 
• unstable growth tolerance=∞; nonlocal, n=2 (solid red line) 

the analyses completed without numerical issues. Only the analysis for n=2 terminated early 
due to a defined maximum that limits the total number of increments for an analysis.  In general, 
the results adequately track the benchmark case.  The oscillations observed are less 
pronounced when compared to the results for ∆B=1.0 mm shown in Figure 18, which is 
attributed to the refined mesh used.   

 
Computed load/displacement results obtained from models with misaligned mesh 

Example results using the misaligned (angled) mesh are shown in Figures 20 through 22.  
For the original Abaqus/Standard input parameters step and ramp the results are shown in 
Figure 20.  For the step option (solid red curve) the initial load drop occurred prior to the critical 
point (Pc and wc).  Subsequently, the unstable propagation (vertical drop in load) was offset in 
comparison to the benchmark solution.  Past the unstable path, the results qualitatively followed 
the trend seen in the benchmark solution, however, only converged to the critical path (open 
grey circles and solid grey line) for w>9.5 mm when the delamination approached the clamped 
region of the specimen.  For the ramp option (solid green line), the analysis terminated 
immediately following the first load drop near the critical point.  

For the unstable growth tolerance option, the first load drop occurred prior to the critical 
point when the default settings (unstable growth tolerance=∞; n=0) were used as shown in 
Figure 21 (solid blue line).  Results close to the benchmark (solid green line) were obtained 
when the scaling parameter n was explicitly defined (n=1) and the position=nonlocal parameter 
was added.  Similar results were observed when the scaling parameter n was increased (n=2) 
which allowed for two additional cutbacks prior to enabling the unstable propagation algorithm 
(solid red line).  Mostly, the results obtained for the settings that include the unstable growth 
tolerance option oscillated around the critical solution. 

Additional studies were performed using a refined mesh (∆B=0.5 mm) in width direction.  
The results are shown in Figure 22 for all parameters varied.  For the step option (thick solid 
purple curve) and ramp option (thick solid light blue line), the analysis terminated immediately 
following the first load drop prior to reaching the critical point.  For the unstable growth tolerance 
options investigated 

• unstable growth tolerance=∞; n=1 (solid dark blue line) 
• unstable growth tolerance=∞; nonlocal, n=1 (solid green line) 
• unstable growth tolerance=∞; nonlocal, n=2 (solid red line) 

the analyses completed without numerical issues and results closely track the stable part of the 
benchmark case. Only the analysis for n=2 terminated early due to a defined maximum that 
limits the total number of increments for an analysis.  In general, the oscillations observed are 
less pronounced when compared to the results for ∆B=1.0 mm shown in Figure 21, which is 
attributed to the refined mesh used. 

The results obtained from aligned and misaligned meshes for unstable delamination 
propagation (a0=50 mm) suggest that the step option should not be used in order to avoid 
inaccurate results.  Rather, progressive nodal release using the ramp option should be used 
during automated propagation.  These results appeared to be the most accurate when 
compared to the benchmark; however, they often suffered from early terminations because 
smaller increments were required than the limit (10-20) specified, or the number of total 
increments allowed (5000) was too small.  In general, improved convergence was obtained in 
fewer increments when the unstable growth tolerance option in combination with the 
position=nonlocal option were added to the analysis.  The most reliable results were obtained 
for a scaling parameter n=1.  Smoother results, with less deviation from the benchmark were 
obtained with a refined mesh in width direction (∆B=0.5 mm). 
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Computed delamination front contours 
Computed delamination front contours obtained from analyses using aligned and misaligned 

meshes are shown in Figures 23 and 24, respectively, which provide a top view of the plane of 
delamination.  To visualize the delamination condition, the state variable bdstat in 
Abaqus/Standard was plotted.  The initial condition with a straight delamination front is shown in 
Figure 23(a) where the delaminated section is shown as the blue surface and the intact section 
is shown as the red surface.  The green/yellow zone represents the location of the delamination 
front.  Growth contours obtained from the mesh with ∆B=1.0 mm are shown for the different 
input settings in Figures 23(b) through (f). The columns represent three stages during 
propagation: onset, propagation during the analyses, and the final front. One example obtained 
from the refined mesh (∆B=0.5 mm) is shown in Figure 23(g).    For all parameters studied, the 
delamination starts to grow slightly first at the two edges due to the distribution of the energy 
release which spikes near the edges as discussed earlier (see Figure 10).  During propagation, 
the front remains relatively straight across the width.  Locally, however, zig-zag approximation of 
the front is observed where certain elements release sooner than neighboring elements.  This 
appears to be an artifact of the VCCT implementation in Abaqus/Standard.  In extreme cases 
this can lead to elements that never fully release when all the surrounding elements have 
already completely released.  In the contour plot this is seen as local green islands in the 
delaminated blue section (see center and right columns in Figure 23(d) to (g)).  This artifact was 
supposed to have been removed with the introduction of the position=nonlocal parameter which 
was added to smooth out the tangential direction of individual crack segments along the crack 
front using a least squares procedure.  Additional adjustments to the VCCT implementation in 
Abaqus/Standard may be required.  The roughness of the front approximation is somewhat 
alleviated by choosing a finer mesh across the width as shown in Figure 23(g).  The formation of 
islands, however, remains an issue. 

Front contours obtained from the analyses using a misaligned (angled) mesh are shown in 
Figure 24.  Note that the initial condition with a straight delamination front can only be 
approximated due to the nature of the mesh as shown in Figure 24(a).  Locally artificial corners 
appear which are an artifact of representing a straight front with the misaligned mesh.  As 
before, growth contours obtained from the mesh with ∆B=1.0 mm are shown for the different 
input settings in Figures 24(b) through (f).  One example obtained from the refined mesh 
(∆B=0.5 mm) is shown in Figure 24(g).  As in Fig. 23, the delamination starts to grow slightly 
first at the two edges due to the distribution of the energy release which spikes near the edges, 
as discussed earlier (see Figure 10).  Additionally, growth occurs locally at the corners 
mentioned above where the energy release rate is somewhat higher (see left column in 
Figures 24(b) to (f)).  For the step option (Figure 24(b)), a slanted front developed and 
propagated in a self-similar manner until the end of the analysis.  For the ramp option 
(Figure 24(c)), the analysis terminated soon after propagation started.  For the unstable growth 
tolerance options investigated 

• unstable growth tolerance=∞; n=1 (Figure 24(d)) 
• unstable growth tolerance=∞; nonlocal, n=1 (Figure 24(e)) 
• unstable growth tolerance=∞; nonlocal, n=2 (Figure 24(f)) 

a relatively straight front across the width developed during propagation.  Locally, however, zig-
zag approximation of the front is observed, as discussed above, where certain elements release 
sooner than neighboring elements.  A case where several elements along the front are in the 
process of releasing simultaneously is shown in Figure 24 (f) (see green zone in center figure).  
As before, the roughness of the front approximation is somewhat alleviated by choosing a finer 
mesh across the width as shown in Figure 24(g). 
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Results for an initial delamination length a0=75 mm 
The key motivation to pursue the C-ELS benchmark compared to the ENF was that stable 
delamination propagation can be obtained for a larger region of the specimen. This enables 
study of how the observations made in the previous section change when simulating stable 
delamination growth.  For example, is the zig-zag front observed locally for unstable growth (see 
Figures 23 and 24) caused by an increase in energy release rate with delamination length 
(positive dG/da)?  One explanation is that after node release the new node at the locally 
advanced front experiences a higher energy release rate.  Therefore, these new nodes would 
now be eligible to release rather than the neighboring nodes, causing the observed continued 
roughness across the width or in extreme cases the development of islands mentioned above.  
To investigate this hypothesis, an additional set of analyses were performed with an initial 
starter delamination length a0=75 mm for which stable delamination growth is expected. 
 
Computed load/displacement results obtained from models with aligned mesh 

Example results using the aligned (straight) mesh are shown in Figures 25 through 27 
where the computed resulting load (load P) at the tip of the C-ELS specimen (Figures 1 and 2) 
is plotted versus the applied tip deflection (w) for different parameter settings in 
Abaqus/Standard.  For the original Abaqus/Standard input parameters step and ramp the 
results are shown in Figure 25.  For the step option (solid red curve), which invokes immediate 
node release, the initial load drop occurred prior to reaching the critical solution (open grey 
circles and solid grey line).  Subsequently, an unstable propagation (vertical drop in load) 
occurred followed by stable results which qualitatively followed the trend seen in the benchmark 
solution.  Results, however, only converged to the critical solution for w>9.5 mm when the 
delamination approached the clamped region of the specimen.  For the ramp option (solid green 
line), which allows for a gradual release, a small initial load drop occurred near the critical 
solution.  After some additional load increase, the computed results tracked the benchmark 
solution. 

For the unstable growth tolerance option used, result are plotted in Figure 26. For all cases 
studied, a small initial load drop occurred near the critical solution.  After some additional load 
increase, all computed results oscillated around the benchmark solution. Typically, the result for 
unstable growth tolerance and n=1 stayed below the benchmark result (solid blue line).  Small 
changes were observed when the position=nonlocal parameter was added to smooth out the 
tangential direction of individual crack segments along the crack front during the analysis (solid 
green line).  An overshoot was observed (solid red line) when the scaling parameter n was 
increased (n=2) which allowed for two additional cutbacks prior to enabling the unstable 
propagation algorithm. 

Further studies were performed using a refined mesh (∆B=0.5 mm) in the width direction.  
The results are shown in Figure 27 for all parameters varied.  For the step option (solid purple 
curve), the initial load drop occurred prior to reaching the critical solution (open grey circles and 
solid grey line).  Subsequently, an unstable propagation (vertical drop in load) occurred, 
followed by stable results which qualitatively followed the trend seen in the benchmark solution.  
The analysis then terminated because smaller increments were required than the limit (10 -20) 
specified.  For the ramp option (thick light blue line), the initial load drop occurred near the 
critical solution followed by an immediate analysis termination due to the same numerical issue.  
For the unstable growth tolerance options investigated 

• unstable growth tolerance=∞; n=1 (solid dark blue line) 
• unstable growth tolerance=∞; nonlocal, n=1 (solid green line) 
• unstable growth tolerance=∞; nonlocal, n=2 (solid red line) 

the analyses completed without numerical issues.  In general, the results adequately tracked the 
benchmark case.  The oscillations observed are less pronounced when compared to the results 
for ∆B=1.0 mm shown in Figure 26 which is attributed to the refined mesh used.   
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Computed load/displacement results obtained from models with misaligned mesh 
Example results using the misaligned (angled) mesh are shown in Figures 28 through 30.  

For the original Abaqus/Standard input parameters step and ramp, the results are shown in 
Figure 28.  For the step option (solid red curve) the initial load drop occurred prior to reaching 
the critical solution wc (open grey circles and solid grey line).  Subsequently, an unstable 
propagation (vertical drop in load) was observed.  Past the unstable path, the results 
qualitatively followed the trend seen in the benchmark solution, however, only converged to the 
critical path for w>9.5 mm when the delamination approached the clamped region of the 
specimen.  For the ramp option (solid green line), the analysis terminated immediately following 
the first load drop near the critical solution.  

For the unstable growth tolerance option, the first load drop occurred prior to reaching the 
critical solution when unstable growth tolerance=∞ was used in combination with n=1 as shown 
in Figure 29 (solid blue line).  Results close to the benchmark (solid green line) were obtained 
when the position=nonlocal parameter was added.  Similar results were observed when the 
scaling parameter n was increased (n=2) which allowed for two additional cutbacks prior to 
enabling the unstable propagation algorithm (solid red line).  Mostly, the results obtained for the 
settings that include the unstable growth tolerance option oscillated around the critical solution. 

Additional studies were performed using a refined mesh (∆B=0.5 mm) in the width direction.  
The results are shown in Figure 30 for all parameters varied.  For the step option (solid purple 
curve) the initial load drop occurred prior to reaching the critical solution (open grey circles and 
solid grey line).  Subsequently, the analysis qualitatively followed the trend seen in the 
benchmark solution and then terminated because smaller increments were required than the 
limit (10-20) specified.  For the ramp option (thick light blue line), the analysis terminated 
immediately following the first load drop prior to reaching the critical solution.  For the unstable 
growth tolerance options investigated 

• unstable growth tolerance=∞; n=1 (solid dark blue line) 
• unstable growth tolerance=∞; nonlocal, n=1 (solid green line) 
• unstable growth tolerance=∞; nonlocal, n=2 (solid red line) 

the analyses completed without numerical issues and results closely tracked the stable part of 
the benchmark case. Only the analysis for n=2 terminated early due to a defined maximum that 
limits the total number of increments for an analysis.  In general, the oscillations observed are 
less pronounced when compared to the results for ∆B=1.0 mm shown in Figure 29, which is 
attributed to the refined mesh used. 

The results obtained from aligned and misaligned meshes for stable delamination 
propagation (a0=75 mm) confirm that the step option should not be used in order to avoid 
inaccurate results.  Rather, progressive nodal release using the ramp option should be used 
during automated propagation.  These results appeared to be the most accurate when 
compared to the benchmark, however, often suffered from early terminations because smaller 
increments were required than the limit (10-20) specified or the number of total increments 
allowed (5000) was too small.  In general, improved convergence was obtained in fewer 
increments when the unstable growth tolerance option in combination with the position=nonlocal 
option was added to the analysis.  The most reliable results were obtained for a scaling 
parameter n=1.  Smoother results with less deviation from the benchmark were obtained with a 
refined mesh in width direction (∆B=0.5 mm). 
 
Computed delamination front contours 

Computed delamination front contours obtained from analyses using aligned and misaligned 
meshes are shown in Figures 31 and 32, respectively.  To visualize the delamination condition, 
the state variable bdstat in Abaqus/Standard was plotted.  The initial condition with a straight 
delamination front is shown in Figure 31(a) for the aligned mesh.  Growth contours obtained 
from the mesh with ∆B=1.0 mm are shown for the different input settings in Figures 31(b) 
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through (f).  As with the models with a0=50 mm, for all parameters studied, the delamination 
starts to grow slightly first at the two edges.  One example obtained from the refined mesh 
(∆B=0.5 mm) is shown in Figure 31(g).  During propagation, the front remains relatively straight 
across the width.  Locally, however, zig-zag approximation of the front is again observed.  Local 
green islands can be seen in the delaminated blue section in Figure 31(d) to (g)).  The 
roughness of the front approximation is somewhat alleviated by choosing a finer mesh across 
the width as shown in Figure 31(g). The formation of islands, however, remains an issue. 

Front contours obtained from the analyses using a misaligned (angled) mesh are shown in 
Figure 32.  Note that the initial condition with a straight delamination front can only be 
approximated due to the nature of the mesh as shown in Figure 32(a).  Locally artificial corners 
appear which are an artifact of representing a straight front with the misaligned mesh.  As 
before, growth contours obtained from the mesh with ∆B=1.0 mm are shown for the different 
input settings in Figures 32(b) through (f).  One example obtained from the refined mesh 
(∆B=0.5 mm) is shown in Figure 32(g).  As in all the previous cases, for all parameters studied, 
the delamination starts to grow slightly first at the two edges.  Additionally, growth occurs locally 
at the corners mentioned above where the energy release rate is somewhat higher (see left 
column in Figures 32(b) to (f)).  For the step option (see Figure 32(b)), a somewhat slanted front 
developed and propagated in a nearly self-similar manner until the end of the analysis.  For the 
ramp option (Figure 32(c)), the analysis terminated soon after propagation started.  For the 
unstable growth tolerance options investigated 

• unstable growth tolerance=∞; n=1 (Figure 32(d)) 
• unstable growth tolerance=∞; nonlocal, n=1 (Figure 32(e)) 
• unstable growth tolerance=∞; nonlocal, n=2 (Figure 32(f)) 

a relatively straight front across the width developed over the course of automated delamination 
propagation.  Locally, however, zig-zag approximation of the front is observed, as discussed 
above, where certain elements release sooner than neighboring elements. In the contour plot 
this is seen as local green islands in the wake of the front in the delaminated blue section (see 
center and right columns in Figure 32(d) and(e).  Additional adjustments to the VCCT 
implementation in Abaqus/Standard may be required.  The roughness of the front approximation 
is somewhat alleviated by choosing a finer mesh across the width as shown in Figure 32(g). 

The results obtained from both aligned and misaligned meshes suggest that an increase in 
energy release with delamination length (positive dG/da) is not the cause for the development of 
zig-zagged fronts or unreleased elements (islands) in the wake of the delamination front as 
hypothesized.  These zig-zagged fronts also developed from a starter front at a0=75 mm for 
which delamination propagation is stable.  Increment numbers shown in the right most column 
indicate that the ramp option requires many analysis increments for the delamination to reach 
the clamped region of the specimen.  Significantly fewer increments are required when the 
unstable growth tolerance option is added.  However, this advantage is reduced as the scaling 
parameter n is increased.  These observations confirm earlier results obtained from 2D 
analyses. 

SUMMARY AND CONCLUSIONS 
The development of a benchmark example based on Linear Elastic Fracture Mechanics 

(LEFM) and VCCT was shown in detail for the Calibrated End-Loaded Split (C-ELS) specimen.  
The benchmarking procedure is independent of the analysis software and can be used to 
assess the performance of automated delamination prediction capabilities in finite element 
codes.  

First, the development of a new VCCT-based benchmark case for crack propagation 
prediction under quasi-static loading was discussed in detail.  Second, the application was 
demonstrated for the commercial finite element code Abaqus/Standard 2021 FD06.  Third, 
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results obtained from VCCT-based, automated quasi-static propagation analysis were 
compared to the benchmark cases.  The results showed the following: 
• In general, good agreement between the results obtained from the quasi-static propagation 

analysis and the benchmark results could be achieved by selecting the appropriate input 
parameters. 

• For Abaqus/Standard 2021 FD06 in particular, the results for automated delamination 
propagation analysis under quasi-static loading showed the following: 

o Good agreement between analysis results and the benchmarks could be achieved 
for release tolerance values (reltol=0.01) in combination with contact stabilization 
(cs=1x10-6).  These results confirmed previous observations. 

o The use of the step option is not recommended in order to avoid inaccurate results.  
o Progressive nodal release using the ramp option should be used during automated 

propagation.  These results appeared to be the most accurate when compared to the 
benchmark, however, required many increments and often suffered from numerical 
problems which led to premature analysis termination since smaller increments were 
required than the limit (10-20) specified. 

o Improved convergence can be obtained in fewer increments when the unstable 
growth tolerance option in combination with the position=nonlocal option is added to 
the analysis. 

o The load/displacement results in the propagation phase of the analysis results 
appeared smoother with less pronounced oscillations when a refined mesh was used 
not only in the delamination propagation (Δa=0.5 mm) but also in the width direction 
(ΔB=0.5 mm). 

o The C-ELS benchmark with stable and unstable regions of delamination propagation 
was useful in investigating the hypothesis that the zig-zag front observed locally for 
unstable growth is caused by an increase in energy release rate with delamination 
length (positive dG/da).  However, delamination front contours showed a zig-zag 
behavior with unreleased elements developing (islands) in the wake of the front 
regardless of the delamination propagation being stable or unstable.  Thus, the 
hypothesis could not be confirmed.  The source may be in the VCCT-implementation 
which needs to be further investigated. 

Overall, the benchmark case enabled study of solution parameters that give the most 
reliable solution with regards to accuracy and convergence.  Further, the ability to assess the 
continuous improvements in one finite element code illustrates the value of establishing 
benchmark solutions.  In the context of analysis Verification and Validation (V&V), these 
benchmarks may also be used for code and calculation verification purposes and thus serve as 
a valuable tool for software developers.  Specifically, these benchmark results may be used to 
evaluate other algorithms for delamination prediction, such as cohesive elements and adaptive 
mesh VCCT algorithms. 

Additional analyses are required to study the observed zig-zag fronts and areas with 
unreleased elements (islands) in the wake of the front.  Subsequently, studies are required to 
validate the analyses against experimental results obtained from these and other simple 
characterization specimens. Further, a thorough comparison of analysis and test results of real 
world problems on the coupon, element and sub-component levels are required before the 
numerical approach can be used confidently to predict delamination propagation. 
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TABLES 
 
 

Table I. Material Properties. [6] 

Unidirectional Graphite/Epoxy Prepreg 

E11 = 161 GPa E22 = 11.38 GPa E33 = 11.38 GPa 

ν12 = 0.32 ν13 = 0.32 ν23 = 0.45 

G12 = 5.2 GPa G13 = 5.2 GPa G23 = 3.9 GPa 

The material properties are given with reference to the ply coordinate axes where index 11 denotes 
the ply principal axis that coincides with the direction of maximum in-plane Young’s modulus (fiber 
direction). Index 22 denotes the direction transverse to the fiber in the plane of the lamina and index 33 
the direction perpendicular to the plane of the lamina. 

 
 

Table II. Fracture Properties [21][22][23] 

IM7/8552 Fracture Toughness Data 

GIc = 0.212 kJ/m2 GIIc  =0.774 kJ/m2 h= 2.1 
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APPENDIX 
An overview of recent Abaqus/Standard improvements is provided in Table A1.  Typical 

Abaqus/Standard input file syntax for automated propagation analysis is shown in Table A2. A 
list of all analyses performed with relevant input parameters is provided in Table A3. 
 

Table A1: Summary of recent VCCT-specific modifications in ABAQUS. 
Version Progressive Quasi-Static Analysis Abaqus Input Syntax 
<2018 
(Baseline) 

• Multi-node pair ‘STEP’ release (no 
RAMP) 

• RAMP single node pair release 
• Contact stabilization and global 

damping 
• Original viscous damping 

introduced 
• Total Gequiv convergence tolerance 
• Elastic constraint stiffness the 

same for all three modes  

*DEBOND,… DEBONDING FORCE=STEP 
*DEBOND,… DEBONDING FORCE=RAMP 
Referred to as original input 

2018 FD03 • RAMP multi-node pair release with 
UNSTABLE GROWTH 
TOLERANCE 

 

*FRACTURE CRITERION,… unstable 
growth tol 
*CONTROLS, TYPE=NO CUTBACK 
SCALING 
α, β	
Referred to as new input 

2019 FD01 • Viscous damping algorithm 
improved 

• Mode dependent constraint 
stiffness during RAMP release 
introduced for static growth 

• Asymmetric Jacobian with and 
without unloading. Undocumented 
feature available only via 
environment file activation. 

 

2020 FD03 • New data entry for unstable growth 
tolerance to indicate how many 
cutbacks, n, allowed prior to the 
activation of the unstable growth 
tolerance in an increment 

*FRACTURE CRITERION,… unstable 
growth tol 
*CONTROLS, TYPE=NO CUTBACK 
SCALING 
α, β,	n 

2020FD04 • Release of bonded node begins 
only if at least one the neighboring 
partially opened nodes is fully 
released. 

 

2020FD05 • Internal crack front smoothing *FRACTURE CRITERION,… unstable 
growth tol, position=nonlocal 

2021FD04 • Solver bug fixed which caused 
random analysis termination during 
VCCT based automated 
delamination propagation 

 

2021FD05 • Additional solver improvements  
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Table A2. Input for automated VCCT-based delamination propagation 

Typical input file for DEBONDING FORCE=STEP and RAMP option 
… 
*parameter 
*** release tolerance tol=0.01 
*** fracture toughness and BK exponent 
 GIc   = 0.212 
 GIIc  = 0.774 
 GIIIc = 0.774 
 eta=2.1 
*STEP, INC= 1000 
*** static analysis *** 
*STEP, NLGEOM, INC= 5000 
*STATIC 
0.005, 1.0, 1.0E-20, 0.005 
*CONTROLS,PARAMETERS=TIME INCREMENTATION 
 ,,,,,,,50 
*** fracture analysis using VCCT 
*DEBOND,SECONDARY=VCCT_TOP,MAIN=VCCT_BOT,DEBONDING FORCE=RAMP, FREQ=1 
*FRACTURE CRITERION,TYPE=VCCT,MIXED MODE BEHAVIOR=BK, TOLERANCE=<tol> 
 <GIc>,<GIIc>,<GIIIc>,<eta> 
*CONTACT CONTROLS, STABILIZE, MAIN=VCCT_BOT, SECONDARY=VCCT_TOP 
 1.E-06, 0, 0.1 
… 

Typical input file for unstable growth tolerance option (default ∞) 
… 
*DEBOND,SLAVE=VCCT_TOP,MASTER=VCCT_BOT,DEBONDING FORCE=RAMP, FREQ=1 
*FRACTURE CRITERION,TYPE=VCCT,MIXED MODE BEHAVIOR=BK, TOLERANCE=<tol>, 
unstable growth tol 
 <GIc>,<GIIc>,<GIIIc>,<eta> 
** scaling parameters alpha=0.9, beta=1.E10 and n=1 
*CONTROLS, TYPE=NO CUTBACK SCALING 
0.9, 1.E10, 1 
… 

Typical input file for unstable growth tolerance option (default ∞) and position=nonlocal 
… 
*DEBOND,SLAVE=VCCT_TOP,MASTER=VCCT_BOT,DEBONDING FORCE=RAMP, FREQ=1 
*FRACTURE CRITERION,TYPE=VCCT,MIXED MODE BEHAVIOR=BK, TOLERANCE=<tol>, 
unstable growth tol, position=nonlocal 
 <GIc>,<GIIc>,<GIIIc>,<eta> 
** scaling parameters alpha=0.5, beta=1.E10 and n=1 
*CONTROLS, TYPE=NO CUTBACK SCALING 
0.5, 1.E10, 1 
… 
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Table A3. Input parameters for release tolerance, unstable growth tolerance, and cutback scaling 

File name mesh a0 
[mm] 

∆B 
[mm] 

DF† usgt§ pos¶ α$ β$ n$ 

2D_50_step 2D 50 1.0 step - - - - - 
2D_50_ramp 2D 50 1.0 ramp - - - - - 
2D_50_usgt 2D 50 1.0 ramp ✔ - 0.9 1E10 0 
2D_50_usgt_n1 2D 50 1.0 ramp ✔ - 0.9 1E10 1 
3D_50_step aligned 50 1.0 step - - - - - 
3D_50_ramp aligned 50 1.0 ramp - - - - - 
3D_50_usgt_n0 aligned 50 1.0 ramp ✔ - 0.9 1E10 0 
3D_50_usgt_n1 aligned 50 1.0 ramp ✔ - 0.9 1E10 1 
3D_50_ustg_n1_sm aligned 50 1.0 ramp ✔ ✔ 0.9 1E10 1 
3D_50_usgt_n2_sm aligned 50 1.0 ramp ✔ ✔ 0.9 1E10 2 
3D_50_usgt_a05_n0_sm aligned 50 1.0 ramp ✔ ✔ 0.5 1E10 0 
3D_50_usgt_a05_n1_sm aligned 50 1.0 ramp ✔ ✔ 0.5 1E10 1 
3D_50_usgt_a05_n2_sm aligned 50 1.0 ramp ✔ ✔ 0.5 1E10 2 
3D_50_w05_step aligned 50 0.5 step - - - - - 
3D_50_w05_ramp aligned 50 0.5 ramp - - - - - 
3D_50_w05_usgt aligned 50 0.5 ramp ✔ - 0.9 1E10 1 
3D_50_w05_usgt_sm aligned 50 0.5 ramp ✔ ✔ 0.9 1E10 1 
3D_50_w05_usgt_n2_sm aligned 50 0.5 ramp ✔ ✔ 0.9 1E10 2 
2D_75_step 2D 75 1.0 step - - - - - 
2D_75_ramp 2D 75 1.0 ramp - - - - - 
2D_75_usgt 2D 75 1.0 ramp ✔ - 0.9 1E10 0 
2D_75_usgt_n1 2D 75 1.0 ramp ✔ - 0.9 1E10 1 
3D_75_step aligned 75 1.0 step - - - - - 
3D_75_ramp aligned 75 1.0 ramp - - - - - 
3D_75_usgt_n1 aligned 75 1.0 ramp ✔ - 0.9 1E10 1 
3D_75_usgt_n1_sm aligned 75 1.0 ramp ✔ ✔ 0.9 1E10 1 
3D_75_usgt_n2_sm aligned 75 1.0 ramp ✔ ✔ 0.9 1E10 2 
3D_75_w05_step aligned 75 0.5 step - - - - - 
3D_75_w05_ramp aligned 75 0.5 ramp - - - - - 
3D_75_w05_usgt aligned 75 0.5 ramp ✔ - 0.9 1E10 1 
3D_75_w05_usgt_sm aligned 75 0.5 ramp ✔ ✔ 0.9 1E10 1 
3D_75_w05_usgt_n2_sm aligned 75 0.5 ramp ✔ ✔ 0.9 1E10 2 
skew_x05_y10_step skewed 50 1.0 step - - - - - 
skew_x05_y10_ramp skewed 50 1.0 ramp - - - - - 
skew_x05_y10_usgt skewed 50 1.0 ramp ✔ - 0.9 1E10 1 
skew_x05_y10_usgt_sm skewed 50 1.0 ramp ✔ ✔ 0.9 1E10 1 
skew_x05_y10_usgt_n2_sm skewed 50 1.0 ramp ✔ ✔ 0.9 1E10 2 
skew_x05_y05_ramp skewed 50 0.5  step - - - - - 
skew_x05_y05_step skewed 50 0.5  ramp - - - - - 
skew_x05_y05_usgt skewed 50 0.5  ramp ✔ - 0.9 1E10 1 
skew_x05_y05_usgt_sm skewed 50 0.5  ramp ✔ ✔ 0.9 1E10 1 
skew_x05_y05_usgt_n2_sm skewed 50 0.5  ramp ✔ ✔ 0.9 1E10 2 
skew_a75_x05_y10_step skewed 75 1.0 step - - - - - 
skew_a75_x05_y10_ramp skewed 75 1.0 ramp - - - - - 
skew_a75_x05_y10_usgt skewed 75 1.0 ramp ✔ - 0.9 1E10 1 
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skew_a75_x05_y10_usgt_sm skewed 75 1.0 ramp ✔ ✔ 0.9 1E10 1 
skew_a75_x05_y10_usgt_n2_sm skewed 75 1.0 ramp ✔ ✔ 0.9 1E10 2 
skew_a75_x05_y05_step skewed 75 0.5  step - - - - - 
skew_a75_x05_y05_ramp skewed 75 0.5  ramp - - - - - 
skew_a75_x05_y05_usgt skewed 75 0.5  ramp ✔ - 0.9 1E10 1 
skew_a75_x05_y05_usgt_sm skewed 75 0.5  ramp ✔ ✔ 0.9 1E10 1 
skew_a75_x05_y05_usgt_n2_sm skewed 75 0.5  ramp ✔ ✔ 0.9 1E10 2 

File names in bold font indicate results plotted and discussed in this report. 
† *DEBOND,SLAVE=VCCT_BOT,MASTER=VCCT_TOP,DEBONDING FORCE=STEP, FREQ=1 
§ *FRACTURE CRITERION,TYPE=VCCT,MIXED MODE BEHAVIOR=BK, TOLERANCE=<tol>, 

unstable growth tol 
¶ *FRACTURE CRITERION,TYPE=VCCT,MIXED MODE BEHAVIOR=BK, TOLERANCE=<tol>, 

unstable growth tol, position=nonlocal 
$ *CONTROLS, TYPE=NO CUTBACK SCALING 

α,	β,	n	
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FIGURES 

 

Figure 1. Standard test specimens for mode II fracture toughness characterization. 

 

 

Figure 2. Two-dimensional (2D) finite element model of C-ELS specimen. 
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Figure 3. Three-dimensional (3D) FE models of C-ELS specimen with aligned mesh. 
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Figure 4. 3D finite element models of C-ELS specimen with misaligned mesh. 
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Figure 5. Computed load-displacement behavior of a C-ELS specimen for different delamination 

lengths a0. 

 
Figure 6. Mixed mode fracture criterion for IM7/8552 [21][22][23]. 
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Figure 7. Computed load-displacement behavior of a C-ELS specimen for different delamination 
lengths a0 and calculated critical behavior. 

Figure 8. Computed load-displacement behavior of a C-ELS specimen for different delamination 
lengths a0, calculated critical behavior and resulting benchmark case. 
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Figure 9. Comparison of computed load-displacement behavior of a C-ELS specimen obtained 

from 2D and 3D models for two different delamination lengths a0. 

Figure 10. Energy release rate distribution across the width of a C-ELS specimen (a0=50mm). 
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 Figure 11. Energy release rate distribution across the width of a C-ELS specimen (a0=75mm). 

 
Figure 12. Energy release rate increase with increasing applied tip displacement (a0=50mm). 

  

0.0 5.0 10.0 15.0 20.0 25.0

0

0.5

1

1.5

2

G
II
 - 2D

G
II
 - 3D

G
II
 - 3D - average

G
I
 - 3D

G,

kJ/m2

y-position across specimen width, mm



29 

Figure 13. Energy release rate increase with increasing applied tip displacement (a0=75mm). 

Figure 14. Computed load-displacement results obtained from automated propagation analyses 
using 2D FE models (a0=50mm). 
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Figure 15. Computed load-displacement results obtained from automated propagation analyses 

using 2D FE models (a0=75mm). 

 
Figure 16. Load-displacement results obtained from automated propagation analyses using 3D 

models with aligned meshes and original input variables (a0=50mm, ∆B=1.0mm). 
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Figure 17. Load-displacement results obtained from automated propagation analyses using 3D 

models with aligned meshes and new input variables (a0=50mm, ∆B=1.0mm). 

 
Figure 18. Load-displacement results obtained from automated propagation analyses using 3D 

models with aligned meshes and modified input variables (a0=50mm, ∆B=1.0mm). 
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Figure 19. Load-displacement results obtained from automated propagation analyses using 3D 
models with aligned meshes and different input variables (a0=50mm, ∆B=0.5mm). 

 
Figure 20. Computed load-displacement results obtained from automated propagation analyses 
using a 3D FE model with misaligned mesh and original input variables (a0=50mm, ∆B=1.0mm). 
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Figure 21. Computed load-displacement results obtained from automated propagation analyses 
using a 3D FE model with misaligned mesh and new input variables (a0=50mm, ∆B=1.0mm). 

 
Figure 22. Computed load-displacement results obtained from automated propagation analyses 
using a 3D FE model with misaligned mesh and different input variables (a0=50mm,∆B=0.5mm). 
  

0.0 2.0 4.0 6.0 8.0 10.0 12.0

0

200

400

critical

unstable growth

unstable growth, nonlocal, n=1

unstable growth, nonlocal, n=2

load 
P, N

displacement w, mm

0.0 2.0 4.0 6.0 8.0 10.0 12.0

0

200

400

critical

step

ramp

unstable growth, n=1

unstable growth, nonlocal, n=1

unstable growth, nonlocal, n=2

load 
P, N

displacement w, mm



 

34 

 
Figure 23. Delamination front contours during automated VCCT-based propagation analysis 

obtained from 3D FE models with aligned meshes (a0=50mm). 
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Figure 24. Delamination front contours during automated VCCT-based propagation analysis 
obtained from 3D FE models with misaligned meshes (a0=50mm). 
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Figure 25. Load-displacement results obtained from automated propagation analyses using 3D 
models with aligned meshes and original input variables (a0=75mm, ∆B=1.0mm). 

 
Figure 26. Load-displacement results obtained from automated propagation analyses using 3D 
models with aligned meshes and new input variables (a0=75mm, ∆B=1.0mm). 

0.0 2.0 4.0 6.0 8.0 10.0 12.0

0

200

400

critical

step

ramp

load 
P, N

displacement w, mm

0.0 2.0 4.0 6.0 8.0 10.0 12.0

0

200

400

critical

unstable growth, n=1

unstable growth, nonlocal, n=1

unstable growth, nonlocal, n=2

load 
P, N

displacement w, mm



37 

 

Figure 27. Load-displacement results obtained from automated propagation analyses using 3D 
models with aligned meshes and different input variables (a0=75mm, ∆B=0.5mm). 

Figure 28. Computed load-displacement results obtained from automated propagation analyses 
using a 3D FE model with misaligned mesh and original input variables (a0=75mm, ∆B=1.0mm). 
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Figure 29. Computed load-displacement results obtained from automated propagation analyses 

using a 3D FE model with misaligned mesh and new input variables (a0=75mm, ∆B=1.0mm). 

 
Figure 30. Computed load-displacement results obtained from automated propagation analyses 
using a 3D FE model with misaligned mesh and different input variables (a0=75mm,∆B=0.5mm) 
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Figure 31. Delamination front contours during automated VCCT-based propagation analysis 
obtained from 3D FE models with aligned meshes (a0=75mm). 
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Figure 32. Delamination front contours during automated VCCT-based propagation analysis 
obtained from 3D FE models with misaligned meshes (a0=75mm). 


