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@ Intro to Tech Talks

* Purpose of these talks is to engage with the community on types
of technologies we are using and developing, there are many more planned

e Ground rules for talk

* Answers to questions you have may be in upcoming slides

It's okay to ask an important question on a slide, but if it can wait then please do so

Mute your mike unless you need to talk

We'll keep an issues Parking Lot to keep the Tech Talk on point and on time
* Remember the Tech Talk is being recorded for NASA and its Partners

 Recording. We are recording these Tech Talks and will post online,
once approved for external release



@ Outline

 AAM Project Background, Requirements, Collection, and Relations
* Data Pipeline And Its Functions

e Data Pipeline Major Cloud Components (all in AWS), Benefits

* Benefits of Cloud-Based Application

* Current ATl Data Pipeline Design/Implementation

e Data Pipeline Monitoring by AWS CloudWatch

* Results and Summary




AAM Project Background and Pipeline Motivation

e Data Pipeline initially emerged from lessons learned from UTM

* Data qua

AWS-based D
Ingestion, wit
Ingestion qua
corrected wit

* Post-event data submission was tardy and manual
e Data ingestion problems discovered post-event (too late)

lity or quantity problems discovered in analysis solved

oy renegotiation/resubmitting data, reducing data quality
* Difficult to determine partner compliance with requirements

ata Pipeline allows real-time data submission and
n immediate monitoring of data rate, coverage and
ity. Problems are immediately discovered and can be

n agility by both Partners and NASA during the event



AAM Project Data Collection Requirements

e ATl Data Pipeline must enable collection of many kinds of data
(weather, sensor data from vehicles, airports, PSU data, etc.)
securely, in a wide range of formats, and from different sources
in near real-time

* Data integrity must be confirmed after receipt

* Data protection must be assured for the life of the data

* Secure Access from outside NASA's network must be supported

* Near real-time integration with different services is required

* High reliability, availability, scalability are required



@’ AAM NC Data Pipeline Relation with Other Parties
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Data Pipeline And Its Functions

e Serverless Cloud collecting, storing, and distributing diverse sets of data in near real-time

Stream Near Real Time




Data Pipeline Major Cloud Components

API Gateway
APl Endpoint and Service

Cognito
User Identity Service

DynamoDB
No-SQL Database

Lambda
Serverless Compute Service

Kinesis
Streaming Data Service

Simple Storage Service
Shared Across Servers

CloudWatch
Monitoring Services and Dashboard

PostgreSQL Server
Traditional Database

Simple Queue Service
Messaging Queue




Benefits of Cloud-Based Application

* Fully cloud-based — no on-premises hardware

* High availability

* High scalability

* Serverless means low maintenance and usage cost

* Lambda is pay-as-you-go with charges to millionths of a second
 No worrying about Operating System updates

* Builtin support for DLQ (dead letter queue)

* High performance

e Restful endpoint got 500 RPS (Requests Per Second) by default--AWS
guote




Ingress Restful and Egress Web Socket Streaming Application

o=

Cognito Role-based Monitor internals of
Authorization running apps

Subscribe (

(l?[% ::ultiple ?ﬁl

topics

Private Key Consumers Public Key

API Gateway

Enhanced
Secure Websockets

Testing Kit

Test Consumer
more languages
and libraries

Test Producer

API Gateway

Add on Connect

Remove on
Disconnect

(R

Amazon
CloudWatch

Near-realtime push

API Gateway

REST
% openAPl
embedded
ARtCplany validation

Multiple
Producers

ATl Telemetry
Str¢am DynamoDB

apply privacy rules; convert to AOM datal model

Kinesis Data
Streams

Raw Provider
Stream
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Data Pipeline Infrastructure As Code (IAC)

AWS CloudFormation lets you model, provision, and manage AWS
and third-party resources by treating infrastructure as code

Manage infrastructure with DevOps

 Automate, test, and deploy infrastructure templates with
continuous integration and delivery (CI/CD) automations

* Version control automation 'scripts' as you would software
Scale production stacks

Visualization application infrastructure

These capabilities are not readily available in traditional, on-
premises software systems



Data Pipeline AWS Multiple Environments And Developers Architecture

Team/Developer 1 ... N

[ [

App-1-dev . N ... App-N:prod
I
I N .

App-’zAtdev App-hgprod

Virtual Mapﬁng-dev/prod

[ )
L L

Team/Developer 1 ...N

Appil-dev N ...App-%prod

App%-dev App-@prod

Virtual Mapjtﬂng-dev/prod

( W

J J

Roles-1 policies-1

Roles-2 policies-2

Base VPC Stack

Applications Stack Layer

Support multiple environments
(dev, production), developers and
parallel applications

Virtual Mapping Stack Layer

Decouple application layer with
infrastructure layer by different
mappings

Roles and Policies Stack
Layer

VPC, Subnets, NAT
Gateway and Security
Groups Stack Layer
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Data Pipeline Swagger Pre-processors

®

® swaGGER

openapi: 3.0.1
components:

schemas:

NASA

Parameters — I

@ swaGGER

schema-C
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l

®

® swacGer

openapi: 3.0.1
components:

schemas:

Non-badge | s l

Access

¥

Swagger
Pre-priocessor

@jenkins

openapi: 3.0.1
components:
schemas:

“—;#@:—J

Amazon
Extensions

schema-A
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schema-E
Amazon-X

Merged Special Swagger

>

4
LB
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Data Pipeline Demo using CloudFormation

CloudFormation > Stacks
Stacks (17) S Jpd Stack acti Create stack ¥
Q : Active v @ View nested
1 &

Stack name Status Created time Description
arc-af-aom-tdp-etl-sbox-demo (® CREATE_COMPLETE 2022-01-24 13:23:05 UTC-0800 AOM consumer lambda stack
arc-af-aom-tdp-web-socket-api-sbox-
diseii ® CREATE_COMPLETE 2022-01-24 13:19:59 UTC-0800 AOM-Web-Socket-Egress-APIl-Gateway
arc-af-aom-tdp-apigateway-sbox-demo (® CREATE_COMPLETE 2022-01-24 13:13:16 UTC-0800 Data Pipeline telemetry data provider
arc-af-aom-tdp-kinesis-sqs-sbox-demo © CREATE_COMPLETE 2022-01-24 12:55:04 UTC-0800 DataPlpelinetelemetyydata provider

kinesis stream

AOM project role allow full access for API

arc-af-aom-tdp-roles-policies-sbox- Gateway,DynamoDB,kinesis,

- @ CREATE_COMPLETE 2022-01-24 12:51:11 UTC-0800 $3,cloudwatch,VPCendpoint and
lambdaExecution

arc-af-aom-tdp-cognito-sbox (® CREATE_COMPLETE 2022-01-23 20:12:27 UTC-0800 create aom cognito user pool and clients

arc-af-aom-tdp-python-lib-layer ® CREATE_COMPLETE 2022-01-16 23:03:39 UTC-0800 python library layer

\/M_haca lavar avnartc infractriictiira
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Data Pipeline Security Considerations

: : N
Networking Level Security
AWS VPC, Subnets, Security Group, Route table, NAT Gateway, etc which are controlled by NASA IT/EMCC
- /
a )
AWS ldentity and Access Management (IAM) Level
AWS IAM Roles and policies which control access of the different AWS resources
KEg. Lambda connections only have read permission from connection table )
 Application-Level Security )

Access applications endpoints and API calls between applications. Eg. Cognito token is required for producer

and consumer endpoints

-

/
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@ Results and Summary

e ATI Data Pipeline is a powerful platform for real-time data integration, for
both AAM and ATM-X Projects

* Data Pipeline leverages advanced AWS capabilities to achieve requirements

with far less software development and IT management than traditional
approaches

* Data Pipeline benefits from NASA Cloud initiatives and is a pathfinder for
them as well
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&

AAM-Advanced Air Mobility
API-Application Programming Interface
ATI-Airspace Testing & Integration
AWS-Amazon Web Services
Cl/CD-Continuous Integration and Delivery
DLQ-Dead Letter Queue

EMCC-NASA Enterprise Managed Cloud Computing
IAC-Infrastructure As Code

|IAM-ldentity Access and Management
|OT-Internet of Things

NAT-Network Address Translation
PSU-Provider of Services

RDS-Relational Database Service
RPS-Requests Per Second

SQS-Sequel Server

VPC-Virtual Private Cloud

Acronyms
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AWS API| Gateway

1™

Connected User and
Stream Dashboard
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Blobils Devices

loT
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Gateway

AP
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Secure APl Gateway with Cognito

Verify Tok {
erity 1oken "principalld": "1tonibb18ftb94smrmi0fdicfd",
_) LOOKUP PO"CV < "policyDocument™: {
4 : ? -— "Version": "2012-10-17",
"Statement": [
Return Policy {., C mm ™ "
Amazon Cognito "ACtIOI‘:‘ < exectlte-apl.Invoke ,
A Lambda Amazon DynamoDB "Eﬁ’ect . I'Z')e'l?y ’ _
Resource": "arn:aws:execute-api:us-east-
5 A 6 1:0000kxx:xhweilbx2/prod/$connect”
Authorication Poli ]}
Token oficy
+ ¥
Context b
1 \4 \4
8 Token—> —Token—>» Z)

8

User

API Gateway Lambda
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Data Pipeline Monitoring by AWS CloudWatch

Explore metrics for usage, request, and data transfer activity within your bucket. Metrics are also available in Amazon CloudWatch. Learn more [4
View in CloudWatch [4

Bucket metrics
Total number of objects
Total number of objects stored in this bucket for all storage classes.

View in CloudWatch [4
View in CloudWatch [4

All requests View in CloudWatch [4 Get requests
All HTTP requests made to this bucket. HTTP GET requests for objects in bucket.
. Total bucket size
‘0 100 Amount of data in bytes stored in this bucket.
|
1.9 MB 1000
[ _o—0—®
800 —eo—o
1.4 MB / //
_/ _ ‘/.,_.——/
S /_
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/ 80
|
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400
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|
200 K

|
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100 \ / / o0
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0 |
50 | J o
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J Days Days
0 -®- StandardStorage -&- AllStorageTypes
01/20 01/22 01724 0126 01/28 0130 0201
Days

01/26 01/28

SNS Published-Failed-Deliveried Ratio

01/20 0122 01/24
Days

SNS Published-Failed-Deliveried

100
100.00%

s
Success rate (%)

Percentage

Success rate (%)

NumberOfNotificationsDelivered

NumberOfMessagesPublished @ NumberOfNotificationsFailed




