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Conspectus 

 We review the Best Theory + Reliable High-resolution Experiment (BTRHE) strategy for 

obtaining highly accurate molecular rovibrational line lists with InfraRed (IR) intensities.  The 

need for highly accurate molecular rovibrational line lists is two-fold: a) assignment of the many 

rovibrational lines for common stable molecules especially those that exhibit a large amplitude 

motion, such as NH3, or have a high density of states such as SO2; and b) characterization of the 

atmospheres of exoplanets which will be one of the main areas of research in astronomy in the 

coming decades. The first motivation arises due to the need to eliminate lines due to common 

molecules in an astronomical observation in order to identify lines from new molecules, while the 

second motivation arises due to the need to obtain accurate molecular opacities in order to 

characterize the atmosphere of an exoplanet. The BTRHE strategy first consists of using high-

quality ab initio quantum chemical methods to obtain a global potential energy surface (PES) and 

dipole moment surface (DMS) that contains the proper physics. The global PES is then refined 

using a subset of the reliable high-resolution experimental data.  The refined PES then gives energy 

level predictions to an accuracy similar to the reproduction accuracy of the experimental data used 

in the refinement step in the interpolation region (i.e., within the range of the experimental data 

used in the refinement step). The accuracy of the energy levels will slowly degrade as they are 

extrapolated to spectral regions beyond the high-resolution experimental data used in the 

refinement step.  However, because the degradation is slow, the predicted energy levels can be 
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used to assign new high-resolution experiments, and the data from these can then be used in a 

subsequent refinement step. In this way, the global PES eventually can yield highly accurate 

energy levels for all desired spectral regions including to very high energies and high J values.  

We show that IR intensities computed with the BTRHE rovibrational wavefunctions and the DMS 

can be very accurate provided one has minimized the fitting error of the DMS and tested the 

completeness of the DMS.  Some examples of our work on NH3, CO2, and SO2 are given to 

highlight the usefulness of the BTRHE strategy and to provide ideas on how to further improve its 

predictive power in the future.  In particular, it is shown how successive refinement steps, once 

new high-resolution data is available, can lead to PESs that yield highly accurate transition 

energies to larger spectral regions.  The importance of including non-adiabatic corrections to 

reduce the J-dependence of errors for H-containing molecules is shown with work on NH3.  

Another very important aspect of the BTRHE approach is the consistency across isotopologues, 

which allows for highly accurate line lists for any isotopologue once one is obtained for the main 

isotopologue (which has more high-resolution data available for refinement). 
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I. INTRODUCTION 

There are two areas in astronomical research that are fueling the need for ever more 

accurate and complete rovibrational molecular line lists.  The first involves the increasing precision 

and spectroscopic accuracy of ground, airborne, and space-based telescopes.  Ground-based 

telescopes include the Atacama Large Millimeter Array (ALMA), the NASA Infrared Telescope 

Facility (IRTF) with the TEXES instrument, and the Very Large Telescope (VLT) with the 

CRIRES+ instrument, while the EXES instrument on the Stratospheric Observatory for Infrared 

Astronomy (SOFIA) airborne platform is similar to the TEXES instrument.  Recent space-based 
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telescopes include the HiFi instrument on the Herschel Space Observatory (HSO) as well as 

instruments on the Venus Express mission. The motivation behind these studies is to be able to 

identify all the rovibrational lines that belong to a stable, common molecule, such as H2O or CO2, 

or other stable common molecules that exhibit a large amplitude motion, such as NH3, or have a 

high-density of states, such as SO2. Once all the lines of these molecules are assigned, the 

remaining lines can be analyzed to determine if there are new previously unidentified molecules 

in the astrophysical environment being examined. The astrochemistry community has termed this 

approach as assignment of the rovibrational lines of weeds so that one may try to identify flowers 

in the remaining lines.1-3 

The second area of research involves the characterization of the atmospheres of exoplanets 

as well as some of the planets and moons in our solar system. This area is exploding since the 

Kepler, K2, and TESS missions have dramatically expanded the number of known exoplanets, 

especially smaller rocky exoplanets. It is widely accepted that the next phase in the study of 

exoplanets will be to characterize their atmospheres, through their opacities, to try and understand 

the nature of the exoplanet,5,6 with one of the ultimate goals to infer whether alien life might exist 

there.  There are several factors that go into determining accurate opacities, including the 

rovibrational line lists discussed in this review, but also line shape parameters, temperature 

dependent broadening coefficients, and others as discussed in Refs. 5 and 6.  In the near term, the 

James Webb Space Telescope (JWST) will provide the best opportunity to characterize the 

atmospheres of exoplanets, but it is clear that there is a significant need for accurate and complete 

rovibrational line lists for many more molecules.5-7 Moreover, most of the exoplanets that JWST 

can characterize will by necessity be close to their parent star (possibly tidally locked), and will 

therefore be very hot, in the range of 1500 K to 3000 K. This means that the line lists need to 

extend to very high energies since the molecules will be highly rovibrationally excited, and 

depending on the nature of the exoplanet, the molecules of interest will mainly be stable such as 

H2O, CO2, SO2, NH3, and CH4.5-7  For M-dwarf stars, which are much cooler than Sun-like stars, 

there is the possibility of finding small rocky exoplanets that may be in the habitable zone, thus 

work has begun to identify and obtain low-temperature rovibrational line lists for possible 

biosignature or technosignature molecules.8-12 In this case, the line lists need to be accurate and 

complete up to about 350 K. 
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There are significant differences between these two areas of research. In the first area of 

study, these molecules will mostly be identified in relatively cool environments, ranging from ~10 

K to ~350 K, such as the interstellar medium (ISM), while much higher temperatures will be 

common in exoplanets studies, as indicated. In order to obtain reasonably accurate opacities in the 

hotter environment, hundreds of million or billions of rovibrational lines, with their intensities, are 

needed.13,14 Though in some cases when identifying a specific molecule, the temperatures can also 

be high and a very good example of this was assigning spectroscopic rovibrational lines to the H2O 

molecule in a sunspot at ~3500 K.15  Needless to say, the spectrum of H2O at 3500 K is very 

different to the one at 300 K. 

Our first foray into computing accurate molecular rovibrational line lists started with NH3 

in 2008,1,16-19 though it should be noted that the first effort at NASA Ames started in the 1990s 

with the H2O molecule.13,20 Thus far, we have had significant success in computing accurate and 

complete line lists for NH3,1,16-19 CO2,2,4,21-25 and SO2,3,25-30 and their isotopologues, though even 

for these molecules there is still work to be done extending the line lists to higher temperatures 

and improving the accuracy for higher energy levels.  We have adopted a strategy that we call Best 

Theory + Reliable High-resolution Experiment (BTRHE) wherein we use very high levels of ab 

initio electronic structure theory to compute a potential energy surface (PES) and dipole moment 

surface (DMS), followed by empirical refinement of the PES using reliable high-resolution 

experimental data while solving the nuclear Schrödinger equation variationally. Typically, we use 

less than 500 experimental energy levels in the refinement stage, but it is critical that they be very 

accurate. With this approach, we have found that all  other energy levels, that fall within the range 

of the experimental data used in the refinement step, will be as accurate as the reproduction of the 

experimental data used in the refinement. Energy levels extrapolated beyond the experimental data 

will slowly degrade. However, these data can be used to assign new high-resolution experiments, 

which then can be used in another refinement step of the PES to improve the performance at higher 

energies, which we have done.19 In this way, one can eventually build a rovibrational line list that 

will be accurate and complete to very high temperatures. While this review is limited to our work 

on rovibrational line lists, we should mention that there are two other groups working in this arena 

as well, the ExoMol group,14 and the Tyuterev group,31 who use similar approaches but are 

implemented differently.  Details of our approach are given in the following sections with 

highlights and conclusions that we have obtained through these studies. 
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II. ELECTRONIC STRUCTURE METHODS  

Since the molecules that commonly occur in planetary atmospheres are stable, the obvious 

choice for a reliable and not too costly electronic structure method is the singles and doubles 

coupled cluster method including a perturbational estimate of connected triple excitations, denoted 

CCSD(T),32-34 because thousands of points are needed for the PES and DMSs. Hence CCSD(T) is 

the base method used, but more corrections are incorporated through a composite scheme  we 

developed for computing quartic force fields.35-37 A large fraction of the remaining error in a 

CCSD(T) calculation will be that the basis set is not complete, so we extrapolate to the basis set 

limit using a three-point formula, denoted (TQ5).38 Next, it is important to include the effects of 

core-correlation, which are computed with  the Martin-Taylor (MT) basis sets.39 The effects of 

scalar relativity are also included as a correction using the Douglas-Kroll (DK) formulation with 

the specialized DK basis sets, denoted TZ-DK.40,41 When necessary, a higher-order valence 

correlation correction can be included using the averaged coupled-pair functional (ACPF) 

method.42 Dunning’s correlation-consistent basis sets are used denoted TZ, QZ, and 5Z, sometimes 

with diffuse functions or recontractions.43,44 Eq. (1) shows a general formula for how the total 

electronic energy is computed for each grid point: 

𝐸!"# = 𝐸!$% + $𝐸&!,(")* − 𝐸&!& + $𝐸!+,-.,)*/ − 𝐸!+,-.& + $𝐸0123 − 𝐸114-(!)&								(1) 

As mentioned, each PES and DMS will contain hundreds or thousands of points, and these 

generally will not be the same points for each. When computing the DMS, we start with the same 

list of points, but it is necessary to have a tighter grid of points when the surface is changing more 

rapidly, and this is usually not in the same place for the PES and DMS, thus completeness tests of 

the DMS are required. Eq.(1) can be used for both the PES and DMS as the DMS is computed as 

the numerical gradient of the energy with respect to an external electric field.1-3,16,21 All the 

electronic structure calculations performed in these studies used the MOLPRO quantum chemistry 

package.45 

 

III. CONSTRUCTION OF THE POTENTIAL ENERGY SURFACE  

a. FUNCTIONAL FORM OF THE PES 
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In our methods, we require an analytic representation of the results of the electronic 

structure calculations. We try to build as much physics as possible into the analytic representation 

by splitting the PES into zero-order term, Vlong, and a correction term, Vshort. Thus, V = Vlong + Vshort.  

The zero-order term represents the asymptotic limits as well as the highly repulsive regions 

of the potential, and this can be most conveniently achieved by using atom-atom distances. The 

correction term is taken as a polynomial of physically motivated internal coordinates, such as 

stretches and bends, multiplied by a damping factor that ensures that the polynomials do not lead 

to unphysical minima in the final PES. For bending coordinates for triatomic molecules, we use 

the cosine of the bending angle in our polynomial expansions to ensure the proper physical 

behavior at the ends of the coordinate range. 

When we carry out the rovibrational calculations,49 in order to evaluate the matrix elements 

of the PES, we re-expand the angular dependence in terms of basis functions for which we can 

analytically evaluate the angular matrix elements. These basis functions will be the same as the 

angular basis used to expand the rovibrational wavefunction for total angular momentum zero. 

This re-expansion is done by quadrature by projecting our expansion basis on the PES. If the PES 

does not obey the physical boundary conditions, i.e. if we used the bending angle rather than the 

cosine of the bending angle, this quadrature would never converge and the results one obtained 

would depend sensitively on the quadrature parameters used. 

 

b. FITTING THE PES 

For closed shell molecules, second-order Møller-Plesset perturbation theory (MP2) 

energies with the aug-cc-pVTZ basis set are computed on a loose but full-dimensional geometry 

grid and fit to a 4th – 8th order polynomial.  This allows us to constrain the number of points needed 

for high quality ab initio calculations in every 1500 – 5000 cm-1 range, which are randomly chosen 

from a set of 100K to 1 million geometries generated in the primitive fit.  

The expensive high-level ab initio calculations require very high fitting accuracy in the 

spectroscopically important region. After identifying unreliable data and high energy regions to 

avoid or ignore, we test various basis functions and tweak weighting and damping functions to 

minimize srms.3,13,16  We reported srms = 0.1-0.3 cm-1 for hundreds or thousands of CO2, SO2 and 

NH3 points below 30,000 – 40,000 cm-1.2,3,16 These were achieved by sacrificing the fitting 

accuracy at higher energies. 
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The hardest step is adding boundary points to ensure the fit is globally positive, smooth, 

and still has a reasonable srms. We can accomplish this by running additional ab initio calculations, 

extrapolating a 2nd-4th order approximation in Morse-trigonometry coordinate system,46,47 then fit 

together with 1/500 ~ 1/100 of normal weights.  An optimal choice of boundary point energies and 

weights can significantly reduce the effort for this step.  
We compute J=0 band origins on the series of PESs determined from various ab initio 

energies, extrapolations, corrections, and their combinations. These are compared with 

experimental data collection to choose a good starting PES, with a few cm-1 deviations. Our NH3 

starting PES was basis set limit + diagonal Born-Oppenheimer correction + 50% ACPF/TZ 

correction,16 while our SO2 and CO2 starting PESs were QZ based.2,3 

It may take many months to get a good starting PES for the following variational 

computations.  Procedures should be automated as much as possible, especially for the boundary 

point processes.  

We do not recommend shifting the minimum geometry to match band origins, but it is 

possible. The true minimum of our starting PES should be close to the real or experimental 

minimum structure, but it cannot be used as a reference in the short-range potential expansion 

because the minimum geometry is part of the refinement algorithm.13 	

 

c. EMPIRICAL REFINEMENT OF THE PES 

On the selected PES, the derivatives of the energies with respect to the PES coefficients 

are computed from tightly converged rovibrational wavefunctions. Every experimental level is 

matched to a specific eigenvalue, which we can track and quickly update without expensive 

rovibrational calculations. Usually these matrices should have energy cutoff at least 3000 – 5000 

cm-1 above the highest energy level to be refined. If the Hamiltonians were not tightly converged, 

the reference energies need adjustments.  Note that different isotopologue data can be refined 

together, if they are not heavily impacted by nonadiabatic effects. 

To achieve srms< 0.05 cm-1, the importance of using only reliable high-resolution 

experimental data cannot be overstated. During CO2 refinement, using HITRAN200848 data 

introduced errors > 0.1 cm-1. Only actual experimental data led to srms=0.01-0.02 cm-1 for 6873 

experimental levels (J=0-117, and E<13,000 cm-1).2 Avoid incomplete effective Hamiltonian (EH) 
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models or extrapolation unless necessary.  Data quality predetermines the refinement quality, srms, 

and prediction accuracy.  

As shown in Fig.1, the first two rounds of refinement reduce the band origin deviations and 

minimize the J (and/or K) dependence of energy level deviations. We start with J=0 band origins, 

then from lower J to higher J. Uniform prediction accuracy for isotopologues may include mass-

dependent corrections and other higher-order effects, if necessary.  

	
Fig.1. Two orders of magnitude error reduction by BTRHE refinement, for the accuracy of 14NH3 
rovibrational energy levels from the HSL-0 to HSL-1 to HSL-2 PESs. Reproduced with permission from 
Ref.1. Copyright 2011 AIP Publishing. 

	
Fitting to energy levels or transitions may depend on the focus. We usually choose ~500 

experimental energy levels, and more if needed for higher J/energy. Use of thousands of levels is 

hard to track. It is critical to assign proper weights to balance the accuracy across the J and energy 

range.  The refined srms on the selected refinement set should be very similar (within ±20%) to the 

srms for the whole experimental dataset (> 6000 ~ 12,000 levels or transitions), i.e. ±0.01 – 0.03 

cm-1.1-3,16 

At first, some levels matched with inaccurate quantum numbers are hard to refine so their 

weights should be minimized. In the end, when everything is done properly, energy levels that do 

not match usually suggest errors in their energies or assignments, but an energy level successfully 

used in the refinement is not necessarily real as discussed in Ref.23. 

For H2O to SO2, we refine the 0th – 4th order VShort terms because they have the most 

dominant contributions. Tests showed sextic order terms may further reduce srms by ~30% but 

with tripled effort.  Since the starting PES is already close to spectroscopic accuracy, all 

refinements should be a small change on the original VShort coefficients, e.g. a few percent or less.1-

3,16 We recommend constraining the parameter ranges and redistributing the refinement effect over 

the whole PES coefficient set to avoid over-refinement.1-3 
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The prediction accuracy of the post-refinement PES relies on several factors. For example, 

molecular complexity and data coverage are different; extrapolation accuracy gradually shifts to 

that of the original ab initio surface; states in strong coupling or resonance are easier to predict 

than isolated ones.  

Relative to localized EH models, our predictions provide much more complete, reliable, 

and consistent reference for experiments. New reliable high-resolution experiments help improve 

the refinements, and further enhance the predictions in unexplored regions. See our NH3 study at 

1.5 µm.19 Such mutually beneficial interaction with experimentalists may last many cycles. 

 

IV. ROVIBRATIONAL CALCULATIONS 

a. VARIATIONAL CALCULATIONS WITH AN EXACT KINETIC ENERGY 

OPERATOR 

All our calculations use coordinates for which the Born-Oppenheimer kinetic energy 

operator can be written in closed form. These coordinates are generated by starting with the nuclear 

cartesian position vectors, then multiplying by a mass transformation matrix from a set of cartesian 

internal vectors plus the cartesian center of mass vector.49 The cartesian center of mass vector then 

can be dropped from the formulism. The internal cartesian vectors are then transformed into 

spherical polar coordinates in a laboratory fixed frame of reference. The angular coordinates are 

then transformed to body fixed angles plus three Euler angles. The Euler angles specify the overall 

orientation of the system. This mass transformation matrix can yield either orthogonal coordinates, 

in the sense that the kinetic energy operator in the cartesian internal vectors has no cross terms, or 

the transformation can be more general. For either case, the kinetic energy operator can be easily 

written down in closed form,50 albeit in the non-orthogonal case there are many more terms to 

consider. 

For triatomic molecules, there are only two unique orthogonal coordinate sets: Jacobi 

coordinates or Radau coordinates. In our calculations, we use Radau coordinates, for they lead to 

easy exploitation of the symmetry resulting from identical nuclei without leading to strong 

correlation between the coordinates. For an example of the latter, if one were to use O+H2 Jacobi 

coordinates on calculations of the water molecule, one would have to treat the situation where the 

O atom approaches the center of mass of the H2 very carefully, for in order to maximize the 

flexibility of the wavefunction, the radial-bending function must go as rl+1 PlK(cosc), where r is 
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the O to center of mass H2 distance, PlK is an associated Legendre function, and c is the angle 

between the two vectors.51 Similar considerations occur for larger molecules.1,16 

We represent the radial functions in terms of contracted analytic basis functions52 rather 

than numerical functions.49 Besides improving the efficiency of the calculations, it also avoids the 

problem that numerical functions have when computing high overtone intensities.49 

Matrix elements of the PES are evaluated via optimized quadrature over the radial 

functions49 while the angular integrations are carried out by re-expansion, as described above. A 

recent improvement in our methods is to switch to a much more accurate method for computing 

the optimized quadrature weights and nodes.53 This has enabled us to significantly push the 

computation accuracy of the PES matrix elements and hence the final rovibrational energies and 

wavefunctions. It should be noted that this procedure is applicable only for a PES that has smooth 

high order derivatives. Thus, converged matrix elements are not possible, for example, for a PES 

represented in terms of spline functions, or for a PES with rapidly varying switching functions. 

 

b. INCLUSION OF NON-ADIBATIC CORRECTIONS 

It has been known since the work of Wolniewicz54 on the H2 molecule that one must go 

beyond the Born-Oppenheimer approximation (BOA) for high accuracy predictions. Empirical 

calculations55 on the H2 molecule showed that these non-adiabatic corrections would be well 

approximated by using the atomic reduced mass in the vibrational part of the kinetic energy 

operator and the nuclear reduced mass in the centrifugal part of the kinetic energy operator. This 

observation has led many researchers to use atomic masses in all parts of the kinetic energy 

operator in their rovibrational calculations, even though the proper masses to use within the BOA 

are the nuclear masses.  The use of one mass in the vibrational part of the kinetic energy operator 

and another in the rotational part of the kinetic energy operator for polyatomic molecules is not 

possible because these motions are not decoupled the way they are for diatomic molecules. A big 

advance in this situation was the development of a practical ab initio method to compute these 

corrections for polyatomic molecules.56 The resulting correction to the BOA is a kinetic energy 

like term that consists of first derivative and second derivative operators, with the latter including 

cross derivatives even though the Born-Oppenheimer kinetic operator does not contain cross 

derivatives, and the coefficients for these operators are geometry dependent. This, of course, is a 

signification complication compared to the BOA, but at least for the case of the H2O molecule, 
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results of reasonable accuracy can be obtained by only including the derivative operators that are 

already present in the BOA and to use constant coefficients determined at the equilibrium 

geometry.56 Some averaging may be required to ensure that identical nuclei symmetry is retained, 

and we have done so in our calculations for CH457 and NH3.1 

A recent advance has enabled us to compute these terms using analytic differentiation of 

the electronic wavefunction.58 This provides a huge speed up in the calculations of these terms, 

both because analytic derivatives require significantly less work than accurate numerical ones and 

because one can use the full symmetry even for non-totally symmetric derivative terms. 

Most of our recent work has been with linear triatomic molecules. In these situations, our 

analytic representation56 of the non-adiabatic corrections is not used because they diverge at linear 

geometries. Subsequent careful work59 on the form of the kinetic energy operator for open-shell 

systems contains the ideas required to resolve that dilemma. 

 

V. COMPUTING INFRARED INTENSITIES 

a. CONSTRUCTION OF THE DIPOLE MOMENT SURFACE 

Many DMSs have dipole components fitted separately, e.g. a NH3 DMS.60 We believe the 

permutation invariance is critical for polyatomic DMSs, so we fit the pseudo point charges on 

nuclei.  Our NH3, CO2 and SO2 DMSs use a single polynomial expansion for qH or qO, with the N, 

C or S atom at the origin.2,3,16 For CO2, we have 

�⃗�	= 𝑞78 ∙ 𝑟7800000⃗ + 𝑞79 ∙ 𝑟7900000⃗ + 𝑞1 ∙ 𝑟1000⃗ = 	 𝑞78 ∙ 𝑟7800000⃗ + 𝑞79 ∙ 𝑟7900000⃗ 	,	
	

𝑞78 =	∑ 𝐶:;<=>?>
=@8 ∆𝑟8:∆𝑟9;(1 + 𝑐𝑜𝑠∠717)< ,		𝑞79 =	∑ 𝐶:;<=>?>

=@8 ∆𝑟9:∆𝑟8;(1 + 𝑐𝑜𝑠∠717)< .	
	

This definition ensures the computed dipole properly transforms as a rank one tensor, 

something that fitting the components separately cannot achieve.49 For molecules like N2O or 

OCS, we need two polynomial expansions for the different ending atoms, with N or C at the origin.  

Ab initio dipoles are computed as a numerical gradient of CCSD(T) electronic energies 

with external electric field strength set to 0.0001 a.u. or less. Target accuracy dictates the ab initio 

basis requirements. We recommend a QZ basis as a minimum for agreement greater than 90% for 

intensities. Appropriate basis sets may noticeably improve agreement with experiment, see Fig.2 

of Ref.30.  Dipole data requires a consistency check before the fits.1-3,16,21 The weighting function 
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either focuses on lower energy, spectroscopically important regions, or applies uniform weights 

for limited range. The best dipole fitting basis could be different from that used in the PES.  

We expect fitting accuracy to be better than 99.9%, i.e. average relative deviation < 0.1%. 

Fitting srms reported for SO2 and CO2 were 3E-5 a.u. and 8E-6 a.u., respectively, for the 0 – 30,000 

cm-1 range.2,3 For higher-order overtones, a high fitting accuracy is important. 

 

b. TESTING THE COMPLETENESS OF THE DMS 

After securing a PES refinement with srms ≤0.1-0.5 cm-1, we run intensity calculations with 

the DMS series constructed using different dipoles, energy cutoffs, fitting bases, fitting orders, and 

weighting functions, etc. The DMS quality can be estimated by intensity comparison against 

observations. But we need to go beyond that.  

Fig.2 compares 4 different CO2 DMSs.21 The DMSs-N2/N3 show very similar agreements 

with all intensity data in HITRAN2008, but their predictions in 12000 – 15000 cm-1 diverge by 1-

2 orders of magnitude.  We chose DMS-N2 because its lower intensities and sharper band shapes 

may suggest smaller noise at high energies. Lower accuracy dipole fits usually contain more noise 

leading to fake intensities. Note all 4 DMSs agreed that the HITRAN2008 intensities in 8300-9200 

cm-1 were off by two orders of magnitude. In short, our DMS tests help identify unreliable 

experimental data and a more reliable DMS for the whole range.  

	
Fig.2. Compare CO2 DMS-0Z and -N1/2/3 based 296K IR line lists, and HITRAN2008: (a) band 
intensity improvements and differences; (b) and (c), smoothed spectra (FWHM=8.3 cm-1) in 0 – 8000 
cm-1 and 8000–15,000 cm-1. Reproduced with permission from Ref.21. Copyright 2013 Elsevier Inc.  
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IR intensities is small enough, we can further “calibrate” or “refine” our intensity predictions. We 

can also use reliable experimental intensities to identify DMS deficiencies and try fixing them by 

adding additional points into the DMS fit. However, we do not really know how to “refine” a 

dipole surface analytically. 

 
Fig.3. Isotopologue consistency of Ames IR list intensity: (a) SO2 Isotope effects on the Transition 
Dipole Moments (TDM), ISO/626, for n2 rrRJ=Kc, Ka=0 transition of 30 isotopologues. (b) The TDM of 
nn2+n3ßnn2 R16 transitions can be linearly approximated with <0.2% deviations for 13 CO2 
isotopologues.  Reproduced with permission from Ref.25. Copyright 2019 Elsevier Inc. 

 

VI. SELECTED HIGHLIGHTS IN APPLICATIONS TO NH3, CO2, AND SO2 

The 12C16O2 example in Fig.4 confirms sRMS= 0.01-0.02 cm-1 is realistic for refinements 

using pure experimental data.2 Fig.5 shows similar accuracy for the experimental J=0 band origins 

of minor isotopologues, while 1-10 cm-1 uncertainties exist in high energy region.23 

 
Fig.4. Fitting deviations on 12C16O2 Ames-1 PES refinement in a) each 1500 cm-1; b) every J in 0-117. 

Reproduced with permission from Ref.2. Copyright 2012 AIP Publishing.  
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When EH model extrapolations break down beyond their experimental data range, our 

predictions can still be reliable. Fig.6a demonstrates how an SO2 EH model deteriorates 

exponentially at high Ka.3 Fig.6b plots the dCalc-Expt of 12C16O2 60025 band61 at ~12,500 cm-1, 

Ames23 vs CDSD2019.62  

 
Fig.5. a) Measured vibrational band origin reproduction accuracy for 12 CO2 isotopologues on Ames-2 PES; 

b) J=0 energy differences between Ames-2 predictions and CDSD EH model extrapolations. Reproduced 

with permission from Ref.23. Copyright 2017 Elsevier Inc. 

 
Fig.6.  a) Compares 32S16O2 predictions, Ames vs. old EH model (HITRAN2012, Ka≤23), and 2013 EH Model 

(Ka≤35).  Reproduced with permission from Ref.3. Copyright 2014 AIP Publishing. b) Prediction error d(Calc 

– Expt) for 12C16O2 60025 band at ~12,500 cm-1, with Expt. data from ref.61. 
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target <1% intensity deviations, but still have agreement with highly accurate CO2 intensity 

measurements. 

 
Fig.7. (Left top): Stick spectra overview of 12C16O2 41104-00001 band, Expt/CRDS (red) vs Ames 
(squares). Reproduced with permission from Ref.63. Copyright 2018 Elsevier Inc. (Left bottom): 
Ames-1000K 12C16O2 line list (red) simulation vs. Experiment (black) at 1773K (Ref.64) Adapted 
with permission from Ref.21. Copyright 2013 Elsevier Inc. (Right): High-resolution IR analysis 
involving 3 SO2 isotopologues, Ames-296K Simulation (top) vs Experiment (bottom), in 0.25 cm-1. 
See details in Ref.28. Adapted with permission from Refs.28 and 65. Copyright 2016 Elsevier Inc.		 

   

 
 Fig.8. (a) Nonadiabatic effects on NH3 J=0 levels, estimated on HSL-2 PES. Reproduced with 

permission from ref.1. Copyright 2011 AIP Publishing; (b) Ames HSL-2 PES vs. old HITRAN 
model differences for NH3 bands at J=10. Reproduced with permission from Ref.18. Copyright 2011 
AIP Publishing; (c) Agreement between Ames HSL-Pre3 PES and six NH3 bands observed at 1.5 
µm. Adapted with permission from Ref.19. Copyright 2012 Elsevier Inc.  
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 With non-adiabatic corrections included (Fig.8a), our NH3 study1,18 found old EH models 

for the 2n4 state needs improvement (Fig.8b). In Fig.8c, we were able to extend the 0.02-0.04 cm-

1 accuracy to 7000 cm-1 when new experimental data became available.19    

 Predictions may be further improved by using the most accurate experimental EH 

parameters to refine the A/B/C and quartic terms fitted from BTRHE line lists.4,25 In the SO2 

vibrational ground state, isotopic effects of rotational constants (Fig.9a) and quartic centrifugal 

distortion constants (Fig.9b) follow simple mass relations. The isotopologue MW accuracy in 

benchmark test25 reached ±1-5MHz at low J/Ka (Fig.9c).     

 
Fig.9. Benchmark study on SO2 MW Spectra: (a) 17/18O effects on A/B/C constants can be predicted 

within 0.01-0.02 MHz; (b) DK approximation for 30 isotopologues, sRMS = 2.5 kHz (linear) or 0.37 

kHz (2nd-order); (c) Ames 34S16O2 MW list accuracy is improved when EHAmes lower-order terms 

are “Refined” using dAmes-Expt deviations of 32/33S16O2. Adapted with permission from Ref.25. 

Copyright 2019 Elsevier Inc.     

	
Fig.10. (a) Vibrational dependence of the B constants of 32S16O2; (b) dEH(Ames) – EH(Expt) difference of 

B constants of 5 SO2 isotopologues; (c) relative difference d% = 100%×d/EH(Ames) of 5 quartic 

EH(32S16O2). Adapted with permission from Ref.4. Copyright 2020 Elsevier Inc.  
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Vibrational excitation effects on SO2 lower order EH parameters are also investigated. 

Fig.10a shows B variations. In principle, we can still refine them, but the inconsistency among 

EH(Expt) models make the dAmes-Expt differences unsuitable for modeling and predictions.4 Need 

more consistent EH(Expt) parameters, as Figs.10b and 10c suggest.   

 

VII. Concluding Remarks 

 In this review, we have demonstrated that the BTRHE approach yields highly accurate and 

complete rovibrational line lists for molecules. When done properly, the prediction accuracy of the 

energy levels will be similar to the refinement accuracy, and it will degrade slowly as one 

extrapolates into spectral regions not covered by the experimental data.  IR intensities also can be 

determined very accurately, generally to d≤5%, and in many cases to 1-2% or better.  The excellent 

predictive nature and consistency of the Ames IR line lists and rovibrational energy levels should 

contribute to new spectra analysis, EH model improvements, and IR simulations involving high 

temperatures, high energies, and isotopologues. New experimental data « New PES refinement 

(line list) is the ideal path.  
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