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Abstract— A virtual reality (VR) interface is presented for
controlling NASA’s Valkyrie humanoid robot with flexible
locomotion control options and intuitive teleoperation. Lo-
comotion modes include navigating to a specified waypoint,
sending desired velocities with a joystick, or manually placing
a sequence of footsteps. On the other hand, teleoperation
modes include voice commands to toggle relative whole-body
tracking or high-level commandeering, and key bindings for
common stored poses such as power grasps. The primary
novelties of the interface are in the implementation of the
cockpit mode and a floating augmented reality (AR) screen
fixed with respect to the robot. The former enables embodied
teleoperation and increased awareness during navigation in a
mixed-reality setting. The latter preserves depth perception
without the disparity clutter from a stereo point cloud. The
interface is demonstrated on two real humanoids performing
common explosive ordnance disposal (EOD) tasks such as door
opening, vehicle inspection, and disruptor placement. Notably,
the interface enables a single operator to control multiple
humanoids. While the interface is motivated by EOD missions,
the presented ideas are usable for other robots employing VR-
based control.*

I. INTRODUCTION

As legged robots become more ubiquitous, the Depart-
ment of Defense (DoD) has been looking to incorporate
quadrupeds [1] and humanoids [2] for explosive ordnance
disposal (EOD) missions. While humanoids can have more
potential than quadrupeds for improvised explosive device
(IED) response, existing human-to-humanoid interfaces us-
ing a mouse and a keyboard for EOD missions are low
in efficiency with the robot being idle up to 50% of the
time as the robot waits for operator commands [2]. Notably,
similar mouse-and-keyboard interfaces for controlling hu-
manoids [3], [4], [5], [6] were largely developed with the
assumption that the mission scenario will have high-latency
or poor network connectivity due to its developmental history
for nuclear disaster response [7]. These interfaces also had
expectations for highly capable planners for long duration
autonomy which remain difficult to implement [8].

However, low-latency and reliable communication condi-
tions are possible in certain EOD scenarios, where robots
and EOD equipment can be deployed within a few hundred
meters away from danger while maintaining line-of-sight [9].
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Fig. 1. (a) Valkyrie following the operator’s movements to perform a
vehicle inspection with a boom camera. (b) The operator’s point-of-view
(PoV) in virtual reality (VR) when the cockpit mode is enabled showing
external views of the robot configuration in the heads-up-display (HUD), a
floating image of the boom camera attached to the Valve Index controller,
RGB and LIDAR point cloud, and two 3D models of the robot’s right arm
(white for current config, yellow for desired config). (c) A third person view
of the VR interface showing mixed-reality (MR) with a floating augmented
reality (AR) screen, LIDAR data, robot model, and planned footsteps from
a given waypoint goal. (d) Operator PoV for placing modifiable manual
footsteps on the floor where the green region indicates kinematically feasible
regions and the blue hoop around the step indicate a viable user command.

Some scenarios can also afford the option of attaching a
network tether cable to the robot which effectively removes
latency concerns. For these low-latency mission scenarios, a
user-interface (UI) that takes advantage of higher throughput
semi-supervised control approaches in the form of joystick-
based navigation [10], and whole-body teleoperation [11],
[12] would be better suited as direct manipulation increases
human-to-robot control efficiency [13]. Additionally, this
UI can still incorporate more intelligence in the form of
waypoint navigation [14] for locomotion and affordance
templates for manipulation [15].

For efficient human-to-humanoid control and with guid-
ance from EOD personnel, this paper presents a novel
virtual reality (VR) based UI to perform locomotion and
manipulation control of the NASA Valkyrie robot [16]. The
primary contributions of this work are in the novelty of
the UI (Sec. V) particularly in the implementation of the
cockpit mode (Sec. V-C), the floating augmented reality (AR)
screen (Sec. V-D), the ability to control multiple humanoids



Fig. 2. A high-level architecture diagram of the VR interface. Arrow
labels indicate the communication protocol between each module. Unique
box colors (red, green, blue, orange, and purple) each indicate a dedicated
computer to process modules of the same color. While the Unity module
runs on Windows 10, all other modules run on Linux. Only the controller,
actuator, and sensor modules are run on the same real-time computer.
Finally, the middleware, ROS# bridge, and Unity modules are off-board.

(Sec. VI-B), and the overall user interaction with sensor data
in a mixed-reality (MR) [17], [18] setting (Fig. 1).

II. RELATED WORK

State-of-the-art teleoperation for legged robots have been
nicely summarized in a recent ICRA workshop [19] with VR-
based interfaces being a prominent approach. These works
focus on whole-body re-targeting [11], [12], [20], along
with defining multi-contact behaviors [21] in third-person
VR, and an immersive teleoperated VR approach with an
accompanying exoskeleton cockpit called TABLIS [22].

Among a number of VR interfaces for robot control
[23], only a few are for humanoids and those closest to
this paper are the following works: [24], [25], [21]. The
referenced works have similarities to this paper in terms of
using virtual artifacts [26] (manipulable virtual 3D objects
by humans or robots), waypoint-based or joystick-based
navigation, and presentation of data with either environment
or user-anchored interface elements. Our work extends these
UI implementations with the cockpit mode and the AR screen
while also showing a complete hardware demonstration with
multiple humanoids. A similar idea to the cockpit mode was
explored in [27] which used a homunculus frame of mind
bringing the user to a “VR control room” for operating the
robot. But, this creates a disembodied mode of teleoperation
as opposed to our mixed-reality approach. Our collaborators,
the Institute for Human and Machine Cognition (IHMC),
have also implemented the cockpit mode but without the
ability to zoom-out for increased situational awareness [21].

III. HARDWARE

The VR interface is demonstrated on the Valkyrie hu-
manoid platform [16] capable of high-performance torque
control [28]. For perception, the robot has a Multisense
SL [29] to obtain RGB-D and LIDAR data and a ZEDm
[30] sensor to enable mixed-reality [18]. The VR headset
is an HTC Vive Pro [31], but compatible headsets [17]
with SteamVR [32] have been confirmed to work. Finally,
the interface requires two Valve Index Controllers [33] for
locomotion and manipulation control (Sec. V). Due to the
selection of VR hardware, base stations [34] are required to
perform headset and controller pose tracking. Finally, while
the interface can have additional trackers [35] for additional

Fig. 3. Zoomed-out view during cockpit mode by placing a fixed transform
between the tracker origin frame pm and robot mid-feet frame, rm. The
figure also shows how the UI buttons have been transformed after following
the tracker origin, pm. The embedded picture shows the user’s PoV.

IK targets, or VR gloves [36] for remapping the user’s
fingers’ state to robot finger control, these hardware were
not used in the demonstrated EOD use cases (Sec. VI).

IV. ARCHITECTURE

Fig. 2 shows a high-level diagram of the end-to-end
architecture of the system. In total there are five computers,
three of which are on-board the robot and the last two are
off-board. The first on-board computer runs a quadratic-
program (QP) based whole-body controller [37] developed
by the IHMC with their open robotics software [38]. The
controller runs on a real-time thread and communicates via
shared memory to send commands to the actuators and
receive proprioceptive data from the embedded sensors. The
second on-board computer runs the IHMC toolboxes [38],
the Multisense SL sensor, and the ROS1/ROS2 bridge [39].
The IHMC toolboxes are used for inverse-kinematics (IK)
streaming, footstep planning, and joystick-based navigation
and communicates with ROS2 [40] messages. The third on-
board computer is an NVIDIA Jetson Xavier [41] which
streams the ZEDm video feed directly to the VR interface
using RTP [42].

The first off-board computer runs middleware ROS nodes
and nodelets which provide services for interfacing with the
IHMC controller and toolboxes for commands, filtering ROS
point cloud data for bandwidth reduction, and synchronizing
timestamped data [43] for VR visualization. The final off-
board computer runs the VR interface in Unity [44], a video
game engine in Windows 10, which communicates with the
middleware nodes via JSON using ROS# for Unity [45], and
the ROS bridge suite [46]. Notably, ROS# was modified to
enable auto-reconnects when the connection with the ROS
bridge suite drops. Finally, the SteamVR plugin [47] is used
to interface the VR hardware within Unity.



Fig. 4. (a) A third person rear view of the Cockpit-based VR interface showing multiple sensor data such as the robot state, tracker state, point cloud,
RGB images, and user options. (b) The right side panel showing view, cockpit, and robot swap options. (c) The top panel showing tracker information and
navigation modes. (d) The left side panel showing high-level commands such as sending joints to its home position, IK toolbox options, and robot start-up
buttons. (e) A 2D Augmented Reality (AR) screen projected from the robot’s head. The screen integrates VR objects such as desired robot configuration
from the IK toolbox (yellow robot model), a third person mirrored view of the robot, and robot footstep plans with the real-world.

V. COCKPIT-BASED VR INTERFACE

The essence of the cockpit-based VR interface is threefold.
First, the user-interface (UI) elements always follow either
the user origin frame (equivalent to the tracker origin frame),
the user’s heads-up-display (HUD), or the tracker frames
attached to the user’s body. Second, the user is able to either
“ride the skin of the robot” or “zoom out of the robot”
(Fig. 3). The former enables the user to see the robot’s arms
and legs even if these are not in the field-of-view (FoV) of the
robot’s cameras while the latter for example is useful in 3D
joystick navigation. Third, all the sensor data such as point
cloud, RGB camera feeds, and robot state is available to the
user and is always in a mixed-reality (MR) setting. Fig. 4
(a) shows a third person rear view of the VR interface.

Note that for the right, top, and left right panels (Fig. 4
(b)-(d)), general interaction with these UI elements involve
pointing the laser emitted from the right controller and
pressing the right trigger button. Finally, audio feed-back
via text-to-speech [48] is provided to the user during major
mode changes (e.g. start/end of IK streaming of joint groups,
execution of high-level commands, etc.).

A. Data Visualization and Options

Typically, only a subset of visualization data is useful
for any given scenario. For instance, during joystick-based
navigation a 3D occupancy map is more informative than an
RGB point cloud for avoiding 3D obstacles. Additionally,
preference can also dictate whether a floating RGB screen

is more useful than an RGB point cloud; historically, EOD
operators are more accustomed to the former. Due to this
importance, the user can toggle different sensor data visual-
ization options on the right panel (Fig. 4 (b)).

For point cloud data, the user can toggle LIDAR and
RGB-D points from the Multisense, RGB-D points from
the ZEDm, or 3D occupancy points from Octomap [49].
Notably, our interface can visualize all the point cloud data
simultaneously without performance degradation by voxel
filtering ROS point clouds to 5mm leaves and pass-through
filtering within a 5m radius around the robot [50]. Bandwidth
is also reduced by only passing XYZ point cloud channels
and only including RGB channels as needed. This filtering
approach also saves JSON deserialization time within Unity.
On the other hand, the ZEDm streams camera data directly to
Unity via RTP. Bandwidth is saved as the stereo processing
of the ZEDm is done on Unity enabling lossless RGB-D
point cloud data visualization.

The user can also toggle the AR screen (Sec. V-D) and
robot joint state data with a floating 3D avatar of the robot.
The 3D avatar of the robot provides robot joint configuration
information while the user is sharing the same point-of-view
(POV) of the robot. This 3D avatar can either be embedded
as part of the AR screen (Fig. 4 (e)) or persistently be
displayed on the heads-up-display (HUD), see Fig. 1 (b).
The latter is typically used when the AR screen is turned off
and the operator is viewing perception data with 3D point
clouds.



Fig. 5. An illustration of the relative transform, Trel, used to compute
the desired right hand Cartesian target pose for the whole-body IK. In
the diagram above, Trel is obtained by identifying the 4x4 homogeneous
transform to bring the starting tracker pose phs to the current pose, phf

.
The diagram also shows how the user’s tracker origin, pm can be assumed
to have the same orientation as the robot’s mid-feet pose rm.

B. Control Modes

In general, the user can send either locomotion (Sec. V-
B.1- V-B.3), manipulation (Sec. V-B.4), or high-level com-
mands (Sec. V-B.5). Switching between locomotion modes
can be done with the top panel (Fig. 4 (c)). Similarly high-
level commands can be sent with the remaining panel options
in Fig. 4 (b) and (d). In contrast, whole-body IK streaming
is toggled strictly with voice command recognition [51] or
an external ROS command.

1) Waypoint Navigation: the user can cast a waypoint
by holding the left trigger down and change its heading
with the analog sticks. When available, the waypoint snaps
to detected planar regions in the VR world. Releasing the
trigger finalizes the cast. The user can then press the request
plan button to receive a plan from the IHMC footstep planner
toolbox. If a plan exists, a preview of the footsteps becomes
visible to the user in a mixed reality setting (Fig. 1 (a)).
The user can then observe the suggested plan, request a new
plan, execute the plan, or clear the plan by pressing on sub-
panel buttons that become available on the top panel when
waypoint navigation is active. Executing the plan initiates the
walking sequence and during execution, the pause walking
button is available to stop the robot.

2) Manual Footsteps: Similar to casting waypoints, the
user can cast a left or right footstep step using the left and
right trigger buttons respectively as well as change the step
yaw with the analog sticks. Visual cues indicate kinematic
feasibility and if the user command would be accepted
(Fig. 1 (c)). Options include immediate footstep execution
upon finalizing a cast, or placing all custom footsteps first,
inspecting them, and modifying the steps before execution.

3) Joystick-based Navigation: The user can press the left
trigger to initiate or stop robot walking. The left analog

stick dictates linear velocity commands for forward, strafing,
and backwards walking, while the right analog stick dictates
rotational velocity commands. These velocity commands are
low-pass filtered then sent to the IHMC joystick navigation
toolbox. Footstep plans are received from the toolbox and
are dynamically shown to the user in VR.

4) Whole-body IK Streaming: Voice commands [51] are
used to initiate whole-body tracking of the operator with
the keywords “thaw” or “freeze” followed by the robot
joint groups to perform tracking. For partial body tracking,
uttering “thaw left arm” initiates tracking only on the left arm
and “freeze left arm” stops tracking. Whole-body tracking
can also be accomplished with “thaw everything” and “freeze
everything” which respectively start/stop tracking. The user
can check the states of the tracker with the top panel
(Fig. 4 (c)). If the base stations lose sight of a tracker, the
corresponding joint group is automatically frozen for safety.

The user tracker inputs come from the VR headset for the
desired 3 degrees-of-freedom (DoF) head orientation, and the
left and right controllers for 6-DoF Cartesian pose. These
15 DoF Cartesian tasks are sent to the IHMC IK streaming
toolbox which performs the velocity-level whole-body IK
with joint limits, self-collision constraints, jerk smoothing,
future tracker pose estimation, etc. The details of the whole-
body IK is out of this paper’s scope, but the reader is
referred to the open-sourced implementation at [38]. While
the toolbox can accept more trackers (e.g. torso, pelvis, or
elbow trackers), our experiments so far have shown that the
headset and two controllers are sufficient for most upper-
body humanoid manipulation. This minimum set of trackers
also avoid the explicit need for whole-body re-targeting with
multiple trackers [11].

Lastly, the IK Cartesian targets for the robot’s end-
effectors are computed using the relative transform, Trel

between the initial tracker pose and the current tracker pose
(Fig. 5). Concretely, suppose the initial thawed pose of the
right hand controller is phs

and its current pose to be phf
,

the homogeneous transform for Trel is computed to be

Trel = pmT−1
phs

pmTphf
(1)

= phsTphf
,

where pmTphs
and pmTphf

are the homogeneous transforms
of the initial and current poses of the right hand controller
respectively expressed in the tracker origin frame, pm.

Using a relative transform is arguably safer than an
absolute transform as all tracking initial conditions would
have zero desired velocity.1 Operationally, it is also intuitive
that enabling IK tracking of a group joint would always be
relative to the initial configuration of the tracker even during
a zoomed-out view of the robot. The relative transform also
allows the user to operate in a comfortable workspace by
re-thawing and making incremental changes as desired.

1An absolute desired transform (i.e. assuming that pm is a proxy for
rm, the robot mid-feet frame, and rmTphf

= pmTphf
) would have non-

zero velocities if there’s any pose difference between the current and desired
end-effector configurations.



Fig. 6. Sub-figures (a) and (b) show the difference between viewing RGB
data with a 3D point cloud versus with an augmented reality (AR) screen.
The AR screen has less artifacts as the cloud disparity is not present, but
depth-perception is preserved by streaming the stereo data to the user.

5) High-level commands: Certain high-level commands
such as bringing the robot to default positions (home config),
changing the IK toolbox config, or re-initializing the robot is
done with UI button presses (Fig. 4 (d)). Other stored poses
such as hand power grasps or simple neck movements are
done with a controller button press or voice commands.

C. Cockpit Mode

When the user enables the cockpit mode on the right
panel (Fig. 4 (b)), a fixed offset transform is applied to pm
from rm, where pm is the tracker origin frame and rm is
the mid-feet Z-up frame of the robot (Fig. 5). The frame
rm is computed by taking the average position and yaw of
the feet. The fixed offset transform is described in spherical
coordinates such that the forward direction of rm always
points to the origin of rm. Essentially, pm follows rm even
during robot locomotion. When this fixed offset is set so that
pm = rm + ∆x, with ∆x being an additional fixed position
offset to accommodate user height, this enables the user to
“ride the skin” of the robot for embodied teleoperation. This
lets the user visually match the robot’s pose by placing the
controllers to the current pose of the robot’s hands, look at
the same direction as the robot before enabling tracking, and
observe sensor data outside of the camera’s FoV. Otherwise,
the user is able to change the radius, azimuth, and elevation
angle of the transform offset for a zoomed-out view (Fig. 3).
Due to the cockpit mode and options to view the robot by
modifying the offset transform, the user never has to phys-
ically step in the real-world nor teleport around in the VR
environment to observe the robot’s immediate surroundings.
To ensure smooth changes a low pass filter is applied to the
offset. Finally, the user can alleviate feeling of nausea by
following the sway of the robot’s pelvis.

D. Augmented Reality (AR) Screen

The AR screen is a floating textured 2D sprite showing
the RGB data of the ZEDm camera and is projected with
the correct horizontal and vertical field-of-view (FoV) angles
from the camera’s mounting location (Fig. 6). The left RGB
image is only visible to the user’s left eye and the right
RGB image is only visible to user’s right eye. In effect, this
provides depth perception when the user is looking at the
AR screen from the camera mount. The implementation used

here is a significantly modified version of the ZED Unity
plugin [52].

Unlike other works where the stereo RGB data is statically
placed on the HUD to provide a first-person view [53],
[11], [12], our approach in making this screen float in the
3D world by fixing it with respect to the robot model,
enables the user to view additional 3D data such as other
sources of point cloud and robot joint configuration even with
a limited camera FoV. For instance, situational awareness
of the biped’s legs is possible despite it not being visible
through the camera (Fig. 1 (d)). Importantly, this paradigm
is extendable by attaching more floating AR screens around
the robot when cameras are available. Similarly, an option
to stitch all the camera frames for a higher mixed-reality
FoV is also possible. As an additional benefit, the AR screen
provides depth perception without additional point cloud
disparity artifacts that usually arise from the RGB-D data
(Fig. 6). Note that the AR screen is most effective when
it is rendered last to prevent virtual 3D objects from being
rendered twice from the user’s PoV.

VI. EXAMPLE EOD SCENARIOS

The VR interface is demonstrated with the NASA Valkyrie
humanoid on tasks commonly found in urban EOD scenarios:
door opening, vehicle inspection, and disruptor placement.
The use of two humanoids with only a single operator is
also showcased in the latter tasks.

A. Fast door opening and traversal

Figs. 7 (a)-(c) show a door opening and traversal task using
the cockpit-based VR interface. The user casts a waypoint
in front of the door and the footstep planner [14] plots a
path to the waypoint. The robot executes walking while the
user “rides” the robot (Fig. 7 (a)). Next, the user performs
a door opening motion with whole-body IK streaming on
the robot (Fig. 7 (b)). Finally, the user zooms-out of the
robot in third person view, increasing situational awareness,
inspects the point cloud mapped environment, and sends
joystick locomotion commands to strafe the robot through
the door (Fig. 7 (c)).

B. Vehicle inspection and disruptor placement with two
humanoids

Our interface also enables a single operator to control
multiple humanoids by a single button press (see Robot
Select panel in Fig. 4 (b)). Figs. 7 (d)-(j) show how our
interface is able to control two humanoids to perform a
vehicle inspection and disruptor placement task. Fig. 7 (d)
shows the user navigating the first robot as it carries a boom
camera towards the vehicle. Next, Fig. 7 (e) shows the robot
inspecting the car vehicle as the user performs whole-body
IK streaming. An improvised explosive device (IED) has
been detected using the boom camera as shown in the floating
texture attached to the user’s right controller. The user then
switches to the second robot to pick up a disruptor with an
extension tool (Fig. 7 (f)). The disruptor is a remote-activated
device used to forcefully activate an IED, and it is imperative



Fig. 7. Subfigures (a)-(c) show Valkyrie performing a door opening and traversal task. With a single operator, sub-figures (d)-(j) show two Valkyrie
robots performing a vehicle inspection task and a disruptor placement task. The user point-of-view (PoV) is embedded in sub-figures (a)-(h).

that it is placed as close as possible to the IED. Finally, the
user walks the second robot to the IED (Fig. 7 (g)) and places
the disruptor beside the IED (Fig. 7 (h)) using the visual aid
provided by the first robot. Finally, Fig. 7 (i) shows the robot
reaching deep underneath the vehicle and Fig. 7 (j) shows
that the disruptor has been successfully placed.

VII. CONCLUDING REMARKS
We have presented a novel VR interface using the concept

of a cockpit mode that allows the user to “ride the skin” of
the robot or “zoom out” of the robot, enabling increased
situational awareness and seamless integration of multi-
modal sensor data in a mixed-reality setting. However, some
limitations of our work are as follows. As the IK commands
are sent in a 1:1 scale, the interface works best with similar
human-to-robot proportions. The relative approach to whole-
body tracking alleviates some of this limitation, but adding
kinematic scaling [12] would better accommodate different
users. While it was assumed that the robot operates in a
low-latency environment by assuming a network cable exists
for communication, the problem of managing this cable was

omitted. Displaying additional feedback to the user without
overloading the user with information also remain difficult.
It is also arguable what information and interaction elements
should surround the user. As such, further user studies with
EOD operators are still needed. While these challenges
remain, we believe that operating in a mixed-reality setting
is pertinent to enable efficient human-humanoid control in
VR, and our interface is a step towards that direction.
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