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Abstract
A key part of resilience analysis is identifying modes of failure which may affect system function. While there is an

opportunity for scenario generation approaches to augment the tedious and error-prone process of mode identification,
existing approaches are not suited to this task, often returning sets of scenarios which are essentially redundant with each
other, rather than a set of distinct modes. In this work, we demonstrate an approach to enable computational failure mode
identification by generating a tractable, unique set of hazardous parameters using multi-objective optimization. In this
approach, a set of scenarios is optimized along two objectives characterizing scenario uniqueness and severity. To best
solve this problem, we propose the use of a cooperative co-evolutionary algorithm (CCEA) that separates the generation
and optimization of individual scenarios from the selection of the combined set. To understand the performance and
usefulness of this approach, we demonstrate it in the generation of drive fault scenarios in an autonomous rover case
study. We then use this case study to (1) benchmark the CCEA algorithm against a more conventional evolutionary
algorithm and (2) explore the solution trade-space over input and response-based uniqueness objectives to better
understand the effect of objective formulation on solution quality. As shown, this approach enables the discovery
of a variety of heterogeneous high-severity scenarios, however, its performance at this task is highly sensitive to the
formulated objectives and their weights.

I. Introduction
One major consideration in the design of resilience is the mitigation of unforeseen “black swan” hazardous

scenarios [1, 2]. While there a variety of methods to achieve this, such as developing generic properties of fault tolerance
and “graceful extensibility,” one of the most effective means is to try to better identify and thus foresee and account for
these scenarios directly [3, 4]. While this is often thought of as a discursive process (i.e., where designers think about
possible failure paths [5]), there is opportunity to leverage computational scenario generation methods to explore the
system state-space to identify novel scenarios which a design team would not have thought of otherwise.

Previous work using scenario generation for resilience-based design has largely focused on the design of infrastructure.
One major application is the management of renewable power sources (such as wind [6], solar, and hydro [7]) for
forecasting potential future power output and loads [8] in a future energy environment [9] given current and past
operational data [10, 11]. This can in turn inform operators or even enable the optimization (see: [11]) of energy
allocation in response to these potentialities. Scenario generation is also used in the resilience-based design of
infrastructure systems to simulate hazards which may occur in operations. Some examples include the generation
of natural disasters (e.g., winter storms [12] and wildfires [13]) to model their effect on power distribution [14], the
synthetic generation of droughts to model their effect on urban water distribution systems [15], and the generation of
meteorological conditions to quantify their effect on airport pavement networks [16]. While the goal of these methods is
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generally to generate “plausible” scenarios based on historical data, exploratory analysis outside the sample region can
additionally help identify potential scenarios when there is no data (e.g., in a novel system design) [15].

The use of scenario generation for the general design of resilience is a relatively new concept. Previous work
incorporating scenario generation either focused on specific applications (e.g., cognition [17], infrastructure, etc.) or on
the ability to generate increasingly complex types of scenarios for evaluation (i.e., joint failures [18–20]). Some existing
research on algorithmic scenario identification has additionally been developed to identify risk scenarios from structural
attributes [21] and search for most likely failure scenario given a probabilistic model [22]. To explore how scenario
generation could be used in resilience-based design to discover unforeseen hazards, the authors previously developed
the technique of synthetic mode generation [23]. This method extended the traditional mode identification process by
sampling a space of potential hazardous states, which was shown to increase the number of discrete failure trajectories
revealed compared to manual identification. However, this approach came at a significant amount of computational
expense and generated many essentially duplicate modes because it was based on an exhaustive search. This problem is
additionally present in many search-based scenario generation approaches, which typically converge on a worst-case
failure scenario (and scenarios similar to it) unless guided by domain knowledge [24], thus providing limited and
redundant information about potential failure paths.

A. Contribution
To ensure the many unique ways a system will fail are mitigated in design, it is instead desirable for scenario

generation methods to not just return the set of worst-case scenarios (which may be redundant with each other each
other), but a set of heterogeneous failure modalities. To enable this, previous work posed the scenario generation
task as a multi-objective optimization problem with objectives for (1) the aggregate hazard function (e.g. severity,
probability, risk, etc.) and (2) the aggregate uniqueness of the modes, defined as the nearest neighbor distance of the
states [25]. A diversity-based genetic algorithm was further proposed to solve this type of problem, with an early proof
of concept demonstration returning good results from the approach. In this paper, we intend to further study (1) the
multi-objective nature of this formulation of the scenario generation problem (i.e., the trade-off between aggregate
severity and uniqueness) and (2) the effectiveness of a Cooperative Co-evolutionary algorithm on this domain, which
we hypothesize will perform well in this domain by separating the optimal generation of each mode from the optimal
combination of modes in a set. This study will be performed over an autonomous rover case study in Section IV,
where the algorithm is used go generate modes in the drive system. The remaining sections provide background for the
methodology (Section II), outline the approach (Section III), and discuss the findings of this case study demonstration
(Section V-VI.

II. Background
To further contextualize this work, this section presents background on previous Scenario Generation approaches

(Section II.A) as well as the Cooperative Coevolutionary Algorithm (Section II.B) adapted in this work to the mode
generation problem.

A. Scenario Generation
The concept of scenario generation has been formally defined in the field of stochastic programming as a set of

approaches used to accurately represent an underlying probability distribution with a few defined points, or scenarios [26–
28]. A wide variety of methods have been formulated for this, including monte carlo (and pseudo-monte carlo)
methods [28], hidden markov models [29], moment matching [30], finite-element/discretization [31], tree search, and
numerical integration-type approaches [26]. This formulation has application to stochastic programming problems in
which the goal is to make an optimal choices that will result in uncertain outcomes (e.g., design under uncertainty or
portfolio optimization problems), where it has been shown that different risk attitudes can effect the choice of generation
strategy [32]. However, considering scenario generation techniques solely within the context of stochastic programming
techniques limit their usefulness–specifically, when the underlying probability distributions are not known or there is
not good real-world data [27], making this approach difficult to rely on for every decision. Scenario generation has
thus come to encompass a wide range of techniques for identifying particular sequences of events with a wide range of
applications outside of optimal decision-making under uncertainty.

Scenario generation is used in many human-in-the-loop simulation approaches where it is desirable to keep the
number of scenarios small due to the costs of working with human participants. Scenario generation is thus often used
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to develop training simulations for first responders [33, 34] and military personnel [35, 36] to ensure that they learn
how to operate systems in a wide range of situations. While many of the underlying techniques for training scenario
generation share similarities with traditional approaches, they have been heavily modified toward meeting the individual
needs of the students [35], rather than optimizing decisions. Outside of the training application, scenario generation has
been used in human-in-the-loop simulations for simulation of air traffic control systems [37, 38] and exploring the space
of potential product use-cases [39] to limit the number of simulations each participant needs to perform over while still
presenting a variety of circumstances.

Scenario generation approaches are used often in the design and testing of software and systems, where the goal is to
generate test cases over which the software can be evaluated to have correct (or incorrect) behavior. In these approaches,
the goal is generally to achieve product safety/quality by ensuring that the designed system (1) performs as desired in a
wide range of use-cases without introducing undesired failures and/or (2) effectively mitigates potentially hazardous
scenarios. In the broader field of systems engineering, scenario generation has been used in the context of a system
model to ensure that the structure and operations actively mitigate risks [21, 40, 41]. In software engineering, scenario
generation approaches have been traditionally used to ensure a given program will function correctly over every single
edge-case [42–44] based on an interaction model. Newer, more challenging software applications (e.g., automated
driving) have vastly increased the need for sophisticated scenario generation approaches, because the space of potential
situations is very large and the software has an active role in maintaining system safety.

In the design of autonomous vehicles specifically, scenario generation procedures are being developed to test that
a vehicle can respond to the wide range of simulated driving situations normally expected of a driver [45]. Three
types of approaches have been presented for this–data driven approaches (where previous data is used to sample or
generate realistic driving scenarios), knowledge-based generation (where known cases are used directly or used to guide
a scenario generator), and adversarial generation (where the goal is to find scenarios most likely to bring the system
to failure) [46]. Adversarial generation approaches are split into methods that generate static scenarios (single-event
scenarios where parameters are set at a single timestep, e.g., there is an object in the roadway) and dynamic scenarios
(multi-event scenarios with different parameters at each timestep) [46]. Stress testing is a type of dynamic scenario
approach which formulates the generation of likely failure scenarios as a markov decision process [47], and has been
used both for automated driving [48] and aircraft collision avoidance [49, 50]. One of the difficulties with stress testing
is that it often returns many very similar failure scenarios, rather than all of the potential paths to failure, a problem
which has previously been solved by augmenting the search with domain knowledge [24]. A previous static generation
approach has proposed a diversity-based genetic algorithm to better explore the space of potential hazards in scenario
generation [25]. In this research, we seek to advance on this approach by (1) further defining and exploring the multi
objective nature of the problem and (2) presenting a cooperative co-evolutionary algorithm adapted to this type of
problem.

B. Cooperative Co-evolutionary Algorithm
Cooperative co-evolutionary algorithms (CCEA) were developed to solve optimization problems of increased

complexity, specifically, with interacting co-adaptive sub-components [51]. Inspired by evolutionary mutualism, an
interaction within biological systems between species that is beneficial to both [52], CCEAs take into consideration
the effects of interactions between species (parts or components of the overall system) in the evolution of the overall
solution vector. This is in contrast to traditional evolutionary algorithms which evolve the entire solution vector
monotonically [53]. This can be helpful in optimization problems where coupling relationships between components
require them to be co-optimized together [54]. To implement a CCEA, the complex optimization problem is decomposed
to “species” sub-populations which correspond to the partitions of the overall solution vector, which may be permuted at
each iteration. Then, individual representatives from each sub-population are selected, their fitness is evaluated with
respect to the other representatives, and selected for the next generation [51, 53].

In systems with readily-decomposable components (e.g., multiagent systems [55]) with “local” and “global”
objectives to be considered at each level, CCEAs have been observed to enable increased optimization performance by
accounting for the problem structure [56]. These decentralized optimization domains (e.g., [57]) are analogous to the
problem considered in this paper, where individual mode properties (i.e., severity) can be readily decomposed while
others (i.e., uniqueness) require evaluation in the context of a set. We thus hypothesize that a well-implemented CCEA
can outperform a similarly-constructed evolutionary algorithm on the scenario generation problem.
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III. Methodology
This paper presents a method to search for unique hazardous modes in the faulty state-space, a vector space which

defines input to the system model which includes (but is not limited by) known failure scenario attributes. To present
this method, Section III.A shows the multi-objective optimization-based formulation of the scenario generation problem,
which, when solved, returns a set of hazardous and unique failure modes. To most effectively solve this problem,
Section III.B then proposes a cooperative coevolutionary algorithm for searching modes with the state-space and
selecting the best (most hazardous and heterogeneous) set of modes.

A. Problem Definition
In this research, the task of finding a tractable set of unique modes (defined as perturbations of the system state)

which cause the most harm is considered. This task may be formulated as the multi-objective problem of finding the
set of modes 𝑅 = {®ℎ𝑖}𝑛𝑖=1 that maximizes the severity 𝑓1 and uniqueness 𝑓2 of the modes, where ®ℎ = [ℎ1, . . . , ℎ𝑠] is
the combination of 𝑠 health states defining each of the 𝑛 modes in the set. The resulting constrained multi-objective
optimization problem is:

maximize
𝑅

𝑓1 (𝑅), 𝑓2 (𝑅)

subject to 𝑔 𝑗 (𝑅) ≤ 0, 𝑗 ∈ N
ℎ𝑘 (𝑅) = 0, 𝑘 ∈ N
𝑅 ∈ Ω ⊆ R𝑛 × R𝑠 .

(1)

In general, the objective 𝑓1 is a function representing the aggregate severities resulting from the simulation of each
individual mode, which may be represented as a cost function 𝐶 for each individual mode and evaluated over the set as
the sum:

𝑓1 (𝑅) =
𝑛∑︁
𝑖=1

C(®ℎ𝑖) (2)

We define the uniqueness objective 𝑓2 in two different ways. In general, the uniqueness of the set of modes can be
defined as the sum of the nearest-neighbor distances between the states of the model 𝑥:

𝑓2 (𝑅) =
𝑛∑︁
𝑗=1

min𝑖≠ 𝑗 | | ®𝑥 𝑗 − ®𝑥𝑖 | |2
𝑁 𝑗

(3)

where 𝑁 𝑗 is an optional normalization factor for the dimension (e.g., 𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛). Two formulations can thus be
created with this form of objective in mind. In Formulation 1, the goal is to maximize the uniqueness of the modes in
the faulty state-space, meaning that ®𝑥 = ®ℎ. In Formulation 2, the goal is to maximize the uniqueness of the modes in the
resulting set model states ®𝑒 resulting from the fault simulation (e.g., trajectories, damage, etc.). These two formulations
will be explored and compared qualitatively in the Demonstration section (Section IV).

B. Algorithms
We propose solving the problem formalized in Equation 1 with a cooperative co-evolutionary algorithm (CCEA).

CCEAs enable the combined optimization of individuals and teams in problems where individual and team performance
can be separated (e.g., multiagent coordination problems). As shown in Figure 1, this can be contrasted with a more
conventional evolutionary algorithm, where the entire team (or solution) is permuted and evaluated at once. We thus
claim that CCEAs are well suited to the search of hazardous modes, where the goal is not just to provide high-impact
modes (at the individual level), but also to provide a heterogeneous set (at the team level). While many implementations
of cooperative coevolutionary algorithms exist [58], we develop our own implementation in this research which is
adapted to the scenario search task defined in the problem defined in Equation 1. This algorithm is shown in Figure 1,
with each step explained in detail in the next sub-sections.

1. Instantiation
During instantiation, each mode sub-population is initialized with random modes in the space. Mathematically, the

algorithm defines parents, 𝑃 = {𝑆 𝑗 }𝑛𝑗=1, such that 𝑛 is the number of sub-populations and 𝑆 𝑗 = {®ℎ𝑖}𝑘𝑖=1, where 𝑘 is the
number of individuals per sub-population ®ℎ𝑖 = (ℎ1, . . . , ℎ𝑠)𝑖 , where 𝑠 is the number of faulty states. At this point, each
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Fig. 1 Overall Cooperative Co-evolutionary Algorithm Compared to a Traditional Evolutionary Algorithm

of these modes are simulated in the model, giving the individual severities 𝐶 (ℎ 𝑗 ) and output states 𝑒 𝑗 which are saved
as properties of the mode. Note these states are only evaluated once on instantiation to reduce the computational cost
associated with re-evaluating already-simulated modes. This further enables simple evaluation of global fitness values
in Step 3 and 4, which are relatively simple mathematical operations. Steps 2-4 are then performed in a loop:

2. Permutation
To supplement the existing sub-populations, a copy of the sub-population is permuted with mutation and crossover

operations and added from a new overall set of sub-populations, resulting in the offspring population 𝑂 = {𝑆′
𝑗
}𝑛
𝑗=1. In

our implementation of the CCEA, the states of the mode ®ℎ are permuted using a normal distribution in the mutation step:

ℎ𝑖𝑚𝑢𝑡 = 𝑁 (ℎ𝑖𝑜𝑙𝑑 , 𝑤 ∗ (ℎ𝑖𝑚𝑎𝑥 − ℎ𝑖𝑚𝑖𝑛) (4)

which is then truncated within the range of possible health-states:

ℎ𝑖𝑛𝑒𝑤 =


ℎ𝑖
𝑚𝑖𝑛

if ℎ𝑖
𝑚𝑖𝑛

< ℎ𝑖𝑚𝑢𝑡

ℎ𝑖𝑚𝑎𝑥 if ℎ𝑖𝑚𝑎𝑥 > ℎ𝑖𝑚𝑢𝑡

ℎ𝑖𝑚𝑢𝑡 otherwise
(5)

where ℎ𝑖𝑛𝑒𝑤 is the new faulty state value, ℎ𝑖
𝑜𝑙𝑑

is the old faulty state value, 𝑤 is a range factor (which was set to 0.25
after some experimentation) and ℎ𝑖

𝑚𝑖𝑛
and ℎ𝑖𝑚𝑎𝑥 are the minimum and maximum faulty state values in the range.

Crossover, on the other hand, takes an existing mode and combines its states with the previous mode in the
sub-population at a random point. As with the instantiation of new modes, these new modes are simulated as they are
created to determine the resulting severities and output states to be used in the evaluation steps.

3. Evaluation
To evaluate the sub-populations, representative modes from each sub-population are combined to create representative

solution vectors which can then be evaluated in terms of the objectives 𝑓1 and 𝑓2. In this process, each sub-population
is sampled to generate a solution vector, 𝑅𝑙 = {®ℎ′

𝑗
}𝑛
𝑗=1 for resulting in the set of representatives {𝑅𝑙}𝑚𝑙=1. Since an
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exhaustive elaboration of representatives is computationally costly (O(𝑛𝑘)), 𝑚 of these solution vectors are created at
each iteration in this research, where 𝑚 was set to 1000. It should be noted that many more sophisticated methods for
creating this set exist in the literature, such as hall of fame evaluation [57], which may be explored in future work.

To evaluate the solutions, the objective values 𝑓1 and 𝑓2 are evaluated using the existing values stored in the modes
created on instantiation. These objective values are then combined using the weighted sum approach:

𝑓 (𝑅𝑙) =
𝑤

𝐶𝑚𝑎𝑥 ∗ 𝑛
∗ 𝑓1 (𝑅𝑙) +

1 − 𝑤

𝑛
√
𝑠

∗ 𝑓2 (𝑅𝑙) (6)

where 𝐶𝑚𝑎𝑥 is the maximum severity cost, 𝑛 is the number of modes, 𝑠 is the number of dimensions making up the
state-space defining mode uniqueness, and 𝑤 is a weighting factor chosen by the analyst to weight objectives. At this
point, the vector 𝑅𝑙 is compared with the previous best representative solution and replaced if it has a higher overall
objective value. The algorithm may then terminate if the maximum number of generations is reached.

4. Selection
Finally, the modes are selected based on their performance in the representatives. In this work, we use leniency

(see: [57]) as a heuristic to assign credit to modes, meaning that the local fitness for each mode in each sub-population is
determined to be the maximum value of the representatives it is involved in, or

𝑓 (ℎ𝑖) = max
𝑅 𝑠.𝑡. ℎ𝑖 ∈𝑅

( 𝑓 (𝑅)) (7)

Based on these fitness values, each sub-population undergoes a selection process, in this case taking the modes with the
top 50% of local fitness values to carry on to the next generation.

IV. Demonstration
To demonstrate the use of the multi-objective optimization formulation of the scenario generation problem as well

as the performance of the CCEA algorithm, we consider a case study of finding fault modes in the drive system of an
autonomous rover. This rover was developed in previously to study a variety of resilience simulation methodologies,
including the exhaustive generation of failure modes [23]. The goal of the rover is to perform a basic autonomous
driving task by following a line-marking from a given start to given end location. The structure of the rover can be
viewed in Figure 2b and is comprised of control, avionics, drive and power systems, in addition to its interaction with
the environment. While there are a variety of possibilities for input lines for the rover to follow, the route used in this
paper for demonstration purposes follows an L-Curve as seen in Figure 2a. If the rover deviates from the center line, it
may go off course and crash into its surroundings. If it deviates more than a meter from the center line, the rover can no
longer see the center-line and stops moving because the rover has crashed.

Modes considered in this case study a mode are made up of the faulty state vector ®ℎ = [ℎ 𝑓 , ℎ𝑑 , ℎ𝑡 ] where ℎ 𝑓 , ℎ𝑑 ,

and ℎ𝑡 represents friction, drift and transfer in the drive system, respectively. The severity of these modes is evaluated
by injecting them as the rover enters the turn and simulating the progression of the rover until it stops itself, crashes, or
reaches the desired end-location, at which the end-location and deviation from the center-line is recorded. This line
distance measure 𝑑𝑙 (®ℎ 𝑗 ) is used in this work as the severity of fault modes in 𝑓1. Thus:

C( ®ℎ 𝑗 ) = 𝑑𝑙 (®ℎ 𝑗 ). (8)

The set of modes to identify is then 𝑅 = {®ℎ 𝑗 }𝑛𝑗=1, 1 ≤ 𝑙 ≤ 𝑛𝑘 , a set of 𝑛 desired ®ℎ 𝑗 vectors that maximizes this line
distance metric 𝑑𝑙 in Equation 2 as well as the uniqueness metric in Equation 3.

In the next subsections, two formulations of the multi-objective search problem are used for this rover. In the
first formulation, objective for the uniqueness of solutions (Equation 3) is defined in terms of distance in the faulty
state-space (i.e., distance between fault-state vectors). In the second formulation, solution uniqueness is defined in terms
of distance in the results space (i.e., distance between rover final end-locations). In the next subsections, each of these
formulations are studied and compared qualitatively on the basis of both uniqueness considerations (spanning the faulty
state-space and results-space), as well as the resulting distribution. To form the basis for this comparison, the CCEA
algorithm is first bench-marked to show its overall effectiveness.
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Fig. 2 Rover Case Study Model Environment and Structure

A. Algorithm Performance Comparison
To test the merit of the CCEA algorithm on the mode search problem, this section compares the CCEA algorithm

with an evolutionary algorithm and monte carlo search. To perform this comparison, the algorithms were run using
similar parameters over 100 generations in Formulation 1 of the rover optimization problems with equally-weighted
objectives. The resulting average best solution over 20 runs is shown in Figure 3. As shown, the CCEA consistently
outperforms the conventional evolutionary algorithm, especially early in the search, meaning that it is both a more
efficient and effective optimization strategy. Both evolutionary algorithms also consistently outperform the monte carlo
search strategy, which seemingly approaches an asymptote. This makes sense because both evolutionary searches have
the ability to reuse previous high-value points and their evaluations at each generation, while each generation of the
monte carlo search is essentially a random solution, making the search slower (since all individuals must be simulated at
each generation) and less targeted (since good individuals cannot be reused/permuted).
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Fig. 3 Comparison of CCEA algorithm with EA and Monte Carlo algorithms for joint faulty state-space
exploration

Additionally, the performance of the CCEA can be attributed to the more effective permutation and combination
of individuals. In the EA, mutation and crossover happen on the mode vectors that make up a given solution in the
population. In the CCEA, mutation and crossover happen within sub-populations which are then combined to make
an overall solution. This separation enables each mode to be varied (rather than an entire solution) individually and
then combined (with both mutations and previous good solutions in the other sub-populations) to form the best overall
solution. The CCEA approach can also result in better simulation efficiencies per generation compared to the EA, since
each new solution does not require a re-simulation of the constituent modes (as opposed to the EA permutation/evaluation
step, which occurs for the entire solution), and evaluating these solutions requires a relatively inexpensive tabulation of
the objectives from the results saved for each mode. While this shows the merit of the CCEA approach, there may be
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other formulations of the EA which could improve performance, such as modifying the permutation mutation/crossover
functions to better match the problem, for example by swapping points instead of state-values or permuting a narrower
set of points. Similarly, the CCEA approach could additionally be improved by enabling the sharing of individuals
between sub-populations and using a better-performing combination method (e.g., those in Ref. [57]). However, this
demonstration shows the general merit of the CCEA approach as an effective search method for generating unique
failure modes.
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B. Formulation 1: State-Space Distance
In Formulation 1, the overall severity of the modes is optimized along with the uniqueness of the modes in the faulty

state-space used to generate the modes. As a multi-objective problem, the weighting of each objective can be chosen to
form a more unique or hazardous set. This section shows the results of varying the weights of this problem to show its
effect (both quantitatively and qualitatively) on the modes found. Figure 4 shows the revealed pareto front of optimal
solutions found over the five chosen weights (0.0, 0.25, 0.5, 0.75, 1.0). As shown, there is a significant trade-off between
faulty state uniqueness and total severity of the set which begins at weight 𝑤 = 0.5 and becomes sever above the weight
𝑤 = 0.75.

To compare the sets of modes more qualitatively, Figure 5 shows the modes found at each algorithm (a) in the faulty
state-space, (b) in terms of resulting trajectories and (c) in terms of the resulting line distance distribution. As shown, at
low weights, the modes are spread out in the faulty state-space, which results in a number of low-severity modes (most
of which are clustered by the fault injection location). However, as the weight is increased (𝑤 >= 0.5), the modes all
converge on a single point in the space with maximum line distance value. This is further reflected in the trajectory
end-locations, which cluster at a single point above the course at the weight 𝑤 = 1.0. Qualitatively examining the
solutions, the weight of 𝑤 = 0.5 seems to best identify points and trajectories with sufficient distance from each other
while having a high severity distribution. However, there may be weights within the interval which achieve a better
balance. This shows how properly balancing fault mode uniqueness and severity requires weights to be tuned effectively.

C. Formulation 2: Result-Space Distance
In Formulation 2, the overall severity of the modes is optimized along with the uniqueness of the modes, using

output states of the simulation for uniqueness. In this case, these faulty states are the end-locations of the rover when the
simulation is completed after the fault. To explore the trade-space between objectives, the weighting parameter 𝑤 was
again varied over a range of values (0, 0.25, 0.5, 0.75, 1.0), producing the pareto front shown in Figure 6. As shown, this
pareto front has an inflection point around 𝑤 = 0.75, with most of the change in line distance sum happening at smaller
weights.

The solution faulty state-space, resulting trajectories, and line distance distributions are further shown in Figure 7.
As shown, at low weights the end-locations of the rover are very spread out, while at high weights (0.75 or higher) the
end-locations begin to cluster together (similar to Formulation 1) with high line distance. Interestingly, while faulty
state-space uniqueness is not explicitly optimized in this formulation, the modes are nevertheless fairly spread out at low
weights, which suggests that unique points in the trajectory space correspond to unique points in the faulty state-space
(even if the reverse is not true). This formulation seems to also find better trade-offs between solution distance and
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(c) Resulting Line Distances.

Fig. 5 Fault scenarios revealed at different weights for Line Distance and State-Space Distance in Formulation 1

severity at 𝑤 = 0.5 and 𝑤 = 0.25, resulting in many different end-locations points that also happen to have a high line
distance. This is a better result than what was returned by formulation 1, where the set was composed of a cluster of
high-severity end-locations offset by a single far-off point.

V. Discussion
This work explored (1) the formulation of an optimization problem to search the faulty state-space for a tractable

set of hazardous modes and (2) the solution of this problem with a cooperative co-evolution algorithm. As shown in
Figure 3, this algorithm performs well compared to less-sophisticated optimization approaches on this problem, in part
because of its separation between the permutation and simulation of modes, and combination and evaluation of them
in the set. However, as an overall strategy for finding modes, it should be noted that previous work performing an
exhaustive search of modes (within a certain resolution) took less computational time overall [23], and there is thus a
question of the value of this approach. We propose a few advantages: First, the exhaustive search approach can only
be carried out at a specific resolution, which may miss worst-case modes which occur in between points. This search
approach, on the other hand, progressively searches near promising points (via mutation), resulting in the identification
of higher-severity modes. Second, while the computational cost of these experiments is higher than the exhaustive
search with given resolution, much of this is because the optimization was run towards completion–if the optimization
was cut off at a generation with equal computational cost, the modes in the set would still be more targeted towards the
objectives than would be found in the exhaustive search. Finally, it should be noted that in the CCEA approach, the
modes are being evaluated intelligently (simulated on creation, rather than at objective evaluation), meaning that the
algorithm itself does not add substantial computational cost to the elaboration of modes compared to the fault simulation.
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Thus, for the task of elaborating a given number of modes in the faulty state-space, we would expect the slight increase
in computational cost of running the CCEA algorithm (and saving the population over time) to be offset by its ability to
find much higher-impact modes.

The study of Formulation 1 and 2 in the rover model shows the importance of selecting good weights for the
objectives to best balance mode uniqueness and severity. Typically, the weighted sum formulation requires scaling
objectives over utopia points so that the objectives are weighted equally at 𝑤 = 0.5. While this was performed in the case
study, the results for Formulation 1 (see Figure 5) indicate a difficulty in satisfactorily balancing objectives. Additionally,
trying to find a satisfactory balance of objectives by re-running the optimization over each weight introduces a significant
computational burden to the process. Future work should thus adapt the CCEA to more naturally accommodate multiple
objectives (e.g., by keeping the set of non-dominated solutions over time and using domination for fitness evaluation and
mode selection).

Finally, from the design perspective, both formulations (optimizing over the distribution of a faulty state space and
result state space) provide important information which can be used to increase system resilience. Optimizing over the
faulty state-space (formulation 1) can help ensure there is more exploration of instantiating modes, which may help to
promote the discovery of failure causes which would be unknown otherwise (even if these result in similar effects). This
information can then be used to better create safegaurds on the system state (e.g., warnings or operational limits) to
prevent these faulty modes from occurring in operation. Conversely, optimizing over the result state space (formulation
2) can help designers identify a wide range of potential outcomes that the system may face during its operation. In turn,
this information can similarly be used to create general fault-tolerant control policies which actively avoid prevent these
outcomes from occurring post-fault (e.g., fault corrections, etc.). Thus, both approaches have use for promoting system
resilience, both in terms of identifying unique failure causes (formulation 1) and unique failure effects (formulation 2).

VI. Conclusion
Formulating the generation of a set of scenarios as a multi-objective problem solves one of the major limitations of

existing scenario generation approaches–convergence on a single “worst-case” scenario (or type of scenario) rather
than revealing the different discrete types of failures that could occur. Within this formulation of the problem, the
cooperative co-evolutionary algorithm appears to be suited to the generation of the set because it separates the evaluation
and optimization of scenario severity from the formation of the set, resulting in better computational performance than
a traditional evolutionary algorithm. However, as demonstrated here, the performance of the overall multi-objective
optimization approach is highly sensitive to the underlying formulation of objectives (i.e., the metrics and their weights).
While this enables one to tailor the search to the goals of the analysis (i.e., by weighting objectives differently to generate
a more unique or severe set), it also creates difficulties for implementation, since one may not know up-front what set of
weights may generate the most informative results.

To resolve this limitation, future work should explore the use of non-dominated sorting in the CCEA to enable the
search of the entire pareto front at once, rather than a single distinct set of weights. This would make it easier to find
the desired balance between set uniqueness and overall severity without needing to re-optimize over different weights.
Additionally, while this approach was developed to generate a tractable set of unique high-severity modes, there is an
opportunity to use the entire populations of scenarios generated and evaluated during optimization for a larger-scale
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Fig. 7 Fault scenarios revealed at different weights for Line Distance and Final Point distance in Formulation 2

analysis, since these populations span a much larger space than the found solution while still being more targeted (and
thus higher severity) than an exhaustive search performed at similar computational cost. Future work should additionally
study the use of the populations to explore the faulty state-space and compare this search with more exhaustive search
methods previously used in terms of the comparative properties of the modes found. Finally, the approach generated
was a static scenario generation approach, only considering the effects of events that occur at a single timestep, rather
than chains of events that occur over multiple timesteps (as is considered in stress testing formulations [59]). Future
work thus should adapt this approach to the dynamic scenario generation use-case e.g., by using the co-evolutionary
approach to train the learning agents used in the algorithms to find a set of unique severe scenarios.
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