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Abstract

Direct numerical simulation is used to investigate the turbulent Prandtl number Prt
above cold (isothermal) and hot (adiabatic) walls in a family of supersonic channel
flows. A range of Reynolds numbers and mean temperature/density variations is
considered. The value of Prt away from the wall approaches 0.85 above both the
isothermal and adiabatic walls, with the width of the Prt = 0.85 region increasing
with wall-variable-based Reynolds number Reτw (the latter strongly affected by
the thermal boundary condition). The variable, near-wall Prt profiles from both
the present and previous, passive-scalar simulations collapse as a function of the
semilocal y∗ wall scaling proposed by Huang et al. [1], with the y∗-dependence
weakly parameterized by Reτw .

1 Introduction

The objective of this study is to quantify the behavior of the turbulent Prandtl
number Prt within a subspace of compressible wall-bounded turbulence. Direct nu-
merical simulation (DNS) of supersonic turbulent flow of an ideal gas between two
no-slip plane walls – one isothermal, the other adiabatic – is used to isolate the effects
of thermal boundary conditions for a range of Reynolds numbers and low-supersonic
Mach numbers. DNS of this configuration was first performed by Morinishi, Tamano
& Nakabayashi [2] (henceforth MTN03; see also Ref. [3]), who considered a wide
range of statistics relevant to turbulence physics and modeling. (The pure/both-
wall isothermal case has received relatively more attention; see e.g., Refs. [4–13].)
The Prt profiles from the wall into the lower core region of the present channel
results are expected to be representative of the near-wall and logarithmic regions
of zero-pressure-gradient (ZPG) supersonic boundary layers – increasingly so as
the Reynolds number increases, both because the body force (i.e., virtual/effective
pressure gradient; see below) in wall units approaches zero, and because the loga-
rithmic/inertial sublayer in the ‘lower-core’ region will become increasingly wide in
wall units. For our purposes, an advantage of the channel geometry (in addition
to its unambiguous turbulent inflow/outflow boundary conditions) is its relatively
small wake component, which allows log-region behavior to persist at much larger
fractions of the layer thickness (i.e., channel half-width) than in the boundary-layer
counterpart (for which the log layer does not extend beyond 10-20% of the layer
thickness [14]).

There have been a number of experimental [15–17] and computational [18–26]
studies of Prt for low-speed flows. (We limit our attention here to the flow of air; in-
compressible cases for which the molecular Prandtl number is much larger or smaller
than 0.7 are discussed in Refs. [26–28].) These low-Mach number experiments and
computations indicate Prt approaches a value close to 0.85 in the logarithmic region;
cf. [27–29]. A series of recent incompressible/passive-scalar DNS in plane, isoscalar-
wall channels has also revealed Prt ≈ 0.85 within the core region, notwithstanding
some slight elements of statistical uncertainty [23–26].
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The picture is less precise for high-speed cases, when the scalar becomes active.
The question of whether for finite Mach number the log-layer/core Prt is variable,
approximates 0.85, or some other constant, possibly dependent on thermal bound-
ary conditions, will be addressed below. For reference, the super- and hypersonic
boundary-layer DNS of Zhang et al. [30] (the former over an adiabatic wall, the
latter over cooled walls) suggest Prt is not strongly dependent on freestream Mach
number M∞, or thermal boundary conditions. However, the Reynolds numbers
they considered were not large enough to produce pronounced logarithmic layers,
and their Prt profiles tend to decrease monotonically from a near-wall maximum
(near unity) to the edge of the boundary layer (to Prt between 0.65 and 0.8 across
the five cases); similar behavior was found in the DNS of Liu & Pletcher [31]. On
the other hand, the Reynolds number of the Mach 5 boundary-layer experiment
of Horstman & Owen [32] was large enough to yield a finite (but thin) log layer,
where Prt ranged from 0.75 to 0.8. The higher-Reynolds-number, boundary-layer
measurements of Sturek & Danberg [33,34] (M∞ = 3.5, over an adiabatic wall) and
Meier [35] (M∞ = 5, over a cold wall) both indicate Prt ≈ 0.8 as the log-layer value.

The near-wall variation of Prt is also of interest. A leading candidate for cap-
turing this variation is the ‘semilocal scaling’ based on the mean wall-shear stress
and local mean density and viscosity: Huang et al. [1] found that in this scaling,
the turbulent shear stress and heat flux from (doubly)-isothermal-wall supersonic
channel flow at two Mach numbers tend to collapse to a unique profile (see also
Refs. [6, 36–38]). The universality of Prt as a function of the semilocal wall-normal
coordinate y∗ (defined below) over a range of mean-property variations within the
low-supersonic regime will be a central topic of this paper.

There are undoubtedly many engineering applications for which specifying Prt to
any order-one value is sufficient. However, there are also cases when a precise value is
a great benefit (if only to minimize one element of uncertainty) and others when it is
essential. A dramatic example of the latter is provided in Ref. [39], which documents
the effect of Prt variations when modeling high-speed reacting flows. Those authors
demonstrated that setting Prt to 0.45, 0.89, and 1.8 resulted in profoundly different
predictions of a scramjet combustor, to the extent that some resulted in combustion
and some did not. While this example is perhaps extreme, it does illustrate the need
to at times prescribe diffusion parameters such as Prt as accurately as possible, and
thus, serves to highlight the relevance of the present study. The value of this research
lies in its aims to reduce physical and statistical uncertainty, and to fill some of the
gaps in the parameter space for supersonic wall-bounded turbulence. It is hoped
this work will serve as a reliable benchmark and foundation from which studies of
other aspects and regimes of compressible turbulence can extend.

2 Problem formulation and cases

The fluid is an ideal gas, with constant-specific-heat ratio γ = 1.4, and temperature-
dependent viscosity µ̂ = µ̂iw(T̂ /T̂iw)

0.7, defined with respect to the (constant) tem-
perature T̂iw and viscosity µ̂iw at the isothermal wall. (The subscripts iw and aw
are used throughout to denote quantities at the isothermal and adiabatic walls, re-

2



spectively. Dimensional variables are indicated with a caret ( ·̂ ).) The molecular
Prandtl number Pr = µ̂Ĉp/k̂ = 0.7, where Ĉp is specific heat at constant pressure,

and k̂ thermal conductivity. The plane-channel flow is defined with respect to
streamwise x1 = x, wall-normal x2 = y, and spanwise x3 = z components, in units
of the channel half-width ĥ, with correponding velocity components u1 = u, u2 = v,
and u3 = w. To impose a mixed thermal wall configuration, no-slip isothermal and
adiabatic walls are located at y = −1 and y = +1, respectively; these boundary
conditions were verified against an analytic laminar solution in Ref. [40]. Periodic
boundary conditions are applied in the x and z directions. The domain size is set as
(Lx, Ly, Lz) = (4π, 2, 4π/3), based on Ref. [24], who found for their passive-scalar
channel DNS that Λx = 2π and Λz = π are sufficient to produce domain-independent
second-order statistics.

In addition to T̂iw and ĥ, the reference quantities used to nondimensionalize the

problem are the bulk-mean density ρ̂
b
=

∫ +ĥ

−ĥ
〈ρ̂〉dŷ/2ĥ, and the global-mean friction

velocity v̂τ , given by ρ̂
b
v̂2τ = (〈τ̂iw〉+ 〈τ̂aw〉) /2, where 〈τ̂iw〉 and 〈τ̂aw〉 are the mag-

nitudes of the mean shear stress at their respective walls. (Following Ref. [1], angle
brackets 〈 · 〉 are used throughout to denote a Reynolds average, while curly brack-
ets { · } indicate density-weighted/Favre-averaged quantities). The nondimensional
governing equations are thus

∂ρ

∂t
+

∂ρuj
∂xj

= 0, (1)

∂ρui
∂t

+
∂

∂xj
[ρuiuj + pδij − τij]− fδi1 = 0, (2)

∂ρE

∂t
+

∂

∂xj
[ρEuj + ujp− qj − uiτij]− fu1 = 0, (3)

where

τij =
µ

Revτ

(
∂ui
∂xj

+
∂uj
∂xi

−
2

3
δij

∂uℓ
∂xℓ

)
, (4)

qj =
−µ

(γ−1)M2
vτPrRevτ

∂T

∂xj
, and µ = T 0.7. (5)

The total energy E is given by

ρE =
p

γ − 1
+

1

2
ρuiui, with p = ρT/γM2

vτ . (6)

The reference Reynolds number Revτ = ρ̂
b
v̂τ ĥ/µ̂iw and reference Mach number

Mvτ = v̂τ/

√
γR̂T̂iw (with R̂ the ideal gas constant) are used to define the cases

shown in Table 1. Because we consider only ‘natural,’ internal, turbulence-generated
heating, with no external sources or sinks, Mvτ is primarily responsible (along with
the thermal boundary conditions) for setting the strength of the mean wall-normal
gradients of temperature and density; as we shall see below, Mvτ has only a weak
impact on the mean core Mach number. Cases with an ‘ai’ prefix use the mixed
adiabatic/isothermal boundary condition, and ‘ii’ denotes a doubly isothermal flow.
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The streamwise body force f in Eqs. (2) and (3) plays the role of the mean pressure
gradient in incompressible channel flows; locally, it will be either proportional to
ρ (i.e., f̂ = ρ̂v̂2τ/ĥ) or uniform (f̂ = ρ̂

b
v̂2τ/ĥ). Note, the streamwise gradient of

the actual, thermodynamic mean pressure d〈p〉/dx = (d〈ρT 〉/dx)/γM2
vτ is zero, as

needed for periodic conditions to be appropriate.
Two of the cases, aiD2 and aiF2, (artificially) prescribe Revτ with a step function

in viscosity at y = y
0
, with the larger Revτ on the adiabatic-wall side, where y >

y
0
(see Table 1). The value of y

0
is chosen to be where the effect of viscosity

on the energy-containing eddies is very weak (the Kolmogorov viscous range of
the spectrum will be strongly affected). This is done to optimize the available
spatial resolution, to account for the higher viscous effects induced by the higher
temperatures on the adiabatic-wall side (see below). For Cases aiD2 and aiF2, the
adiabatic-side Revτ is set near the largest value the grid will support. The viscosity-
jump location, y

0
, is an a priori estimate of the effective boundary between the

isothermal- and adiabatic-wall layers, which we denote ye and define as the location
at which the wall-normal gradient of the density-weighted/Favre-average velocity,
d{u}/dy, is zero (see Fig. 3c and Table 4). We choose, for Case aiD2, y

0
= 0.0872

(compared to the target, ye = 0.141); for Case aiF2, y
0
= 0.165 (compared to

ye = 0.161). The Reynolds-number variation for each of the cases, defined in terms
of mean profiles, is illustrated in Fig. 6a.

3 Numerical approach

All of the cases were simulated with the high-order OpenSBLI flow solver [40].
OpenSBLI has been applied to a wide range of compressible flow problems (Ref. [40]
and references therein), including DNS of compressible wall-bounded turbulence
[41,42]. Equations (1) – (3) are discretized on an Nx×Ny×Nz grid using 4th-order
spatial central differences. A 4th-order boundary scheme (Carpenter et al. [43]) is
applied near the walls to maintain consistent spatial order throughout the domain.
The convective terms of Eqs. (1) – (3) are written in the quadratic-split form of
Feiereisen et al. [44], for improved numerical stability via kinetic energy preservation
and reduction of aliasing errors. Viscous terms Eqs. (4) and (5) in Eqs. (2) and
(3) are solved in Laplacian form by dedicated second-derivative operators to avoid
odd-even decoupling phenomena [45]. Time-stepping is performed by a low-storage
explicit 4th-order Runge-Kutta scheme [46, 47]. The time step ∆t in Table 1 was
chosen to satisfy the CFL condition in Ref. [47]; for a few cases, ∆t was reduced
below the CFL criterion to avoid spurious behavior in the dilatational field at/near
the adiabatic wall.

The mesh is uniformly spaced in the homogeneous x and z directions. In the
wall-normal direction, a nonuniform stretching is applied as

y|j =
Ly

2

(
1−

[
tanh (β (1− 2ξj))

tanh (β)

])
− 1, (7)

with stretch factor β = 1.7 and uniformly distributed points ξj = [0, 1] for j =
0 . . . Ny−1. It was discovered for the present utilization that for the magnitude and
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Table 1. Case definitions; spatial and temporal resolution.

Case Revτ Mvτ
f Nx×Ny×Nz ∆x∗ ∆y∗ ∆z∗ ∆x+ ∆y+

w
∆z+ ∆t×106

iiA 190.7 0.0955 ρ 385×315×211 4.9a 0.92a 3.0a 7.3 0.33 4.4 50

aiA 193.9 0.0969 ρ 385×315×211 4.3b/2.8c 0.88b/0.75c 2.4b/1.7c 10.0d/2.3e 0.45d/0.10e 6.1d/1.4e 50

aiB 400 0.0955 1 769×643×427 4.7b/2.6c 0.57b/0.46c 2.8b/1.6c 10.5d/2.3e 0.46d/0.10e 6.3d/1.4e 25

aiC 600 0.135 1 845×435×475 4.9b/2.4c 0.90b/0.68c 2.9b/1.4c 17.9d/2.0e 1.27d/0.14e 10.6d/1.2e 57.5

aiD 780 0.0955 1 1461×575× 799 4.8b/2.5c 0.87b/0.64c 2.9b/1.5c 11.2d/2.1e 1.04d/0.20e 6.9d/1.3e 45

aiD2 780f/1560g 0.0955 1 1461×575×799 4.9b/4.5c 0.88b/0.84c 3.0b/2.8c 11.6d/4.0e 1.02d/0.37e 7.1d/2.3e 45

aiE 1200 0.20 1 1021×475×575 5.3b/2.3c 0.93b/0.66c 3.1b/1.4c 39.6d/1.9e 3.10d/0.15e 23.4d/1.1e 50

aiF2 1070f/2354g 0.0955 1 2001×787×1095 5.0b/4.7c 0.77b/0.75c 3.0b/2.9c 11.9d/4.2e 1.10d/0.38e 7.3d/2.6e 50

aAt y∗ = 40.
bAt y∗iw = 40.
cAt y∗aw = 40.
dWith respect to isothermal/cold wall.
eWith respect to adiabatic/hot wall.
fIsothermal/cold-wall side, y < y

0
.

gAdiabatic/hot-wall side, y > y0 .
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location of the near/off-wall peak in Prt (Fig. 4) to be grid independent, the spatial
resolution in terms of the semilocal scaling must not be much larger than ∆x∗ = 5,
∆y∗ = 0.9, and ∆z∗ = 3, at about y∗ = 40 (i.e., the approximate location of the
off-wall peak Prt). Given our focus on Prt, this criterion was used for all the results
presented below.

The y∗ = 40-based resolution for both sides are summarized in Table 1. Also
included are the usual DNS grid measures in wall units, (∆x+,∆y+

w,∆z+), in terms
of the density, viscosity and shear stress at each wall (∆yw is the smallest wall-
normal grid spacing, adjacent to the wall). However, the sensitivity to rapid near-
wall, mean-property variations makes this measure somewhat arbitrary for cold-
wall flows. In CKM95, it was found that DNS using collocation-grid spacings with
relatively large values in (cold) wall units can still be fully resolved. For the CKM95
Case B, ∆x+ ≈ 39 and ∆z+ ≈ 24, which are nearly the same as the ∆x+ ≈ 40 and
∆z+ ≈ 23.5 found here for Case aiE (the case for which the difference between the
wall-unit and y∗ = 40 criteria is greatest). The Case aiE wall-normal grid spacing
adjacent to the wall is ∆y+

w ≈ 3, while the tenth grid point (the ninth off the wall)
is y+

10 ≈ 29. Because these are both significantly larger than for Case B (∆y+
w ≈ 0.2

and y+

10 ≈ 13.5), and to account for accuracy differences between the CKM95 fully
spectral scheme and the present fourth-order method, Case aiE was repeated using
a grid 1.45 times larger in each direction. The results revealed negligible changes to
the Prt profile near y∗ = 40, compared to the original results1. Since our primary
interest is in the behavior of the Prt profile, we conclude all the grid sizes shown in
Table 1 are sufficient.

The mixed ‘ai’ cases were initialized with a mature instantaneous field from
either the doubly isothermal flow [41] (Case iiA, for Case aiA), or from an ‘ai’ case
at different Revτ and Mvτ . For the latter, a cubic-spline interpolation was used to
project from a statistically stationary state onto a finer-grid domain once or more.
The DNS was then advanced until another stationary state was obtained. The
stationary state was identified by monitoring histories of instantaneous wall stress
and heat flux at a fixed point on the isothermal wall, and the running-mean values of
the density at the centerline and temperature on the adiabatic wall. (For some of the
cases, it would have been more efficient to use a Reynolds-averaged Navier-Stokes
(RANS) solution to define the initial conditions – especially for Case aiA, since
that would have avoided having to capture, via DNS at full resolution, the entire
transition from the doubly isothermal flow (iiA) to the mixed/isothermal-adiabatic
state; see Fig. 2.)

Statistics were gathered over (x, z) planes and time. The present focus on Prt
– which, recall, is defined as the ratio of two ratios, each involving a derivative
and a second-moment – requires careful consideration of the convergence of the
DNS statistics, especially away from the walls, where the ‘eddy sample’ is smaller.
Simulations were continued until the statistics yielded satisfactory balances, both
globally and locally in y, of momentum and energy (see Fig. 2c and Tables 2 and
3). Fortunately, this produced Prt profiles that are reasonably smooth (Figs. 1 and

1The value of the off-wall (y∗ ≈ 40) peak Prt differed by about 0.3%, while its location varied
about 1%.
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Table 2. Bulk-mean Reynolds and Mach numbers, and global momentum 〈ρu〉 and
energy 〈ρE〉 balances for cases with density-weighted body force, f = ρ. Global-
mean wall stress 〈τ±

w 〉 = 1
2

(
|〈τ

12
〉|y=−1

+ |〈τ
12
〉|y=+1

)
. Global-mean heat flux 〈q±

w〉 =
1
2

(
|〈q

2
〉|y=−1

+ |〈q
2
〉|y=+1

)
. For Case 2 of MTN03 and Case aiA, 〈q±

w〉 =
1
2〈qiw〉.

Case Revτ Mvτ Reb Mb 〈Taw〉 〈τ±

w 〉 〈q±

w〉/Ub

Ref.a 190.7 0.0955 3000 1.5 – 0.996 0.995
iiA 190.7 0.0955 3057 1.53 – 1.003 1.002

Ref.b 193.9 0.0969 3000 1.5 2.37 1c 0.628
aiA 193.9 0.0969 2910 1.45 3.13 0.999 0.998

aCase A of CKM95 [49].
bCase 2 of MTN03 [2].
cUnity by construction, via definition of body force (MTN03).

4). All the DNS were performed on multi-GPU clusters using CUDA+MPI. For
the most expensive case, aiF2, the averaging period was 56.8ĥ/v̂τ , over 1.136× 105

individual fields (one from each 10th DNS timestep). This case required a total of
9,600 GPU hours (16 32GB V100 GPUs × 600 hours runtime). Minimal-memory
storage algorithms [48] were applied to be able to reach a mesh size of N = 1.7×109

points on a relatively modest number of GPUs.

4 Results

4.1 Validation cases (f = ρ)

We begin by applying OpenSBLI to two compressible-channel benchmarks. Both use
the density-weighted body force, with f = ρ. The first is Case A of Coleman, Kim
& Moser [49] (hereafter CKM95), the doubly isothermal supersonic channel flow at
bulk Reynolds number Reb = ρ̂

b
Ûbĥ/µ̂iw = RevτUb = 3000 and bulk Mach number

Mb = Ûb/

√
γR̂T̂iw = MvτUb = 1.5, where the bulk velocity Ub =

∫ +1
−1 〈ρu〉dy/2ρb

.
The good agreement (within 2%) between the bulk Reynolds and Mach numbers
for Case iiA and Case A (Table 2) points to the accuracy of this implementation of
the OpenSBLI framework. (Recall that for the reference Case A, Reb and Mb are
independent/input parameters, while for Case iiA, Revτ and Mvτ are.) Note also
the near-unity values of the global momentum and energy balances (which in this
nondimensionalization are respectively 〈τ±

w 〉 and 〈q±

w〉/Ub; cf. Eqs. (2) and (3), and
see Table 2 legend for definitions). Of even more significance for the present study
is the level of correspondence of the Prt profiles in Fig. 1.

The second validation run is Case aiA, to be compared to Case 2 of the MTN03
[2] adiabatic-isothermal channel study. The differences (e.g., in the mean adiabatic-
wall temperatures 〈Taw〉; see Table 2) correlate with the degree to which the mean/global
energy input by the body force balances the energy flowing out through the lower,
isothermal wall, as revealed by the 〈q±

w〉/Ub ratios. The significant energy imbalance
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0

0.5

1

1.5

+
Case A (CKM95)

Case iiA

yw

P̃rt

Figure 1. Turbulent Prandtl number, based on Favre-/density-weighted quantities:

P̃rt = ({u′′v′′}d{T}/dy) / ({T ′′v′′}d{u}/dy).

in the MTN03 results reveals the challenge and cost associated with simulating this
flow.

The asymmetry introduced by the mixed thermal boundary conditions is evi-
dent in all the Case aiA quantities shown, especially the temperature and density
fluctuations (Fig. 2d). Figure 2c presents the terms in the 〈ρT 〉 balance,

∂〈ρT 〉

∂t
=

∂

∂y

[
−〈ρTv〉+

γ

PrRevτ
〈µ

∂T

∂y
〉

]
− (γ−1)〈ρT

∂ui
∂xi

〉+ γ(γ−1)M2
vτ E , (8)

where E = 〈 ∂ui
∂xj

τij〉. The excellent agreement between the flux term and the sum

of the pressure-dilatation term and heat-source (from the 1
2〈ρuiui〉 dissipation) in-

dicates the quality of the Case iiA and aiA statistics (compare curves and symbols
in Fig. 2c for each case). Although the pressure-dilatation transfer is significantly
larger near the isothermal wall for the mixed-BC flow at nearly the same Revτ and
Mvτ , and it acts to reduce 〈ρT 〉 there, both flows are characterized by net gen-
eration of heat concentrated near both walls (Fig. 2c), leading to nearly uniform
〈p〉 = 〈ρT 〉/γM2

vτ and
√

〈p′p′〉/〈p〉 across the channel (Figs. 2a, d). Because, at
equilibrium, the heat generated near both walls exits entirely through the isother-
mal wall, the mean temperature gradient for Case aiA is everywhere nonzero and
positive (Fig. 2b). This leads to much higher core temperatures, and thus, much
lower mean Mach numbers, at a given Mvτ , compared to the doubly isothermal
case. We also note, for future reference, the significantly greater viscous effects as-
sociated with higher temperatures on the adiabatic-wall side, for a given Revτ (see
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Figure 2. Profiles of (a) mean velocity 〈u〉, momentum flux 〈ρuv〉 and pressure 〈p〉,
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Table 3. Bulk-mean Reynolds and Mach numbers, and global momentum and energy
balances for cases with uniform body force, f = 1. Because f = 1, the energy
balance involves the volume flow rate Q =

∫ +1
−1 〈u〉dy, rather than Ub (cf. Table 2).

Case Revτ Mvτ Reb Mb 〈τ±

w 〉 〈qiw〉/Q

aiB 400 0.0955 6545 1.56 0.996 1.000
aiC 600 0.135 9983 2.25 0.997 0.990
aiD 780 0.0955 13 846 1.70 0.999 0.996
aiD2 780a/1560b 0.0955 14 512a/29 024b 1.78 0.998 0.994
aiE 1200 0.200 20 638 3.44 0.979 0.955
aiF2 1070a/2354b 0.0955 20 813a/45 788b 1.86 1.000 1.002

aIsothermal/cold-wall side, y < y
0
.

bAdiabatic/hot-wall side, y > y
0
.

e.g., the 〈ρuv〉 profiles in Fig. 2a).

4.2 New results (f = 1)

Having demonstrated, via Cases iiA and aiA, the accuracy of the OpenSBLI frame-
work, we turn to a series of simulations designed to illustrate the behavior of the
turbulent Prandtl number, for various Reynolds and Mach number combinations.
To tighten the connection between the present and incompressible channel flows,
Cases aiB–aiF2 are driven by a uniform forcing, with f = 1 (cf. page 161 of Ref. [49]).

Table 3 presents the bulk- and global-mean results. Both the momentum and
energy balances indicate satisfactory levels of equilibrium, in that 〈τ±

w 〉 and 〈qiw〉/Q
are quite close to one. Since the bulk Mach number Mb is defined with respect to
the isothermal wall temperature (and the core temperature is so high), Mb does
not correspond to an equivalent freestream Mach number above either of the indi-
vidual isothermal- or adiabatic-wall layers. Several measures of a more appropriate
local/core Mach number are given in Table 4, including the mean (local velocity-
magnitude to local sound-speed) Mach number 〈M〉 = Mvτ 〈(uiui)

1/2/T 1/2〉 at the
d{u}/dy = 0 location y = ye, at the channel centerline y = 0, and at its maximum,
respectively: 〈Me〉, 〈Mc〉, and 〈M〉max (see Fig. 3a). A characteristic of this mixed-
boundary-condition flow is the weak dependence of the core Mach number on the
case-defining reference Mach number (based on the global-mean friction velocity and
the isothermal-wall temperature). Note, for example, that the factor of 2.1 increase
in Mvτ between Case aiD and aiE, leads to only about a 20% increase in 〈Mc〉, 〈Me〉,
and 〈M〉max

2. The highest-speed case (aiE) corresponds to 〈Me〉 = 1.42, with mean
wall-to-edge-temperature ratios of 〈Tiw〉/〈Te〉 = 0.12 and 〈Taw〉/〈Te〉 = 1.5. Future
simulations involving distributed heat sources/sinks will be considered, to allow a
broader variation of core Mach numbers.

2The turbulence Mach number also shows relatively little variation: Mt = Mvτ 〈u
′
iu

′
i〉

1/2/〈T 〉1/2

ranges from 0.07 to 0.08 at its minimum, near the centerline, and from 0.20 to 0.25 at its maximum,
near the cold wall.
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Table 4. Mean core values. Subscripts e and c, respectively, denote quantities at
y = ye, the location at which d{y}/dy = 0, and y = 0.

Case ye 〈Mc〉 〈Me〉 〈M〉max 〈Tc〉 〈Te〉 〈ρc〉 〈ρe〉

iiA - 0.004 1.522 1.522 1.522 1.399 1.399 0.9783 0.9783
aiA - 0.034 1.136 1.136 1.154 2.378 2.360 0.9686 0.9759

aiB 0.074 1.162 1.153 1.167 2.489 2.537 0.9800 0.9615
aiC 0.105 1.327 1.309 1.334 3.955 4.094 0.9728 0.9401
aiD 0.087 1.193 1.182 1.199 2.691 2.758 0.9825 0.9588
aiD2 0.141 1.244 1.228 1.246 2.685 2.797 0.9883 0.9493
aiE 0.116 1.442 1.417 1.455 7.831 8.187 0.9622 0.9206
aiF2 0.161 1.267 1.247 1.268 2.801 2.943 0.9918 0.9447

In terms of the wall-friction Mach number, Mτ = ûτ/

√
γR̂〈T̂w〉, where ûτ =√

〈τ̂w〉/〈ρ̂w〉, at both the isothermal (Mτiw ) and adiabatic (Mτaw) walls, the cases
span 0.0524 ≤ Mτ ≤ 0.0757 (Tables 5 and 6). The other inner-layer, compressible-
flow scaling parameter, accounting for surface heat transfer, can be written Bq =
(γ−1)〈q̂w〉/γR̂〈ρ̂iw〉ûτiw〈T̂iw〉 [50]. The variation of this quantity is somewhat wider,
with 0.074 ≤ −Bq ≤ 0.189 on the isothermal wall of the f = 1 cases (Table 5).

A wall-friction Reynolds number based on the effective-layer thickness,

Reτw = y+

ew = 〈ρ̂w〉ûτ ŷew/〈µ̂w〉 (9)

(where ŷew is the wall-normal distance from the wall in question, ŷeiw or ŷeaw , to
the d{û}/dŷ = 0 location ŷe) is displayed in Tables 5 and 6, for both sides of each
case. (Note the absence of the channel halfwidth in Eq. (9).) Also included is the
Reynolds number, y∗eiw or y∗eaw , defined by measuring ŷew in the semilocal scaling of
Huang et al. [1], for which the nondimensional wall-normal coordinate is given by

y∗w = 〈ρ̂〉û∗τ ŷw/〈µ̂〉, (10)

where û∗τ =
√

〈τ̂w〉/〈ρ̂〉; thus, y
∗
eiw =

√
〈ρ̂e〉〈τ̂iw〉ŷeiw/〈µ̂e〉 and y∗eaw =

√
〈ρ̂e〉〈τ̂aw〉ŷeaw

/〈µ̂e〉. When they are used to sort the cases, the wall-based and semilocal Reynolds
numbers give an identical ranking on the hot-wall side, with Cases aiF2 and aiA,
respectively, at the high and low extremes. On the cold-wall side (where Reτiw is a
much as 12 times larger than y∗eiw), the ranking of the cases is identical to that on
the hot-wall side, when y∗eiw is used; but when sorted according to Reτiw , Case aiE
displaces Case aiF2 as having the highest Reynolds number. We shall find that the
width of the constant-Prt region (as a fraction of the channel halfwidth) correlates
better with Reτw than it does with y∗ew (cf. Fig. 6b).

Profiles of mean quantities, including those from which the turbulent Prandtl
number is built, are shown in Fig. 3. Because the wall-to-wall integral of the rate of
kinetic-energy dissipation E (not shown) is of the same order for all the cases, the
mean heat flux through the cold wall and the mean adiabatic wall temperature both
increase roughly in proportion to M2

vτ (see Eq. (8), and Fig. 3a). The subplot in
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Table 5. Mean isothermal-wall-side results.

Case Reτiw= y+
eiw y∗eiw Mτiw −Bq 〈Tiw〉/〈Te〉 〈ρiw〉

iiA 224 148 0.0816 0.0499 0.715 1.373
aiA 297 106 0.0671 0.0707 0.424 2.295

aiB 696 228 0.0636 0.0741 0.394 2.431
aiC 1358 251 0.0723 0.1187 0.244 3.826
aiD 1436 426 0.0614 0.0767 0.363 2.634
aiD2 1553 453 0.0630 0.0782 0.358 2.645
aiE 3789 306 0.0757 0.1886 0.122 7.473
aiF2 2234 613 0.0620 0.0799 0.340 2.769

Table 6. Mean adiabatic-wall-side results.

Case Reτaw= y+
eaw y∗eaw Mτaw 〈Taw〉 〈Taw〉/〈Te〉 〈ρaw〉

aiA 73 103 0.0605 3.129 1.33 0.7336

aiB 128 182 0.0588 3.401 1.34 0.7148
aiC 119 184 0.0654 5.873 1.435 0.6515
aiD 227 327 0.0561 3.725 1.35 0.7073
aiD2 401 585 0.0540 3.819 1.365 0.6927
aiE 134 220 0.0689 12.295 1.50 0.6079
aiF2 560 824 0.0524 4.048 1.375 0.6840
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Figure 3. Profiles of (a) mean temperature 〈T 〉, Mach number 〈M〉 and den-
sity 〈ρ〉, (b) Reynolds-averaged total convective flux of momentum 〈ρuv〉 and
heat 〈ρTv〉, (c) Favre-averaged velocity gradient d{u}/dy and turbulent shear
stress {u′′v′′}, and (d) Favre-averaged temperature gradient d{T}/dy and turbu-
lent heat flux {T ′′v′′}, for cases with uniform body force. Mean Mach number
〈M〉 = 〈(û2 + v̂2 + ŵ2)1/2/â〉, with â2 = γR̂T̂ . Thinner, grey/shaded lines in (b) are
(negative) total (viscous plus turbulent) stress or flux, where line type corresponds
to case. Symbols in subplot in (b) are wall values for Case aiC (closed circle) and
aiE (open diamond).
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Fig. 3c shows the relationship between the {u′′v′′} = 0 and d{u′}/dy = 0 locations.
In general, they are quite close, which supports the decision to interpret ye as
the equivalent ‘top’ or ‘edge’ location of both the cold- and hot-wall layers. (The
outer/core regions of these equivalent layers will of course contain a negligible wake
component, so we can only expect the present results to emulate the near-wall and
logarithmic regions of spatially developing isothermal- or adiabatic-wall boundary
layers.)

For completeness, we note the presence of a weak ‘kink’ in the y-derivative
statistics (mean viscous heat flux and stress) at the first grid point off the isothermal
wall in some cases. The severity of this numerical artifact varies in proportion to
Mvτ , and is negligible for all but Cases aiC (Mvτ = 0.135) and aiE (Mvτ = 0.2). (See
subplot in Fig. 3b, and note, in Table 3, the slowly growing deviation from unity with
increasing Mvτ of 〈τ±

w 〉 and 〈qiw〉/Q.) Case aiE was rerun with 1.45-times more grid
points in all three directions to check the potential dependence on grid resolution.
The artifact remained at the first grid point after refinement, however, suggesting
the issue is not related to underresolution3.

For compressible turbulence, there is some arbitrariness in the definition of Prt.
We follow Huang et al. [1] and use

P̃rt =
ν̃t
α̃t

, (11)

where ν̃t = −{u′′v′′}/(d{u}/dy) and α̃t = −{T ′′v′′}/(d{T}/dy). We will also briefly
consider the definition used by Zhang et al. [30] when analysing their super- and
hypersonic boundary-layer DNS, namely

P̂rt =
〈ρu′v′〉d〈T 〉/dy

〈ρT ′v′〉d〈u〉/dy
, (12)

to allow direct comparison with their findings. (This quantity is equivalent to the
mixing-length factor c introduced by Ref. [1] when examining the performance of
the strong Reynolds analogy in purely isothermal-wall channel flow.)

The turbulent Prandtl number profiles in Fig. 4 are the central results of this
paper. Please note the Case aiD and Case aiD2 results on the cold-wall side, shown
in the subplot in Fig. 4a. The very good agreement for y < −0.5 supports the dual-
viscosity strategy used to maximize the Reynolds number throughout the domain
while using a common grid density, for Cases aiD2 and aiF2, since this agreement
implies the higher Revτ on the hot-wall side has no adverse effect on the lower-

Reynolds-number side, well into the core region. The P̃rt differences between the aiD
and aiD2 results between y = −0.5 and 0 reflect ‘contamination’ from the higher-
Revτ side, and/or (more likely, in our view) provide a measure of the statistical
uncertainty typical of the DNS data, which increases toward the centerline.

The tendency for P̃rt to approach a value close to 0.85, at fixed y in the outer/core

layer, with increasing Reynolds number – and for the extent of the P̃rt ≈ 0.85 region

3The kink also appears in the dilatation field above the isothermal wall for all the cases, except
for the doubly isothermal-wall flow, Case iiA. This is presumably due to the global, wall-to-wall
nature of the ‘acoustic modes’ discussed in CKM95, which apparently echo either the symmetry or
asymmetry of the thermal boundary conditions.
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Figure 4. Turbulent Prandtl number. Grey/shaded curves and symbols in (c) and
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to increase with Reynolds number – is clear, especially on the cold-wall side. Another
message from Fig. 4 regards the ability of the semilocal scaling to remove, at least
to first order, the significant Reynolds- and Mach-number dependence displayed
when the P̃rt profiles are presented in units of the channel half-width (Figs. 4a, b).
Figures 4c, d reveal that for both the cold- and hot-wall layers, the location of the
off-wall maximum of P̃rt occurs near the same value of y∗iw and y∗aw, of about 40.
In contrast, when measured in wall units from the nearest wall, the location of
the off-wall peak P̃rt moves outward from the cold wall, and toward the hot one,
with the width of the P̃rt ≈ constant regions in Fig. 4 stretching or compressing
in proportion to Reτiw or Reτaw (Table 5 or 6). The smaller variations of the off-
wall-peak location about y∗w = 40 displayed in Fig. 4c, d will be examined below.
(Very-near-wall behavior is not considered here, in order to address only regions
of meaningful turbulence transport; the profiles in Fig. 4 do not include near-wall
locations for which −{û′′v̂′′}/v̂2τ is less than 0.02.)

The colored cross (+) symbols in Fig. 4c are from Case iiA. The similarity be-

tween the near-wall variation of P̃rt in this (purely isothermal) flow and that from
the isothermal-wall side of the mixed-boundary-condition cases again underlines the
value of the semilocal scaling, and lends further support to the strategy underlying
the present study, of interpreting the two sides of the isothermal-adiabatic flow as
separate, independent entities, at least with regard to evaluating Prt within their
near-wall and logarithmic regions. That the Case iiA results, for which f = ρ, are in
line with the isothermal-wall side results of the f = 1 cases (cf. Fig. 5) points to the

insensitivity of the P̃rt profiles to the body-force weighting, below at least y∗iw = 80.

The agreement on the cold-wall side between the present P̃rt(y
∗
iw) and the in-

compressible/passive-scalar results (symbols) is striking, both for the magnitude and

location of the off-wall peak, and the P̃rt → 0.85 approach at large y∗iw. (Compare
the cold- and hot-wall results for y∗w > 100 from Case aiF2 in Fig. 4d.) This agree-
ment, which is broadly consistent with the conclusions drawn by Zhang et al. [30]
from their DNS of super- and hypersonic boundary layers over adiabatic and cold
walls, will be quantified further below.

The relative importance of the molecular and turbulent components of the
heat/momentum fluxes can be inferred by considering the ratio of the total (molec-
ular plus turbulent) diffusivities given by

Prtot =
ν̃t + 〈µ〉/〈ρ〉Revτ

α̃t + 〈µ〉/〈ρ〉PrRevτ
. (13)

Comparing P̃rt with Prtot (which for selected passive-scalar and compressible cases
is shown by the grey/shaded lines/symbols in Fig. 4c, d) reveals the magnitude of the

off-wall peak in P̃rt is mitigated (but not eliminated) by inclusion of the molecular
terms. (The Prtot ratio may be useful from a practical, modeling point of view,
as a replacement for the turbulent Prandtl number, because of this smaller off-wall
peak magnitude, and especially its single, well-defined value on the wall, equal to
the molecular Prandtl number.) We note the location of the off-wall peak, y∗ ≈ 40,
is well above that at which the turbulent and molecular viscosities are equal at both
the cold and hot walls: for Case aiF2, these locations are y∗iw ≈ 9 and y∗aw ≈ 12
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Figure 5. Wall-based Reynolds-number dependence of (a) value and (b) location of

off-wall maximum P̃rt, P̃rtmax . Open and closed red symbols are, respectively, from
adiabatic-wall and isothermal-wall sides of Cases aiA–aiF2.

(see dark crosses (×) in Figs. 4c, d). The off-wall peak is thus a symptom of the
different rates at which the turbulent diffusivities of heat and momentum decrease
as they approach the wall: for both sides of all cases, the transport of heat decreases
more rapidly with decreasing yw than the transport of momentum does, until the
off-wall peak location, below which the turbulent transport of momentum falls more
rapidly [35].

In Figs. 4e, f the alternative definition Eq. (12), for P̂rt, is compared to Eq. (11),

for P̃rt. While the near-wall variation on both sides, below y∗iw ≈ 200 and y∗aw ≈ 100,
is essentially the same for both expressions (compare thick-long-dash curves and

thick-solid curves, for Case aiF2), in the outer/core regions, P̂rt is more constant

than P̃rt is on the cold-wall side but less so on the hot-wall side. This difference in
the outer region appears to be significant enough to warrant further investigation.

The star symbols in Fig. 4f are from the Zhang et al. [30] adiabatic-wall boundary-
layer DNS, with freestream Mach number M∞ = 2.5 and Reτaw = 510. The agree-
ment with Case aiF2 (Reτaw = 560) is reasonable; the differences exhibited above
y∗ = 100 correlate with differences of the wake components in the channel and
boundary layer: for the M∞ = 2.5 boundary layer, the yw/δ = 0.15 location (a
measure of the top of the log layer, where δ is the boundary-layer thickness) corre-
sponds to y∗ = 115.

The magnitude and location of the off-wall maxima for all the cases, including
the incompressible channels and supersonic boundary layers, will be taken up next.
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5 Further discussion

In view of the rapid mean-property variations near the adiabatic and especially
isothermal walls, and of the success of the semilocal scaling, one might expect the
peak value P̃rtmax to be closely correlated with the semilocal Reynolds numbers y∗iwe

or y∗awe
. We find instead the magnitude of P̃rtmax correlates better with the wall-

shear Reynolds numbers, Reτiw or Reτaw , for both sides (for which, recall, Reτiw =
y+
eiw and Reτaw = y+

eaw), and all Mvτ , of the present DNS, for incompressible/passive-
scalar channels, and for the supersonic (M∞ = 2.5) adiabatic-wall boundary layer
[30]; see Fig. 5a. The off-wall peak falls with Reτw from a maximum near 1.1 to
values just below unity; the results for the two highest Reτw simulated here (from
the cold-wall sides of Cases aiF2 (Reτiw ≈ 2200) and aiE (Reτiw ≈ 3800)), and the

Reτw ≈ 4000 passive-scalar DNS [23], suggests P̃rtmax ≈ 0.98 may be the high-Reτw
limit.

The y∗ location of P̃rtmax also correlates fairly well with Reτw , across the incom-
pressible and compressible channels, and the boundary-layer flow, although there
is more scatter for this quantity (Fig. 5b). The large deviation of the boundary-
layer value is thought to be mostly a consequence of the lack of a well-defined
log region for this case, as discussed above, such that the wake component affects
the off-wall peak (see Fig. 2a of [30], and recall that yw/δ = 0.15 corresponds to
z∗ = 115). (That spatial resolution may also contribute to the difference cannot
be completely ruled out. Although the Ref. [30] simulation used a 7th-order dis-
cretization, and a grid for which, at y∗ = 40, the streamwise, wall-normal, and
spanwise spacings are ∆x∗ ≈ 6.2, ∆y∗ ≈ 1.3, and ∆z∗ ≈ 3.7 (recall the present
4th-order discretization requires ∆x∗ ≤ 5, ∆y∗ ≤ 0.9, and ∆z∗ ≤ 3 at y∗ = 40
to achieve grid-converged near-wall P̃rt profiles), that study employed a WENO-
based shock-capturing scheme, which can be less accurate for resolving turbulence
than lower-order, nondissipative, central schemes, such as is used here [51]. Piroz-
zoli [45] recommends ‘application [of WENO schemes] to LES and DNS . . . only
in hybrid form, i.e., in conjunction with a nondissipative algorithm to treat smooth
flow zones’. See also [52].) The other outlier in Fig. 5b is the Reτw ≈ 3800 value from
Case aiE. However, the grid-refinement study done for this case, described above,
gives some confidence in this result. (The incompressible, passive-scalar DNS all
employed nondissipative spatial algorithms and followed standard/well-established
resolution guidelines. Nevertheless, it would be interesting to determine whether
strict adherence to the y∗(= y+) = 40 criterion required for our code to produce
grid-independent near-wall Prt profiles (appropriately modified to account for the
order of the various schemes4) would alter any of the passive-scalar data in Fig. 5.)
For now, we interpret Fig. 5 as suggesting the near-wall variation of Prt for super-
sonic wall-bounded turbulence can be usefully approximated as a function of the
semilocal coordinate, with that function parameterized by Reτw

5.

4The resolution used for the fully spectral result from [25] is likely to already satisfy the y+ = 40
criterion.

5Compare the proposal by Reynolds [53], that for incompressible/passive-scalar flow at a given
molecular Prandtl number, the near-wall Prt variation be represented as a unique function of ν+

t

(the eddy-viscosity profile in wall units) and either y+

w or y+

w/Reτw .
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Figure 6. Profiles of (a) local Reynolds numbers, and (b) turbulent heat flux
(upper) and viscous and turbulent flux gradients (lower, for Case aiF2 only).
Mean-profile Reynolds number Reu = Revτ 〈ρ〉〈u〉/〈µ〉; turbulence Reynolds num-
ber Ret = Revτ 〈ρ〉 ν̃t/〈µ〉, where ν̃t = −{u′′v′′}/(d{u}/dy). Thicker curves in (b)

are −ν̃t(d{T}/dy)/0.85, i.e., the P̃rt = 0.85 idealization of {T ′′v′′} (the latter shown
by thinner curves). Heat-flux profiles in (b) each offset vertically by 2.5 units. Num-
ber labels on curves correspond to increasing Reτw (see Tables 5 and 6).

We conclude by revisiting the large-Revτ , P̃rt → 0.85 behavior observed in

the outer/core regions of Fig. 4. The approach toward the P̃rt = 0.85 state is
revealed in Fig. 6b by the convergence of the (negative) turbulent heat flux {T ′′v′′}
and −ν̃t(d{T}/dy)/0.85 with increasing Reτw . These two quantities are equivalent

when P̃rt is exactly 0.85. Also shown in Fig. 6b, in the lower plot, are the molec-
ular and turbulent flux-divergence terms in the 〈ρT 〉 budget for Case aiF2.6 (The
small ‘spikes’ at y = 0.165 – i.e., at y

0
for Case aiF2 – are due to the step-function

change in Revτ at this location.) The sum of the two flux-divergence terms in
Fig. 6b agrees very well with the sum of the velocity–pressure-gradient correlation,
γ−1
γ 〈ui∂ρT/∂xi〉, and the heat source, (γ− 1)M2

vτ E (not shown here). For this case,
the heat transport due to the turbulence is larger than the molecular transport be-
tween y = −0.925 and +0.99, well into the nearer-wall regions where the P̃rt = 0.85
relation breaks down. These limits are comparable, but not equivalent, to the near-
wall locations at which the turbulent and molecular viscosities are equal, y = −0.99
and +0.98 (cf. dark cross symbols in Fig. 4c, d).

While the general P̃rt → 0.85 trend with increasing Reynolds number is ap-
parent, the P̃rt = 0.85 condition is more approximate on the hot-wall side, even
though the local Reynolds number is not necessarily smaller there: when measured

6This form of the ∂〈ρT 〉/∂t = 0 balance, for which γ does not multiply the molecular heat
flux, requires modification of the pressure-dilatation correlation in Eq. (8). Recall that for the
plane-channel geometry, 〈ρTv〉 = 〈ρ〉{T ′′v′′}.
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in terms of turbulence quantities, the Reynolds-number profiles for the two dual-
viscosity cases, aiD2 and aiF2, are nearly the same across the two sides (see Ret in
Fig. 6a). Additionally, when defined with respect to mean quantities, the magnitude
of the hot-wall side profile for these two cases is much larger than on the cold-wall
side (see Reu in Fig. 6a). Instead, the approach toward the high-Reynolds-number
limit is better characterized by the wall-based Reynolds number Reτw . The quality

of the P̃rt = 0.85 idealization improves monotonically with increasing Reτw , above
both the cold and hot walls. (The curves in Fig. 6b are numbered according to
Reτw , increasing from Reτaw = 73 (Curve 1, Case aiC) to Reτiw = 3789 (Curve 12,
Case aiE).) On the hot-wall side of Case aiF2 (Curve 6), for which Reτaw ≈ 560 (the
largest adiabatic-wall value), the agreement between the actual heat flux and the

P̃rt = 0.85 prediction is comparable, but somewhat worse, than on the cold-wall side
of Case aiB (Curve 7), for which Reτiw ≈ 700 (the smallest isothermal-wall value).
The emerging picture of the Prt variation for the present flow is thus a function
given by 0.85F(y∗w), where F → 1 for y∗w > 100 or so, provided the Reynolds num-
ber is sufficiently large. Below y∗w ≈ 100, for any Reynolds number large enough to
sustain turbulence, F at a given y∗w also depends systematically on Reτw .

6 Closing remarks

Our objective has been to isolate the effect of thermal boundary conditions on the
turbulent Prandtl number Prt in supersonic wall-bounded turbulence. To this end,
a new family of DNS has been presented for mixed isothermal/adiabatic-wall plane-
channel flows. The two sides of the channel were viewed as independent shear layers,
based on the observation that Prt above one wall is unaffected by conditions on the
opposite-wall side7. The parameter space included effective/edge Mach numbers
ranging from 1.1 to 1.4, mean wall-to-edge temperature ratios from 0.12 to 1.5, and
effective-thickness, wall-friction Reynolds numbers from 73 to 3800.

Validation against previous studies highlighted the difficulty in obtaining con-
verged results for this configuration, and, in particular, avoiding underprediction of
the mean adiabatic-wall temperature. Statistics were gathered over sufficiently large
time samples to produce good global momentum and energy balances, and smooth
Prt profiles well into the core region of the channel.

Analogous to the Townsend hypothesis that eddies within the inertial subrange
are unaffected by the details of surface roughness (provided the roughness elements
are below a certain size threshold), we found here that the details of the surface
heat transfer – including its absence – do not prevent the same near-constant Prt
from appearing in the logarithmic/inertial region above both cold/isothermal and
hot/adiabatic no-slip walls. Moreover, the near-wall, nonconstant profile below the
inertial sublayer (but well above the very-near-wall region, where viscosity dom-
inates) depends – regardless of the thermal-conduction properties of the wall –
solely on the wall-variable Reynolds number and a unique function of the mean-
density/temperature-weighted semilocal wall-normal variable y∗w. The extent to

7Compare Prt above the isothermal wall in Case iiA with that in aiA, and in Case aiD with
aiD2.
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which this behavior will hold at higher, especially hypersonic, Mach numbers – for
which compressibility effects extend well beyond mean-property variations (which
dominate in the present supersonic regime), and thermodynamic/dilatational fluc-
tuations become increasingly important – is an open question, requiring further
study.

First- and second-order statistics from all the DNS results presented here are
available on the NASA Turbulence Modeling Resource (TMR) website8.
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