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Arctic oscillation (AO), which is the most dominant atmospheric variability in the 26 

Northern Hemisphere (NH) during the boreal winter, significantly affects the weather 27 

and climate at mid-to-high latitudes in the NH. Although a climate community has 28 

focused on a negative trend of AO in recent decades, the significant positive trend of AO 29 

over the last 60 years has not yet been thoroughly discussed. By analyzing reanalysis and 30 

Atmospheric Model Inter-comparison Project (AMIP) datasets with novel pacemaker 31 

experiments, we found that sea surface temperature warming in the Indian Ocean is 32 

conducive to the positive trend of AO from the late 1950s. The momentum flux 33 

convergence by stationary waves due to the Indian Ocean warming plays an important 34 

role in the positive trend of AO, which is characterized by a poleward shift of zonal-mean 35 

zonal winds. In addition, the reduced upward propagating wave activity flux over the 36 

North Pacific due to Indian Ocean warming also plays a role to strengthen the polar 37 

vortex, subsequently, it contributes to the positive trend of AO. Our results imply that the 38 

respective warming trend of tropical ocean basins including Indian Ocean, which is either 39 

anthropogenic forcing or natural variability or their combined effect, should be 40 

considered to correctly project the future AO’s trend.  41 

 42 

INTRODUCTION 43 

Arctic oscillation (AO), also known as the Northern Hemisphere Annular Mode, is the most 44 

dominant atmospheric variability over the mid-to-high latitudes in the Northern Hemisphere 45 

(NH) during the boreal winter (December-January-February, hereafter, DJF)1. The spatial 46 

structure of AO is characterized by a seesaw-like pattern in the geopotential height (GPH) or 47 

sea level pressure (SLP) between the mid-latitude NH and the Arctic region, which indicates a 48 

redistribution of the air mass between these regions1-3. Concurrently, large-scale atmospheric 49 

circulation in the NH also varies due to the phase of AO and, consequently, it affects surface 50 



temperature as well as atmospheric circulation over several regions. For example, when AO is 51 

in a positive phase, zonal-mean zonal winds at mid-latitudes are shifted poleward and enhanced, 52 

resulting in warmer surface temperatures than normal over northern Eurasia, East Asia, and 53 

southeastern North America during boreal winter2-8. These characteristics are nearly reversed 54 

in AO negative phase as featured by cold winter over those regions in the strongest negative 55 

AO year, 2009/20109. It is important to know how the AO phases vary in a changing climate 56 

because those regions are the most populated and industrialized regions at the mid-latitudes in 57 

the NH. 58 

A previous study showed that an observed trend of AO since 1960 could not be 59 

statistically explained by atmospheric internal variability, which implies that external forcing 60 

exerted important influence on this trend10. As such, the climate community has sought to 61 

understand the physical processes affecting the AO’s trend in a changing climate11,12. Some 62 

researchers have argued that an increase in greenhouse gases can force the AO toward its 63 

positive polarity by strengthening the meridional temperature gradient in the upper troposphere 64 

and lower stratosphere13-15. However, AO presented a negative trend from the late 1980s to the 65 

early 2010s16,17. Although such a negative trend of AO could be an atmospheric internal 66 

variability18, it has been also suggested that an increase in vertical propagation of planetary 67 

waves, which is due to either Arctic sea ice loss along with Arctic amplification19-23 or an 68 

increase in snow cover in the Eurasian continent24-26, plays a role. While there has been a wealth 69 

of research on the AO’s trend and its associated mechanisms24,25,27-29, there have been fewer 70 

studies that have examined the mechanism explaining the AO’s trend for a sufficiently long 71 

period of time.  72 

We analyzed reanalysis datasets, Atmospheric Model Inter-comparison Project (AMIP) 73 

model datasets, and novel pacemaker experiments using an Atmospheric General Circulation 74 

Model (AGCM) to investigate a long-term trend of AO and associated physical mechanism. 75 



Unless stated otherwise in the text, the results were for the winter (DJF) season only. We 76 

defined winter as the three months from December to February for the SST data and 77 

atmospheric variables; therefore, 1958 winter indicates December 1958, January 1959, and 78 

February 1959. 79 

 80 

RESULTS 81 

A positive trend of Arctic oscillation  82 

We first displayed the AO index for 1958–2017 from the observational sea level pressure data 83 

from the Met Office Hadley Centre (HadSLP2)30 (Fig. 1a). Although a climate community has 84 

focused on a significant negative trend of AO from the late 1980s to the early 2010s25 (green 85 

dashed line in Fig. 1a) and suggested that it is associated with the Arctic amplification28, the 86 

most striking feature is that the observed AO index shows a statistically significant positive 87 

trend during the last 60 years (black dashed line in Fig. 1a). These positive trends are also found 88 

in other reanalysis datasets including the National Centers for Environmental Prediction and 89 

National Center for Atmospheric Research (NCEP/NCAR) reanalysis 131, and the Japanese 55-90 

year (JRA-55) reanalysis data32 (Supplementary Figs. 1a, b). It is noteworthy that the positive 91 

trend of AO is robust if the analyzed period is taken from the early 20th century (e.g., 0.89/88-92 

year with a 95% confidence interval of ±0.71 and p-value of 0.02 in 1930 – 2017 period). While 93 

the climate community has been debating on whether or not global warming causes the 94 

negative trend of AO, the Arctic sea ice extent has gradually been decreasing (Supplementary 95 

Fig. 2a) with the continuous warming of the Arctic surface temperature since 1958 96 

(Supplementary Fig. 2b). Therefore, the positive trend of AO during the last 60 years cannot 97 

be simply explained by sea ice loss along with Arctic amplification which may explain the 98 

negative trend of AO on decadal timescale. 99 

On the other hand, researchers have shown that the observed AO variability in the last 100 



half of the 20th century could be forced by time-averaged tropical diabatic heating33, which is 101 

usually reflected in either outgoing long-wave radiation (OLR) or precipitation34 associated 102 

with the total sea surface temperature (SST). Figures 2a and 2b display the SST trends in the 103 

tropics for 1958 – 2017 from the Met Office Hadley Centre SST data sets (HadISST data sets)35 104 

and NOAA Extended Reconstructed Sea Surface Temperature version 5 (ERSSTv5)36, 105 

respectively. The observed tropical SST has been warmed with the significant warming over 106 

the Indian Ocean and western Pacific in the 1958–2017 period37-39. In addition, the decreases 107 

in OLR, which is indicative of enhanced convective heating, are observed in the tropical Indian 108 

Ocean and the eastern tropical Pacific (Supplementary Figs. 3a, b). The correlations between 109 

AO index and OLR show that enhanced convective heating in some regions including the 110 

tropical Indian Ocean, the eastern tropical Pacific and the tropical Northern Atlantic is 111 

associated with the positive AO (Supplementary Figs. 3c, d). Note that the similar results are 112 

obtained after removing the trend although there are some discrepancies in detailed structures 113 

(Supplementary Figs. 3e, f). Therefore, it is necessary to further analyze whether tropical SST 114 

forcing with enhanced convection in a long-term period is conducive to the positive trend of 115 

AO. 116 

To examine this notion, we analyzed AMIP-type simulations, which is useful for 117 

exploring atmospheric responses to underlying SST forcing. The AMIP-type simulations 118 

derived by three different climate models are obtained from the National Oceanic and 119 

Atmospheric Administration (NOAA) Facility for Weather and Climate Assessments (FACTS; 120 

Method)40. Each model is forced with the same historical forcing including SST, sea ice 121 

concentration (SIC) and greenhouse gas concentration with its own number of ensemble 122 

members (Supplementary Table 1), and we analyzed the multi-model mean (MMM) 123 

atmospheric variables and ensemble mean atmospheric variables simulated in each AGCM to 124 

examine the role of SST forcing with exclusion of the role of internal variability in the climate 125 



system (Method). The MMM AO index from NOAA FACTS displays a positive trend although 126 

it is only marginally statistically significant (Fig. 1b). All three AMIP-type simulations from 127 

NOAA FACTS also display a positive AO trend in their respective ensemble means 128 

(Supplementary Figs. 1c-e) although their statistical significances are not significant except for 129 

the GEOS-5 model at a 90% confidence level.  130 

We also conducted AMIP-type simulations using the Global/Regional Integrated 131 

Model system (GRIMs)41 in which historical SST is prescribed in the globe with 10 ensemble 132 

members (hereafter, referred to as CTRL_run and see also Supplementary Table 2) (Method). 133 

Here, we prescribed the monthly climatological SIC with a seasonal cycle and fixed the CO2 134 

concentration (348 ppm) to remove the effects of changes in the SIC and CO2 concentration 135 

(Method), which is different from NOAA FACTS AMIP-type simulations. Similar to the 136 

NOAA FACTS AMIP-type simulations, the positive trend of AO is simulated in GRIMs 137 

CTRL_run, although it is not statistically significant (Fig. 1c). Despite a lack of strong 138 

statistical significance, there is a tendency of positive trends across the AMIP-type simulations, 139 

and we infer that the tropical SST forcing contributes to the positive trend of AO. 140 

The precipitations in NOAA FACTS MMM and GRIMs CTRL_run significantly 141 

increase over the tropical Indian Ocean and the western Pacific Ocean (Figs. 2c, d), which is 142 

consistent to some extent with the OLR trend in the reanalysis datasets (Supplementary Figs. 143 

3a, b). The reason of why we analyzed the precipitation data instead of OLR is because the 144 

OLR data is not available in the NOAA FACTS AMIP-type simulations. It is also found that 145 

there are various regions including the tropical Indian Ocean, the subtropical Pacific and the 146 

tropical Northern Atlantic Ocean where the positive correlations between AO index and 147 

precipitation are significant in both FACTS MMM and GRIMs CTRL_run (Figs. 2e, f). Similar 148 

results are obtained in each individual NOAA FACTS AMIP-type simulation (Supplementary 149 

Fig. 4). Considering both significant increase in tropical convection activities and significant 150 



positive correlation between convection activities and AO in reanalysis and AMIP-type 151 

simulations (Fig. 2, Supplementary Figs. 3, 4), we infer that the increases in SST-forced 152 

convection activities over the tropical Indian Ocean can drive the positive trend of AO. On the 153 

other hand, the significant positive correlations over the subtropical Pacific and the tropical 154 

Northern Atlantic Ocean do not accompany with the long-term increase in precipitation (Figs. 155 

2c-f, Supplementary Fig. 4). However, the correlation analysis does not imply causality, and 156 

the impact of SST forcings outside the IO cannot be thoroughly excluded based on the 157 

correlation analysis only. To overcome this, we further conducted additional pacemaker 158 

experiments in which SSTs are prescribed in specific tropical regions using GRIMs (Method). 159 

 160 

Pacemaker experiments  161 

The pacemaker experiments consist of four experiments with 10 ensemble members in which 162 

the historical SST is prescribed in the tropical Indian Ocean (IO_run), tropical Western Pacific 163 

(WP_run), tropical Eastern Pacific (EP_run) and tropical Atlantic Ocean (AT_run) 164 

(Supplementary Table 2). The details of geographical regions in which historical SST is 165 

prescribed in each experiment are shown in Supplementary figure 5. Except for the SST, other 166 

forcings such as SIC and CO2 concentration in all pacemaker experiments are identical to the 167 

GRIMs CTRL_run. All results presented here are derived using the ensemble mean 168 

atmospheric variables. 169 

The AO index simulated in each experiment is shown in Fig. 3. The only IO_run 170 

presents a significant positive trend of AO (Fig. 3a and Table 1), which is consistent to some 171 

extent with the role of the Indian Ocean warming in the positive trend of North Atlantic 172 

Oscillation (NAO) in the last half of the 20th century42-44. In contrast, the WP_run and AT_run 173 

simulate a statistically significant negative trend of AO index (Figs. 3b and 3d), and there is no 174 

significant trend in AO index in the EP_run (Fig. 3c). The opposite AO trend between the 175 



IO_run and WP/AT_runs might explain the relatively weak positive trend of AO in the 176 

CTRL_run (Fig. 1c). Indeed, the additive combination of AO’s linear trends in four 177 

experiments (IO, WP, EP, and AT_run) is 0.08/60-year (Table 1). This implies that the 178 

significant contribution of IO on the positive AO trend is cancelled by that of other oceans, 179 

resulting in an insignificant AO trend in CTRL_run (Fig. 1c). However, 0.08/60-year is much 180 

smaller than the linear trend of AO in CTRL_run, 0.55/60-year (Table 1), which might be due 181 

to the notion that the AO variability simulated in CTRL_run could be explained by both linear 182 

and non-linear processes from individual oceans. Such cancellation effect from individual 183 

oceans also potentially occurs in the AMIP-type simulations from NOAA FACTS which also 184 

exhibit a less significant positive trend of AO index (Fig. 1b and Supplementary Figs. 1c-e). 185 

By the same token, the significant linear trend of AO in the reanalysis data sets (Fig. 1a and 186 

Supplementary Figs. 1a, b) might imply that the influence of the Indian Ocean SST forcing is 187 

dominant in the real system.  188 

To explore the atmospheric structures in response to individual ocean SST forcing, we 189 

display the linear trend of 500hPa geopotential height (Z500) in each experiment (Fig. 4). 190 

Supplementary Fig. 6 further displays the linear trend of 200hPa geopotential height (Z200) 191 

and SLP in each experiment. The spatial pattern of Z500 trend in IO_run (Fig. 4a) is similar to 192 

a typical structure of positive AO. This contrasts with those in WP_run (Fig. 4b) where the 193 

negative AO’s structure is dominant. On the other hand, the spatial patterns of Z500 in EP run 194 

and AT run are far from that of either positive or negative AO (Figs. 4c, d). It is noteworthy 195 

that the atmospheric responses in IO/WP_runs are stronger than those in EP/AT_runs (Fig. 4 196 

and Supplementary Fig. 6). It might be because the amplitude of the SST trend is the greatest 197 

(Supplementary Fig. 5) and the climatological SST magnitude is also greater in the IO and WP 198 

regions than that in other two regions. In addition, because the IO is right below the South Asia 199 

subtropical jet, the strongest tropospheric jet in the NH, it may have a larger impact by how it 200 



impacts this jet and the associated NH atmospheric circulation. Indeed, the spatial structure of 201 

stationary wave anomalies from the northern Indian continent to Arctic region is distinct in IO 202 

run (Fig. 4a), which can be also seen from the regressed Z500 onto the precipitation variability 203 

averaged in Indian Ocean without the linear trend in IO run (Supplementary Fig. 7a). Note that 204 

the pattern correlation between them is 0.88, which is significantly high. This result implies 205 

that the increased precipitation over Indian Ocean caused a trend of Z500 with a positive AO’s 206 

structure by generating stationary wave anomalies from the Indian continent into Arctic.  207 

 208 

Physical processes of the Indian SST warming on a positive AO trend 209 

To examine how the SST forcing with enhanced convective forcing over the Indian Ocean leads 210 

to the positive trend of AO, we introduced an IO index, which is defined as the precipitation 211 

anomaly averaged in the western-to-central southern Indian Ocean (50°E – 90°E, 15°S – 5°S; 212 

yellow box in Figs. 5a, b) where a significant increase in precipitation occurs due to the Indian 213 

Ocean warming (Figs. 5a, b). We selected 15°S – 5°S to define the IO index even though the 214 

precipitation significantly increases over 30°S – 5°S in the IO_run (Fig. 5a). This is because a 215 

significant decreasing trend of OLR is dominant between 15°S and the equator in the reanalysis 216 

datasets (Supplementary Figs. 3a, b). It should be noted that the overall results are consistent 217 

if the IO index is defined over 30°S – 5°S.  218 

The regressed pattern of precipitation onto the IO index is characterized by a 219 

meridional tripolar structure (Supplementary Fig. 7b), which implies that the IO index explains 220 

the linear trend of precipitation over the entire Indian Ocean (Fig. 5a). This meridional tripolar 221 

structure can be explained by atmospheric vertical motions associated with the IO index 222 

(Supplementary Fig. 7c). Due to the enhanced convection over the western-to-central southern 223 

Indian Ocean, convection activities are suppressed at the equator and enhanced north of the 224 

equator (Supplementary Fig. 7c), which results in a decrease and increase in precipitation along 225 



the equator and north of the equator, respectively (Fig. 5a and Supplementary Fig. 7b). Thus, 226 

the meridional tripolar structure of precipitation over the Indian Ocean is largely explained by 227 

the increase in precipitation in the western-to-central southern Indian Ocean.  228 

The standardized IO index and AO index in DJF in the IO_run are shown in Fig. 5c. 229 

The correlation coefficient between the two indices is 0.78 with the linear trend and 0.66 230 

without the linear trend, which are all statistically significant at the 99% confidence level. This 231 

may indicate that increase in precipitation in the western-to-central southern Indian Ocean 232 

plays an important role in the positive trend of AO. Note that when the same calculation is 233 

applied to the results from NOAA FACTS AMIP-type simulations, the correlation coefficients 234 

are between 0.33 and 0.64 with the linear trend and between 0.30 and 0.63 without the linear 235 

trend, which are all statistically significant at least at the 95% confidence level (Supplementary 236 

Table 3). 237 

The changes in atmospheric circulation associated with AO can be seen in the zonal-238 

mean structure, because AO has a nearly zonally-symmetric structure1,4. Figure 5d displays the 239 

linear trend of zonal-mean zonal wind in the IO_run. The zonal-mean zonal wind has been 240 

shifted poleward due to the tropical Indian Ocean SST forcing, which corresponds to the 241 

positive trend of AO2,45-48. The poleward shift of zonal winds is also seen in the spatial structure 242 

of zonal wind trend at 200hPa (U200) in IO_run where it is dominant in Eurasian continent, 243 

the western Pacific and the northern Atlantic Ocean (Supplementary Fig. 8a). By applying the 244 

budget diagnostics of the zonal-mean zonal wind49 (Methods), we found that the forcing by 245 

momentum flux convergence by the stationary waves plays a significant role in the poleward 246 

shift of zonal-mean zonal wind in the IO_run (Fig. 5e), and its role primarily arises from the 247 

horizontal term (Methods and Supplementary Figs. 9a, b). A poleward shift of zonal-mean 248 

zonal wind is dynamically consistent with the spatial pattern of the linear trend of Z500 and 249 

Z200 (Fig. 4a and Supplementary Fig. 6a) which favors to induce momentum flux convergence 250 



north of 45°N (Fig. 5e). A similar result is also obtained from the regressed maps including 251 

Z500, zonal-mean zonal winds and Z200 onto the IO index in the IO_run (Supplementary Figs. 252 

7a, 9c-e, and 10a). This implies that the increase in convective forcing due to the Indian Ocean 253 

warming is an important dynamic driver for the positive trend of AO. On the other hand, the 254 

forcing by the momentum flux convergence by the transient eddies plays a smaller role 255 

(Supplementary Fig. 9f). In addition, the Coriolis torque is considered to be a response to 256 

stationary and transient terms, and the advection of the zonal-mean wind by mean meridional 257 

circulation is quite small compared to the stationary and transient terms47,49 (Supplementary 258 

Figs. 9g, h). 259 

The poleward shift of zonal-mean zonal winds in IO_run, however, is widespread 260 

latitudinally and vertically compared to the linear trend of momentum flux convergence by the 261 

stationary waves in IO_run (Figs. 5d, e), which may imply that the other process contributes to 262 

the poleward shift of zonal-mean zonal winds and the positive trend of AO in IO_run. In 263 

addition to the role of stationary waves in the troposphere, we also emphasized the role of 264 

troposphere-stratosphere coupled processes, which is associated with the IO warming, in the 265 

positive trend of AO. In IO_run, there is the significant positive trend of Z500 over the North 266 

Pacific (Fig. 4a) where the climatological low pressure with a zonal wave number 1 is 267 

located21,50. Thus, the positive trend of Z500 over the North Pacific is out-of-phase with the 268 

climatological zonal wavenumber 1 structure, which can reduce an upward propagating wave 269 

activity flux at 100hPa (WAFz100) through destructive interference51. Indeed, the 270 

climatological upward WAFz100 from the eastern Siberia to the North Pacific51,52 is reduced in 271 

IO_run (Fig. 6a). It should be noted that the significant negative trend of WAFz100 is also 272 

noticeable over northeastern Europe where climatological weak upward WAFz100 is located 273 

(Fig. 6a). Reduced upward WAFz100 disrupts a stratospheric polar vortex to a less extent, 274 

which can play a role in strengthening of the stratospheric polar vortex (Fig. 6b). This 275 



subsequently contributes to the poleward shift of the zonal-mean zonal wind with a positive 276 

trend of AO in IO_run by a downward propagation45. It is noteworthy that the spatial structures 277 

of the regressed WAFz100 and Z100 onto the IO index are consistent with those of linear trends 278 

of the corresponding variables, respectively (Fig. 6 and see also Supplementary Figs. 10b, c). 279 

This indicates that the increase in convective forcing due to the Indian Ocean warming plays a 280 

role to drive a positive trend of AO via troposphere-stratosphere coupled processes.  281 

 282 

SUMMARY AND DISCUSSION 283 

In recent decades, AO has displayed a significant negative trend. The climate forcing related to 284 

the Arctic amplification affected this negative trend of AO19,20,25,28. However, AO has displayed 285 

a significant positive trend in the long-term period (1958 – 2017), which cannot be explained 286 

by the Arctic amplification along with sea ice loss. In the present study, we showed that the 287 

tropical Indian Ocean SST forcing plays a role in the positive trend of AO by modulating the 288 

convergence of momentum flux due to stationary waves in the troposphere and the troposphere-289 

stratosphere coupled processes including the strengthening of stratospheric polar vortex. This 290 

was demonstrated by conducting AMIP-type experiments using GRIMs forced with the 291 

observed SSTs over different tropical regions, obtaining positive AO trend only when the 292 

forcing is in the tropical Indian Ocean (Fig. 3). In this study, we did not consider the effect of 293 

sea ice loss as well as Arctic amplification in the sufficiently long-term period (Supplementary 294 

Fig. 2), in addition, the main results were obtained from the analysis of AMIP experiments 295 

using a single AGCM. In spite of this caveat, we argue that the tropical Indian Ocean SST 296 

forcing plays an important role in the long-term positive trend of AO although climate forcings 297 

associated with the sea ice loss and Arctic amplification could be influential to that in the sub-298 

period.  299 

 It was also found that the magnitude of positive trend of AO was more significant in 300 



reanalysis data sets than AMIP-type simulations (Fig. 1 and Supplementary Fig. 1). We do not 301 

exclude the notion that the counteracting influence of SST warming in other basins was not 302 

very active relative to IO warming in the observation, simply due to internal variability. And 303 

as a consequence the influence of IO warming would be less in AMIP-type simulation 304 

compared to the observation. On the other hand, a previous study showed that local 305 

extratropical air-sea interactions over North Atlantic region can amplify an AO response to 306 

tropical Pacific SST forcing53. A lack of these air-sea interactions might also cause the less 307 

significant positive trend of AO in AMIP-type simulations.  308 

The mid-to-high latitude climate is largely affected by AO phase in boreal winter. In 309 

boreal winter with a positive AO, the poleward shift of zonal winds can result in a warm and 310 

calm winter in the industrialized and populated regions, such as East Asia and southeastern 311 

North America1,4. Such climate condition can favor a severe haze event and air pollution by 312 

weakening horizontal and vertical ventilations particularly in East Asia54-57. In addition, a 313 

recent study showed that the anomalous warm temperature associated with a positive AO 314 

during winter can promote wildfires in early spring over eastern Siberia5. Thus, a long-term 315 

positive trend of AO can exert various socio-economic impacts. It has been suggested that 316 

Indian Ocean warming during the present-day period can be attributed to various reasons, such 317 

as direct greenhouse gas forcing and changes in atmospheric and ocean circulations induced 318 

by greenhouse gas forcing58-61. Given that the Indian Ocean is sensitive to external forcing due 319 

to shallow mixed layer depth62 and relatively weaker SST variability compared to other ocean 320 

basins63, it is expected that the tropical Indian Ocean SST will keep increasing in the future 321 

climate61,64. Therefore, AO is expected to have a positive trend in the future climate. However, 322 

the SST warming in other tropical basins is also expected in the future climate64-66 and the total 323 

trend of future AO will depend on the amplitude of the tropical SST warming in the respective 324 

ocean basin. Therefore, it is necessary to carefully examine how the SST in each tropical ocean 325 



basin will respond to anthropogenic forcing in order to explain the linear trend of AO in the 326 

future climate.  327 

  328 

METHODS 329 

Reanalysis datasets and AMIP datasets 330 

In this study, we used two reanalysis datasets including the National Centers for Environmental 331 

Prediction and National Center for Atmospheric Research (NCEP/NCAR) reanalysis 1 332 

dataset31 and the Japanese 55-year (JRA-55) reanalysis dataset32 for 1958–2017. The 333 

observational sea level pressure (SLP) data from the Met Office Hadley Centre (HadSLP2)30 334 

was also used to investigate a linear trend of AO during the same period. In addition, we used 335 

monthly sea surface temperature (SST) and sea ice concentration (SIC) datasets from the Met 336 

Office Hadley Centre (HadISST data sets)35 to investigate an linear trend of the SST and SIC 337 

in the same period. The monthly SST data sets from the NOAA Extended Reconstructed Sea 338 

Surface Temperature version 5 (ERSSTv5)36 were also used to investigate the linear trend of 339 

SST.  340 

In addition to the reanalysis and observation datasets, we also used the Atmospheric 341 

Model Inter-comparison Project (AMIP) simulated dataset, which was provided by the 342 

National Oceanic and Atmospheric Administration (NOAA) Earth System Research 343 

Laboratory (ESRL) Facility for Climate AssessmenTS (FACTS) 344 

(https://psl.noaa.gov/repository/facts)40. The various atmospheric models were forced by the 345 

observed historical SST and SIC67. The greenhouse gas concentrations were also time varying, 346 

which were the same values as the Coupled Model Intercomparison Project phase 5 (CMIP5) 347 

recommendations68. Among these, we selected three available models including GEOS-569, 348 

GFDL-AM370, and LBNL-CAM5.171 that simulate a long-term period comparable to 349 

reanalysis and observational data (Supplementary Table 1). The GEOS-5 simulates a historical 350 

https://psl.noaa.gov/repository/facts


144-year (1871 – 2014) period with 1.25°×1.25° horizontal resolution and 72 vertical layers. 351 

The GFDL-AM3 simulates a historical 145-year (1870 – 2014) period with about 1.9°×1.9° 352 

horizontal resolution and 48 vertical layers. The LBNL-CAM5.1 simulates a historical 55-year 353 

(1959 – 2014) period with about 1.0°×1.0° horizontal resolution and 25 vertical layers. The 354 

GEOS-5 and GFDL-AM3 have 12 ensemble members, and LBNL-CAM5.1 has 50 ensemble 355 

members. Although the simulated period is diverse across the model, the analysis was 356 

conducted in the same historical 55-year (1959 – 2013) period in all models, which is a 357 

comparable period to that in the reanalysis datasets. All results from AMIP simulations are 358 

derived from ensemble mean atmospheric variables, and the results from multi-model mean 359 

(MMM) atmospheric variables are also presented in this study. The MMM atmospheric 360 

variables are obtained as the average of the corresponding ensemble mean atmospheric 361 

variables of LBNL-CAM5.1, GFDL-AM3, and GEOS-5. 362 

In all analyses, the climatology period was set to the entire analyzed period in each 363 

dataset and all anomalies were obtained from the deviations from their climatological means. 364 

We defined winter as the three months from December to February for atmospheric variables. 365 

It should be noted that seasonal means were calculated from the monthly data during winter 366 

and seasonal anomalies were obtained by subtracting seasonal means from the total winter-367 

mean field. The linear trend was calculated based on the linear regression analysis and all 368 

statistical significance tests were based on the Student’s t test.  369 

 370 

The Arctic oscillation index 371 

The Arctic oscillation (AO) index was defined as the leading principal component time series 372 

from the empirical orthogonal function (EOF) analysis using the sea level pressure (SLP) 373 

anomalies north of 20°N in the boreal winter (DJF)1. The overall results are consistent if the 374 

AO index is derived from the EOF analysis using the 1000hPa geopotential height. All DJF 375 



AO indices (1958 – 2017) derived from NCEP/NCAR reanalysis 1, JRA-55 reanalysis, and 376 

HadSLP2 are highly correlated with the DJF AO index provided by the National Oceanic and 377 

Atmospheric Administration (NOAA) Climate Prediction Center with correlation coefficients 378 

of 0.96, 0.98, and 0.95, respectively. The linear trend of the AO index is calculated based on 379 

the linear regression analysis. 380 

 381 

Pacemaker experiments using GRIMs 382 

We conducted the sensitivity experiments using an AGCM, i.e., Global/Regional Integrated 383 

Model system (GRIMs)41,72. The GRIMs was developed for global and regional scale weather 384 

forecasts, climate research, and seasonal simulations41. The GRIMs has been widely used 385 

throughout many previous studies on the global and regional climate73-76, and it has been shown 386 

in the recent literature72 that the GRIMs with a chemistry interaction can satisfactorily simulate 387 

past (1960 – 2010) climatological atmospheric features and atmospheric teleconnections due 388 

to tropical SST forcing under the Chemistry Climate Model Initiative reference forcing (CCMI 389 

REF-C1)77. In this study, the horizontal resolution is about 200 km (T62), and 28 vertical layers 390 

(L28) with a model top at 3 hPa is used. The physics packages used in this study are the standard 391 

versions, which consist of the simplified Arakawa-Schubert convection scheme, Weather 392 

Research Forecast (WRF) single-moment microphysics 1, gravity wave drag by orography and 393 

convection, short and long wave radiation schemes, and YSU planetary boundary layer scheme. 394 

The details of these schemes are described in ref. 41. 395 

 We used the monthly Met Office Hadley Centre’s SST (HadISST) and SIC data set35 396 

to prescribe the historical and climatological SST and SIC. The overall experimental structure 397 

is similar to that of ref. 78. The integration period in all experiments was set to 1948 – 2018 398 

with 10 ensemble members. We analyzed the last 60-years (1958 – 2017), which was the same 399 

period in the analyses of the reanalysis datasets. To remove the effects of changes in the SIC 400 



and CO2 concentration, we prescribed the monthly climatological SIC with a seasonal cycle 401 

and fixed the CO2 concentration (348 ppm) in all experiments. We conducted six experiments 402 

using GRIMs AGCM. (Supplementary Table 2). In the control experiment (CTRL_run), the 403 

historical SST is prescribed in the globe. The IO experiment (IO_run) is the same as in the 404 

CTRL_run, except the historical SST is prescribed in the tropical Indian Ocean only. The 405 

climatological SST with seasonal cycle is prescribed outside the tropical Indian Ocean region. 406 

In the same manner, the historical SST is prescribed in the tropical western Pacific in the 407 

WP_run, the tropical eastern Pacific in the EP_run, and the tropical Atlantic Ocean in the 408 

AT_run. For continuity between historical and climatological SST regions in pacemaker 409 

experiments, a linear interpolation is applied within 5° of the boundaries between the historical 410 

and climatological SST regions. We displayed the details of geographical regions in which the 411 

historical SST is prescribed in each experiment in Supplementary Figure 5. We also conducted 412 

a CLIM_run in which the climatological SST is prescribed in the globe to define a climatology 413 

of each atmospheric variable. The climatology of each atmospheric variable is defined as the 414 

long-term (60 years) mean of the corresponding atmospheric variables in CLIM_run. All 415 

anomalies in the GRIMs experiments are defined as deviations from the climatology of the 416 

corresponding atmospheric variables. Supplementary Table 2 summarizes all experiments 417 

including CTRL, IO, WP, EP, AT, and CLIM.  418 

 419 

Budget diagnostics of zonal mean zonal wind 420 

Budget diagnostics of zonal mean zonal wind is applied to investigate which process is 421 

responsible for the change in zonal-mean zonal wind. The equation for the zonal-mean zonal 422 

wind can be written as follows49: 423 
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− 
1
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where brackets denote a zonal mean, asterisks denote deviations from the zonal mean, overbars 427 

denote a monthly mean, and primes denote deviations from the monthly mean. The variables 428 

u, v, and 𝜔 are zonal wind, meridional wind, and vertical pressure velocity, respectively; a is 429 

the radius of the earth, 𝛷 is latitude, p is pressure, f is the Coriolis parameter, and 𝐷〈𝑢〉̅̅ ̅̅ ̅̅  is a 430 

damping. The first and second terms on the right side of the equation are the advection of the 431 

zonal-mean wind by the mean meridional circulation (MMCADV) and the Coriolis torque (CT), 432 

respectively. The third and fourth terms are the forcing by convergence of momentum flux by 433 

the stationary waves (CMFSW), and each third and fourth terms are associated with the 434 

horizontal (CMFSWhor) and vertical components (CMFSWver) of CMFSW, respectively. The fifth 435 

and sixth terms are the forcing by convergence of momentum flux by the transient eddies 436 

(CMFTR), and each fifth and sixth terms are also associated with the horizontal (CMFTRhor) and 437 

vertical (CMFTRver) components of CMFTR, respectively. 438 

 439 

The vertical wave activity flux 440 

The vertical wave activity flux (WAFz) is calculated to investigate the vertical propagation of 441 

planetary waves. The vertical component of wave activity flux is defined as follows79: 442 

𝑊𝐴𝐹𝑧 = 𝑝 cos 𝛷
2Ω2 sin2 𝛷

𝑁2𝑎 cos 𝛷
(

𝜕𝜓∗

𝜕𝜆

𝜕𝜓∗

𝜕𝑧
−  𝜓∗

𝜕2𝜓∗

𝜕𝜆𝜕𝑧
)     (2) 443 

where asterisks denote deviations from the zonal mean, 𝜓 is streamfunction, 𝑁2 is the Brunt 444 

Väisälä frequency, a is the radius of the earth, Ω is rotation rate of the Earth, 𝜆 is longitude, 445 

z is vertical level, and p is pressure. 446 

 447 
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FIGURE LEGENDS 652 

 653 

Table 1. The linear trends of idealized GRIMs experiments. The linear trend of AO in each 654 

idealized GRIMs experiment. The number in parenthesis indicates a 95% confidence interval 655 

of the linear trend in each experiment. 656 

Exp. CTRL IO WP EP AT IO+WP+EP+AT 

Linear trend 

(60 years-1) 

0.55  

(± 0.89) 

1.87  

(± 0.65) 

-0.87  

(± 0.71) 

-0.02  

(± 0.90) 

-0.90  

(± 0.82) 
0.08 

 657 

  658 



 659 

Fig 1. Long-term trends of AO in observation and AMIP-type simulations. The AO index 660 

in a HadSLP2 data (1958 – 2017), b NOAA FACTS multi-model mean (Method, 1959 – 2013) 661 

and c GRIMs CTRL_run (Method, 1958 – 2017). The black dashed line indicates a linear trend 662 

of each AO index. The black numbers in the upper-left and upper-right sides of each panel 663 

denote the linear trend of AO index with a 95% confidence interval and its p-value, respectively. 664 

The green line and numbers in a denote the linear trend and the corresponding values during 665 

1988 – 2010. 666 

  667 



 668 

Fig. 2 Long-term trends of observed SST and simulated precipitation with its relationship 669 

with AO. The linear trend (shading) of the observed SST (1958 – 2017) in DJF from a HadISST 670 

and b ERSSTv5 with climatological SST (contour, unit: °C) in each dataset. The linear trend 671 

(shading) of simulated precipitation in DJF in c NOAA FACTS multi-model mean (1959 – 672 

2013) and d GRIMs CTRL_run (1958 – 2017) with climatological precipitation (contour, unit: 673 

mmday-1) in each dataset. The correlation coefficients between simulated AO and precipitation 674 

in e NOAA FACTS multi-model mean and f GRIMs CTRL_run with climatological 675 

precipitation (contour, unit: mmday-1) in each dataset. In all figures, black hatched regions 676 

indicate a statistically significant region at a 95% confidence level. 677 

 678 

  679 



 680 

Fig 3. Long-term trends of AO in each pacemaker experiment using GRIMs. The AO 681 

indices in a IO, b WP, c EP, and d AT runs in the period of 1958 – 2017. The black dashed line 682 

indicates a linear trend of each AO index. The number in lower-right sides of each panel denotes 683 

a p-value of the linear trend. The values of the linear trends and their 95% confidence intervals 684 

are summarized in Table 1. 685 

  686 



 687 

Fig. 4 Long-term trends of 500hPa geopotential height in each pacemaker experiment 688 

using GRIMs. The linear trends of 500hPa geopotential height (Z500) (shading) in a IO, b WP, 689 

c EP, and d AT runs with the climatological (1958 – 2017) Z500 (contour, unit: meter). The 690 

black hatched regions indicate statistically significant regions at a 95% confidence level. The 691 

red arrow in Fig. 4a indicates stationary wave anomalies from the northern Indian continent to 692 

Arctic region. 693 

 694 
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 696 

Fig. 5 Long-term trends of precipitation and zonal-mean zonal winds in the IO_run. a 697 

The linear trend of precipitation in DJF in IO_run (shading) with the climatological 698 

precipitation (contour, unit: mmday-1) and b the linear trend of the observed SST in DJF in 699 

HadISST data (shading) with the climatological SST (contour, unit: °C). c Time-series of AO 700 

index and area-averaged precipitation anomalies in the western-to-central Indian Ocean (IO 701 

index, yellow box in Figs. 5a, b). Both indices are standardized and the correlation coefficient 702 

(Corr) between two indices is statistically significant at a 99% confidence level (*). d The linear 703 

trend of zonal-mean (0° – 360°E) zonal winds in DJF in IO_run (shading) with the 704 

climatological zonal-mean zonal winds (contour, unit: ms-1) and e the linear trend of 705 

convergence of momentum flux by the stationary waves (CMFSW) in DJF in the IO_run 706 

(shading) with the climatological CMFSW (contour, unit: ms-1day-1). In all figures, the black 707 

hatched regions indicate statistically significant regions at a 95% confidence level.  708 

  709 



 710 

Fig. 6 Long-term trends of vertical wave activity flux and polar vortex in the IO_run. a 711 

The linear trend of vertical wave activity flux at 100hPa (WAFz100) (shading) with the 712 

climatological (1958-2017) WAFz100 (contour, unit: 10-2m2s-2) and b the linear trend of 713 

geopotential height at 100hPa (Z100) (shading) with the climatological Z100 (contour, unit: 714 

meter) in IO_run. The positive WAFz in Fig. 6a indicates the upward WAFz. The black hatched 715 

regions in Figs. 6a, b indicate statistically significant regions at a 95% confidence level.  716 



 717 

Supplementary Information 718 

 719 

Indian Ocean warming as key driver of  720 

long-term positive trend of Arctic Oscillation 721 

 722 

Yong-Cheol Jeong1, Sang-Wook Yeh1, Young-Kwon Lim2, Agus Santoso3,4,5 and  723 

Guojian Wang3,6,7 724 

 725 

1Department of Marine Science and Convergence Engineering, Hanyang University, ERICA, 726 

Ansan, South Korea 727 

2NASA Goddard Space Flight Center Global Modeling and Assimilation Office, and Goddard 728 

Earth Sciences Technology and Research (GESTAR), Greenbelt, MD, USA. 729 

3Center for Southern Hemisphere Oceans Research (CSHOR), CSIRO Oceans and 730 

Atmosphere, Hobart, TAS, Australia 731 

4Climate Change Research Center (CCRC), The University of New South Wales, Sydney, 732 

NSW, Australia 733 

5Australian Research Council (ARC) Center of Excellence for Climate Extremes, The 734 

University of New South Wales, Sydney, NSW, Australia 735 

6Frontier Science Center for Deep Ocean Multispheres and Earth System and Physical 736 

Oceanography Laboratory, Ocean University of China, Qingdao, China 737 

7Qingdao National Laboratory for Marine Science and Technology (QNLM), Qingdao, China 738 

 739 

Submitted to npj Climate and Atmospheric science 740 

 741 



 742 

Supplementary Table 1. The available AMIP simulations with observed radiative forcing 743 

in NOAA FACTS. The detailed information about the AMIP simulations in NOAA FACTS. 744 

Each AMIP simulation has a different integration period, but the analysis is completed in the 745 

same period (1959 – 2013, 55 years). Each AMIP simulation is forced with the same observed 746 

historical forcings including SST, SIC, and greenhouse gas concentrations (Method). 747 

Models Periods 
Number of 

Ensemble Members 

Horizontal 

Resolution 

Vertical 

Resolution 

GEOS-5 1871 – 2014 12 
1.25°×1.0° 

(288×181) 
72 layers 

GFDL-AM3 1870 – 2014 12 
~1.9°×1.9° 

(192×92) 
48 layers 

LBNL-CAM5.1 1959 – 2014 50 
~1.0°×1.0° 

(288×192) 
25 layers 

 748 
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Supplementary Table 2. The information about the idealized GRIMs experiments. The 750 

detailed information of seven experiments using GRIMs AGCM. The Historical SST denotes 751 

the region in which historical SST is prescribed in each experiment (Method, Supplementary 752 

Figure 7). All experiments are integrated over 71 years with a monthly climatological SIC and 753 

fixed CO2 concentration. All experiments except for the CLIM experiment have 10 ensemble 754 

members. 755 

Experiment CTRL IO WP EP AT CLIM 

Historical 

SST 
Global IO WP EP AT 

No 

(All Clim.) 

SIC Monthly Climatological SIC with Seasonal Cycle 

CO2 Fixed (348 ppm) 

Integration 

Period 

1948 – 2018 (71 years) 

Analysis: 1958 – 2017 (60 years) 
71 years 

Number of 

Ensemble 

Members 

10 - 

 756 
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Supplementary Table 3. The correlation between AO and the precipitation over the 758 

western-to-central Indian Ocean in AMIP simulations. The correlation coefficient between 759 

the precipitation anomaly averaged at 50°E – 90°E and 15°S – 5°S (IO index) and AO index in 760 

DJF in the FACTS multi-model mean (MMM) and each AMIP simulation. The correlation 761 

coefficients derived without the linear trend are shown in parenthesis. The *** (**) denotes a 762 

statistically significant correlation coefficient at a 99% (95%) confidence level. 763 

 FACTS MMM GEOS-5 GFDL-AM3 LBNL-CAM5.1 CTRL (GRIMs) 

Corr. 
0.52*** 

(0.51***) 

0.64*** 

(0.63***) 

0.33** 

(0.30**)  

0.53*** 

(0.51***) 

0.50*** 

(0.48***) 

 764 
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 766 

Supplementary Figure 1. Long-term trends of AO in reanalysis datasets and individual 767 

NOAA FACTS AMIP-type simulations. The AO index in a NCEP/NCAR R1 (1958 – 2017), 768 

b JRA-55 reanalysis data (1958 – 2017), c GEOS-5 AMIP-type simulation (1959 – 2013), d 769 

GFDL-AM3 AMIP-type simulations (1959 – 2013) and e LBNL-CAM5-1 AMIP-type 770 

simulation (1959 – 2013). The black dashed line indicates a linear trend of each AO index. The 771 

black numbers in the upper-left and upper-right sides of each panel denote the linear trend of 772 

AO index with a 95% confidence interval and its p-value, respectively. The green line and 773 

numbers in a, b denote the linear trend and the corresponding values in the 1988 – 2010 period. 774 

 775 



 776 

Supplementary Figure 2. Long-term trends of Arctic sea ice concentration (SIC) and 777 

Arctic 2m temperature (T2m). a The linear trend of SIC (unit: %/60years) over the Arctic 778 

region during late summer and early fall (July-August-September, JAS) in 1958 – 2017. The 779 

black hatched regions indicate statistically significant regions at a 95% confidence level. b 780 

Time-series of area-averaged T2m over the Arctic region during JAS in two reanalysis datasets 781 

(1958 – 2017). The dashed lines denote the linear trend of T2m in each reanalysis dataset. The 782 

black (blue) numbers in the lower-left and right sides of each panel denote a linear trend with 783 

a 95% confidence interval and p-value of the linear trend, respectively, in NCEP-R1 (JRA-55) 784 

datasets. The Arctic region is set to 0° – 360°E and 60°N – 90°N. It should be noted that T2m 785 

from JRA-55 reanalysis data is available from 1959. 786 



 787 

Supplementary Figure 3. Long-term trend of OLR and relationship between OLR and 788 

AO in reanalysis datasets. The linear trend (shading) of observed OLR (1958 – 2017) in DJF 789 

from a NCEP/NCAR R1 and b JRA-55 reanalysis data with climatological OLR (contour, unit: 790 

Wm-2) in each dataset. Only the values over the oceans are presented. The negative value 791 

indicates an enhanced convective heating. The correlation coefficients (shading) between AO 792 

and OLR from c NCEP/NCAR R1 and d JRA-55 reanalysis data with climatological OLR 793 

(contour, unit: Wm-2) in each dataset. For convenience, the correlation coefficients are 794 

multiplied by -1. e-f Same as c-d but for the detrended anomalies. In all figures, black hatched 795 

regions indicate a statistically significant region at a 95% confidence level. 796 
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 798 

Supplementary Figure 4. Long-term trends of simulated precipitation and its relationship 799 

with AO in NOAA FACTS individual AMIP-type simulations. a-c The linear trend (shading) 800 

of simulated precipitation in DJF with climatological precipitation (unit: mmday-1) in GEOS-801 

5, GFDL-AM3 and LBNL-CAM5.1, respectively. d-f Same as a-c but for correlation 802 

coefficients between simulated AO and precipitation with climatological precipitation (unit: 803 

mmday-1). Note that result is derived from ensemble mean precipitation in each AMIP-type 804 

simulation. In all figures, black hatched regions indicate a statistically significant region at a 805 

95% confidence level. 806 

 807 



 808 

Supplementary Figure 5. Long-term trends in the observed tropical SST in DJF (1958 – 809 

2017) in the region in which the historical SST is prescribed in each pacemaker 810 

experiment. The linear trend of observed SST (HadISST) over the region in which historical 811 

SST is prescribed in a IO_run (30°E – 120°E, 30°S – 30°N), b WP_run (100°E – 170°E, 20°S 812 

– 20°N), c EP_run (170°E – 70°W, 20°S – 20°N), and d AT_run (90°W – 20°E, 20°S – 20°N). 813 

The boundary between the IO and WP runs is set to the Maritime continent, and that between 814 

the EP and AT runs is set to the Central and South American continents. The climatological 815 

SST with the seasonal cycle is prescribed outside the historical SST region in each experiment. 816 

For continuity between the historical and climatological SST regions, linear interpolation is 817 

applied within 5° of the boundaries between the historical and climatological SST regions 818 

(Method).  819 

 820 

 821 



 822 

Supplementary Figure 6. The linear trends of atmospheric variables in pacemaker 823 

experiments. (Left panel) The linear trend of 200hPa geopotential height (Z200) in IO, WP, 824 

EP and AT_runs, respectively, with the climatological Z200 (contour, unit: meter). (Right 825 

panel) The linear trend of sea level pressure (SLP) in IO, WP, EP and AT_runs, respectively, 826 

with the climatological SLP (contour, unit: hPa). The black hatched regions indicate 827 

statistically significant regions at a 95% confidence level.  828 



 829 

Supplementary Figure 7. The IO index-related atmospheric circulation and precipitation 830 

in the IO_run. a The linear regressed pattern of 500hPa geopotential height (Z500) in DJF 831 

onto the IO index (yellow box in b) (shading) with the climatological Z500 (contour, unit: 832 

meter) in the IO_run. The red arrow in a indicates stationary wave anomalies from the northern 833 

Indian continent to Arctic region. b The linear regressed pattern of precipitation in DJF onto 834 

the IO index (shading) with the climatological precipitation (contour, unit: mmday-1) in the 835 

IO_run. c The linear regressed pattern of zonal-mean (50° – 90°E) vertical velocity (omega) 836 

(shading) in DJF onto the IO index with the climatological omega (contour, unit: 10-2 Pa s-1). 837 

The negative value in c indicates an atmospheric upward motion. The thick yellow line in c 838 

indicates the IO index region. Note that all anomalies here are detrended before the linear 839 

regression analysis. The black dotted regions indicate statistically significant regions at a 95% 840 

confidence level.  841 



 842 

 843 

Supplementary Figure 8. Long-term trends of 200hPa zonal winds in each pacemaker 844 

experiment using GRIMs. The linear trends of 200hPa zonal winds (U200, shading) in a IO, 845 

b WP, c EP, and d AT runs, respectively, with the climatological U200 (contour, unit: ms-1). 846 

The black hatched regions indicate statistically significant regions at a 95% confidence level. 847 
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 850 

Supplementary Figure 9. Long-term trends and IO index-related variability in the zonal-851 

mean zonal winds budget diagnostics in the IO_run (1958 – 2017). The linear trend of a 852 

horizontal (CMFSWhor) and b vertical (CMFSWver) components of convergence of the 853 

momentum flux by the stationary waves (CMFSW) in the IO_run. The linear regressed pattern 854 

of c detrended zonal-mean zonal winds, d detrended CMFSW, and e detrended CMFSWhor in 855 

DJF on the IO index in the IO_run. The linear trend of f convergence of the momentum flux 856 

within the transient eddies (CMFTR), g Coriolis torque (CT), and h advection of the zonal-mean 857 

wind by the mean meridional circulation (MMCADV) in DJF in the IO_run. In all figures, the 858 

black dotted regions indicate the statistically significant regions at a 95% confidence level and 859 

the contours denote the climatology of the corresponding variables. 860 
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 862 

Supplementary Figure 10. IO index-related variability of the geopotential height and 863 

vertical wave activity flux in the IO_run. The regressed pattern (shading) of a 200hPa 864 

geopotential height (Z200) with the climatological Z200 (contour, unit: meter), b vertical wave 865 

activity flux at 100hPa (WAFz100) with the climatological WAFz100 (contour, unit: 10-2 m2s-2)   866 

and c 100hPa geopotential height (Z100) with the climatological Z100 (contour, unit: meter) 867 

onto the IO index in the IO_run. Note that all anomalies here are detrended before the 868 

regression analysis. The positive WAFz in b indicates the upward WAFz. The black hatched 869 

regions indicate the statistically significant regions at a 95% confidence level. Note that the 870 

bounding latitude in a is the equator while those in b and c are 30°N. 871 
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