NASA/TM-20220015748

Modal Logic Without Possible Worlds: A New
Semantics for Modal Logic in Simplicial Complexes

Philip Sink
Department of Philosophy, Carnegie Mellon University, Pittsburgh, Pennsylvania

]
December 2022



NASA STI Program...in Profile

Since its founding, NASA has been dedicated
to the advancement of aeronautics and space
science. The NASA scientific and technical
information (STI) program plays a key part
in helping NASA maintain this important
role.

The NASA STI Program operates under the
auspices of the Agency Chief Information
Officer. It collects, organizes, provides for
archiving, and disseminates NASA’s STI.
The NASA STI Program provides access to
the NASA Aeronautics and Space Database
and its public interface, the NASA Technical
Report Server, thus providing one of the
largest collection of aeronautical and space
science STI in the world. Results are
published in both non-NASA channels and
by NASA in the NASA STT Report Series,
which includes the following report types:

o TECHNICAL PUBLICATION. Reports of
completed research or a major significant
phase of research that present the results
of NASA programs and include extensive
data or theoretical analysis. Includes
compilations of significant scientific and
technical data and information deemed to
be of continuing reference value. NASA
counterpart of peer-reviewed formal
professional papers, but having less
stringent limitations on manuscript length
and extent of graphic presentations.

¢ TECHNICAL MEMORANDUM.
Scientific and technical findings that are
preliminary or of specialized interest, e.g.,
quick release reports, working papers, and
bibliographies that contain minimal
annotation. Does not contain extensive
analysis.

e CONTRACTOR REPORT. Scientific and
technical findings by NASA-sponsored
contractors and grantees.

¢ CONFERENCE PUBLICATTON.
Collected papers from scientific and
technical conferences, symposia, seminars,
or other meetings sponsored or
co-sponsored by NASA.

e SPECIAL PUBLICATION. Scientific,
technical, or historical information from
NASA programs, projects, and missions,
often concerned with subjects having
substantial public interest.

e TECHNICAL TRANSLATION. English-
language translations of foreign scientific
and technical material pertinent to
NASA’s mission.

Specialized services also include organizing
and publishing research results, distributing
specialized research announcements and
feeds, providing information desk and
personal search support, and enabling data
exchange services.

For more information about the NASA STI
Program, see the following:

e Access the NASA STI program home page
at http://www.sti.nasa.gov

e E-mail your question to
help@sti.nasa.gov

e Phone the NASA STI Information Desk at
757-864-9658

o Write to:
NASA STI Information Desk
Mail Stop 148
NASA Langley Research Center
Hampton, VA 23681-2199



NASA/TM-20220015748

Modal Logic Without PossibleWorlds: A New
Semantics for Modal Logic in Simplicial Complexes

Philip Sink
Department of Philosophy, Carnegie Mellon University, Pittsburgh, Pennsylvania

National Aeronautics and
Space Administration

Langley Research Center
Hampton, Virginia 23681-2199

e
December 2022



Acknowledgments

The work was conducted during a summer internship at the NASA Langley Research Center in the
Safety-Critical Avionics Systems Branch focusing on topology and modal logic, its foundations and
application to distributed computing. The author would like the thank Dr. Alwyn E. Goodloe for
his mentorship and Brittany Gelb for her advice and assistance during our collaboration.

The use of trademarks or names of manufacturers in this report is for accurate reporting and does not
constitute an offical endorsement, either expressed or implied, of such products or manufacturers by the
National Aeronautics and Space Administration.

Available from:

NASA STI Program / Mail Stop 148
NASA Langley Research Center
Hampton, VA 23681-2199
Fax: 757-864-6500



Abstract

In this paper, we set out to give a novel semantics for modal logic in simplicial
complexes. The motivation for this semantics will be first the replacement of pos-
sible worlds with the idea of an “agent perspective”. After exploring some of the
philosophical implications of such a move, we give a semantics based around this
idea. Following this, we explore some of the more interesting consequences of such a
system, in particular the soundness of an unusual axiom we call NU*. After giving
soundness and completeness, we conclude by exploring ways to weaken this axiom
in our semantics.
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1 Brief Primer on Modal Logic

Modal Logic is one of the many tools in the toolkit of a computer scientist. In
particular, if you need to have a model of a system with an understanding of what
each agent or process “knows” in that system, and in particular, what they “know”
about what other processes “know” and so on, modal logic is the ideal tool. As a
result, modal logic has a storied and rich relationship with the world of distributed
computing [11] [20] [24] [17] [5]. The goal of this section will be to give a brief
introduction to modal logic such that the rest of paper is comprehensible.

Modal logic, like most logics, has two pieces, a syntax and a semantics. The
syntax itself is composed of two pieces. The first is the rules for constructing formu-
las, which are the basic unit of logic. Formulas are strings of symbols with specific
rules for how the strings can be constructed. You should think of them as sentences,
especially in the sense that formulas in a given context can be true or false. The
second half of syntax are deductive rules. These are rules for saying which formulas
“entail” which others. This will make more sense in a moment.

The second half of a logical system is semantics. This provides a notion of
“truth” or “meaning” for formulas, and the goal of this paper is to provide a novel
semantics for the traditional syntax of modal logic. In general, syntax and semantics
need to “match up” in what are called Soundness and Completeness. Explaining
what these are in the context of traditional modal logic will be the goal of this
section.

So first, the syntax of modal logic. A formula first consists of atomic statements
of the form X, Y, P, @, and so on. These should be read as truth-evaluable claims
with no substructural features. Sentences like “Grass is green” or “The building is
evacuated” and so on. These are stitched together with unary connectives like “—=”
and binary connectives “A”, “V”, and “—”. If P is “The building is evacuated”,
then =P is “The building is NOT evacuated”. If Q) is “Grass is green”, then “PAQ”
is “The building is evacuated AND grass is green”, while “P V Q" is “The building
is evacuated OR grass is green”. The last, “P — @Q” reads “IF the building is
evacuated, THEN grass is green”. Parentheses will be used as needed to make
formulas more legible. The last thing we need is a special atom, falsum, namely
“1”. This formula simply means a contradiction, like 1 = 0.

Modal logic is special in that it contains at least one additional unary connec-
tive, LJ. “LJP” can have many interpretations in modal logic, though distributed
computing, and thus ourselves, is invested in the interpretation “It is known that
the building is evacuated”. In general, if we have a set of agents A, we will have
unary connectives of the form K, where “K,P” reads “a knows that the building is
evacuated.”

This syntax is recursive and therefore arbitrarily complex formulas can be given,
such as the following:

Ko(K,P — P) = K,P

The above reads “If a knows that if a knows the building is evacuated, then the
building is evacuated, then a knows that the building is evacuated.” This may seem



like a nonsensical sentence but sentences like it have important interpretations in
proof theory, and modal logic lets us compartmentalize that information in more
readable forms. For instance, if instead of knowledge, K, meant “provable”, then
Kq.(K,L — 1) — K, expresses Godel’s Second Incompleteness Theorem. Of note
is that the largest number of steps required to go from an atom to the formula
is called the depth of that formula. In the case of K,(K,L — 1) — K L1, it is
one step to go from L to K, 1, another to then go to K,1 — 1, a third to get
K,(K,L — 1), and a fourth to get the final formula. So the formula has depth 4.
This can be defined far more rigorously but the rough idea is all that is needed here.

In particular, sentences of the form K,K,P, or “a knows that b knows that the
building is evacuated”, are very relevant in the distributed context. In general, we
will let Greek letters like ¢ and 4 stand in for arbitrary formulas, and then things
like K,Kpp mean “a knows that b knows that ¢”.

Now we need the second part of syntax, the deductive rules. Of note is that given
sufficiently many deductive rules, certain symbols will be redundant. For instance,
AN B is the same as =(=AV —B), in the sense that each can derive the other given
sufficiently many deduction rules. So, for the remainder of this paper, we will only
use L, — and our modal operators for knowledge, as all of the other symbols are
redundant, and will only use other symbols as shorthand.

The first deductive rules are known as “Church’s Axioms” and are the following,
where ¢ and ¢ are any formula:

Cl:p— (v — o)

C2:(p—=(W—=7)=>(p—=9)=(p—=17)
C3:((p—=L)—=1)—p

The way a deduction works is as a list of formulas (this is called a Hilbert
System). Those formulas are either of the form of an axiom, or follow from previous
items in the list via rules of inference. We will be interested in two rules of inference
for this paper, the first being Modus Ponens:

MP : From ¢ and ¢ — ¥ infer

If a formula of the form ¢ — 1 appears in the deduction, and a formula of
the form ¢ does as well, we are entitled to write the formula ¢ in the list. So if
(P A Q) — X is in the deduction, and P A @ is as well, then we may write X. We
say, for instance, that this application of MP is an “instance” of the rule, and in
general that formulas of the form of a rule are instances of that rule.

These are the “non-modal” rules, so of course, we must give the modal rules.
These are the following for any agent a':

K: Ki(p—v) = (Kop = Ko)
D: K,l — 1 or equivalently =K, L

1One could in theory assume some of these rules hold for some agents while others don’t. For
most applications and our purposes, we assume that rules apply to agents equally.



T: Kop — ¢
B:yp = K ((Ka(p — L)) = 1)
4: K, — KK
5:Kop = KoKy

Modal logic also requires an additional rule of inference, known as necessitation:

Nec : From ¢ infer Kgp

Of note is that given the presence of certain rules, some of these other rules are
redundant. For instance, it is clear to see that all instances of D are also instances
of T, so if we take the latter as a rule we need not take the former. More subtly,
one can derive all instances of 5 if one has Nec, K, T, B, and 4, in addition to all
of the non modal rules. Modal logics are named by what modal rules are assumed.
All logics traditionally considered assume all of the non-modal rules, in addition to
Nec. Following from this, then, KDD45 is the modal logic assuming in addition to
these D, 4, and 5. An important modal logic is KT45, or S5, for short. This is the
logic standardly used in distributed computing contexts, as the axioms are typically
associated with “perfect” reasoning. The logics we will be working with in our new
system are usually either S5 or extensions of S5.

If a formula ¢ is provable from a list of axioms £, we say Fy ¢. We can also
allow for a set of assumptions in a deduction, call it I', consisting of formulas which
may not be axioms or derivable from axioms. These appear in the deduction simply
as formulas in the list. If ¢ is provable from assumptions I' with axioms L, we say
T'Fr .

Now, finally, we must discuss semantics. The usual semantics for modal logic are
known as “possible world” semantics or “frame” semantics. These semantics have
been used fruitfully in applications, but they are burdened with some interpretive
difficulty. Giving an alternative is the goal of this paper, but to explain the difficulty
(and to complete some of our proofs) understanding the frame semantics is necessary.
The object of study in semantics is a model, and a model consists of three elements.
The first is W, a set of possible worlds. From a purely formal point of view, W is
just any set. Second is a set of relations R, consisting of a binary relation R, for
each agent a. The third piece is a function V' which maps atomic propositions (the
atoms of formulas, recall) to sets of possible worlds. V says, in simpler terms, at
which worlds a proposition is true (and, consequently, at which worlds it is false).
A triple M = (W, R,V) is called a “frame” model.

The following is an example. Let P and () be our only atoms, and then let W =
{wy,we,w3}. Let our agents be a and b, and R, = {(w1,w2), (w1, w1), (w2, w1)},
and Ry = {(w1,ws), (w2, w1)}. Finally, V(P) = {wy,wa}, while V(Q) = {w1,ws}.
We draw this model as follows:



ws(P) \b ws(Q)
\ e

wl(P7 Q)
O

a

To explain the notation, the list of formulas in parenthesis after a given world
explains which formulas V' assigned to be true at that world. So at world w;, both
P and @ are true, whereas only P is true at wy. The arrows are labelled with which
agent can “see” a given world from another. At wi, a can see two worlds, namely
wy and we, whereas b can only see ws.

We have already hinted that these models provide a notion of truth for formulas
when we say that V tells us which atoms are true at which worlds. In general, at
any given possible world, one can ask of any formula if it is true or false at that
world. Since the definition of a formula is recursive, so must our definition of truth
be as well. For a model M, a world w, and a formula ¢, the expression M, w E ¢
reads “p is true in M at w”. We define this expression as follows:

M,wE P iff we V(P)
Mwk¥F L
M,wE =Y iff MjwEY or Mywk ¢
M,wE Ky p iff M, v E ¢ for all v such that (u,v) € R,

it is the last of these that requires some more explication. Indeed, what it says is
that at a world w, it is true that a knows ¢ if in all the worlds a considers possible,
 is true. The frame tells us which worlds a “sees” at a given world, or equivalently,
which worlds a considers possible at a given world. And if a does not entertain
the possibility that ¢ is false, that is, all worlds a considers possible are such that
© is true, we say that a knows ¢. The intuition is that a has ruled out all other
possibilities and thus is entitled to claim ¢ as knowledge. That said, if the notion
of a possible world feels abstract, pushing on that is indeed the aim of this paper.
One last piece of notation is I' F ¢, which says that any world in any model which
makes true all formulas in the set I' also makes true the formula .

The relationship between syntax and semantics, one should hope, is very close,
and indeed it is. For instance, the modal logic K (remember this also includes
Nec and all of the non-modal rules) is such that anything provable in this system
from the rules is true at every single world in every single frame model. We say
that K is “sound” with respect to frame models. We can abbreviate this by saying
I'Fkg ¢ = I' E ¢. However, the opposite is also true, which is far more remarkable.
Anything true in every single frame at every single world is provable in K. This is
called completeness, and is abbreviated I' F ¢ = I' Fk ¢.

One can also restrict the frames to get even more soundness and completeness
results. Say that one only considers models where the frames are a transitive rela-
tion. Then I' Fyransitive ¢ means that every transitive model and world making true
the set I' must also make true . Indeed, the following is true:



r ':transitive Y = r '_K4 2

So one has soundness and completeness with respect to the rule 4 and transitive
frames. These connections are very powerful in general. Since we mentioned that
S5 is the usual logic for doing distributed computing in, one might ask which class
of frames this logic is sound and complete with respect to. It turns out that those
frames which are equivalence relations for all agents is the appropriate logic. Indeed:

r t:equivalence relation ¥ = I’ Fss 2

We will not go into the proofs of either soundness or completeness in any detail.
However, some comment should be given as we make use of the traditional proof of
completeness later in the paper. Soundness is proven by induction on each axiom and
rule of inference, showing that each individual rule is satisfied in the relevant class
of models, and therefore a whole deduction will be. Completeness is a bit trickier.
One builds what is called a “maximal model” which serves as a kind of universal
counterexample. One builds this model first by assuming the set of worlds are the
maximal consistent sets of formulas. A maximal consistent set I is such that I" is
consistent, that is, in the relevant list of axioms, one cannot prove falsum, and I
contains every formula or the negation of that formula. Lindenbaum’s Lemma states
that every consistent set of formulas I' may be extended to a maximal consistent
set I". The valuation for the maximal model simply assigns an atom to a world if
it is in the set of formulas. The trickiest thing are the frames for this model. For
any agent a, we say that (u,v) € R, for the maximal model if and only if for all
formulas of the form K,¢ € u, ¢ € v. This is known as the “unboxing” frame.

In general, the logics and their axioms and the class of frame models with respect
to which they are sound and complete is worth having on hand. For the rest of this
paper, these normal modal logics and their respective frame classes in the following
table are good to have in mind (all logics have the propositional Church axioms,
Modus Ponens, and Necessitation):

Logic Axioms Sound/Complete Frame Class

K K All

T K+ T Reflexive

D K+ D Serial (No worlds with no exiting edge)

B K+B Symmetric

K4 K+4 Transitive

S4 K+T+4 Reflexive and Transitive
Euclidean (If one world sees two worlds

K5 K+5 those two worlds see each other)

K+T+4+5
S5 =K+T+4+B Equivalence Relation
=K+T+5

2Recall this is the abbreviation for KT45.



2 A Story

Imagine you are a modal logician. Say you want to model a situation with two
agents (a and b), where both agents know P, but neither knows anyone else knows
it. Since knowledge is factive, we need a world for the actual world where P is true.
However, this cannot be the only world the agents have access to, else they would
know the other knows P. So we need another world accessible to each agent. These
worlds must also be P worlds so that knowledge is preserved. However, at each of
these worlds, we need an edge for the other agent so that at these worlds, the other
agent does not know P. This gives us the following model®:

Wap(—P) —2— we(P) —— w(P) —2— wy(P) —%— wyo(—P)

Building this model is curious because we used relations and possible worlds in a
very distinct way from what is usually prescribed [16]. Usually worlds are taken to be
prior instantiated - we consider those that we need - and the relations between them
are a fact. This should be understood as weaker than treating the possible worlds
as “actual” in a strong metaphysical sense. Take Kripke’s considerably weaker
position, where he says “a possible world is given by the descriptive conditions
we associate with it.” [16, p. 44] Kripke’s idea here is that possible worlds - what
they are - are constrained by a description (the relevant propositions to what we
are modeling). This seems to contrast sharply with the above story. There, what
constrained the possible world was a description (the propositions) but it was not
our “imagination” that brought the world to our attention, so to speak. Kripke
seems to be presuming that the modal logician imagines the relevant features of
description (relevant propositions) and introduces worlds based on this (he does not
mention anything else). By contrast, in our story, we introduced worlds indeed by
such a description, but the motivation for introducing both worlds and relations was
our understanding of the perspectives of the agents. Kripke makes no mention of the
relations here, and seems to take it that how the worlds are related to each other is an
understandable fact once we have all the worlds on the table. This again contrasts
sharply with how the modal logician seems to actually build models in practice,
where worlds and relations are introduced simultaneously, and each to account for
the perspectives of the agents. Kripke’s description should therefore be understood
as post-hoc, a description of how to understand an already completed model, and
even if it is successful here, it leaves the practically minded modal logician relatively
clueless as to how to build such a model for a given task.

Our models then would be a simplification or fragment of this fact, where we
divine what worlds are relevant and appropriately draw relations between them.
The exercise we did above, however, suggests this picture is, if not wrong, at least
straightforwardly incomplete. In the exercise above, we introduced worlds which
were not divined from some abstract idea of what worlds there might be, but were
instead influenced by the constraints of our agents and the problem we were trying

3The lack of arrows on the edges we assume means symmetric edges.



to model, in addition to existing relations. Similarly, relations we introduced were
constrained by the worlds and relations already present and the problem itself.

We can divine two things from this exercise. Firstly, worlds and relations are not
independent. What relations we have influence how we create worlds and vice versa.
And, secondly, constraining both of these is the problem at hand, the application
to which we are applying our modal logic skill, and the perspectives of our agents.
These two themes, broadly speaking, motivate our goals for this paper. We will
begin by exploring the difficulties of possible worlds hinted at in the Kripke quote
above (both those he identifies and those his own interpretation make salient), and
develop a formalism that both gets around this and points towards the practical
needs of a modal logician evident in this exercise. We will go from there towards a
novel formalism where the semantics for modal logic is done in simplicial complexes,
compared to the existing literature in this area. Finally we provide a novel soundness
and completeness proof for this system, and use it to point towards the difficulties
related systems have had in achieving completeness proofs.

3 Previous Work

Interpretations of possible worlds are fraught with difficulty. Many metaphysical
concessions have been made in order for them to fit into various philosophies and
arguably none of these are terribly satisfying [3] [15] [19] [21]. The motivations for
this are varied, but arguably one is that philosophers in the 20th century wanted
to make better sense of one of their favorite tools, modal logic, and defend it from
the objections of figures like Quine, who infamously said that “Modal logic was
conceived in sin” [22].

This stands in stark relief with the fact that modal logic has a storied and
varied history in applications, notably in distributed computing [11] [20] [24] [17] [5].
Somehow modal logic works perfectly fine despite the lack of a detailed explanation
of what a possible world is. The tools and protocols developed from modal logic
models of distributed systems are widely applied in many areas [11] [20] [24] [L7] [5].
We take this to be a tension worth exploring further: How is it that modal logic can
be so useful as a model when the fundamental building block of that model is itself
inscrutable?

I cannot take credit for the first piece of insight here but I can articulate it. The
following comes from a conversation I had with Dr. Adam Bjorndahl. We were
discussing the pedagogy of modal logic, and in particular, this exact question: How
do we explain to students how to think about and use possible worlds without going
over the deep end, so to speak? His example is as succinct as it is illuminating: “If
your agents think it might be true that they are on the moon, then they consider
the moon a possible world.”

To be clear, this example is stated exactly correctly. The collection of proposi-
tions consistent with the world being the moon is indeed what they consider possible,
not that they consider it possible that they are hallucinating the moon or something
else. Indeed, however, the only consistent set of such propositions entails that they
are hallucinating that they are on earth.



There are two takeaways from this thought experiment and they both point to
the same thing. The first is that how we arrived at realizing “the moon” needed
to be in our model was by thinking about our agents. In particular, it was arrived
at by thinking about what our agents consider (relevantly) possible. The second
takeaway is how we should understand the propositional contents of “the moon”
was arrived at specifically by considering what the relevant agent was “seeing” -
since they see, presumably, earth, if they think it is possible they are on the moon,
the propositional content of the possible world “the moon” must include (or at least,
be consistent with) the fact that the agent is hallucinating earth.

Both of these takeaways point us straight at the idea that what defines a possible
world in a modal context is what we might call an “agent perspective”. We only
care about possible worlds in as much as they are consistent with a relevant “agent
perspective” in the context we are modeling. The big question is, then, can we
formally build a semantics for modal logic where the foundational object is an agent
perspective and not a possible world? It turns out it can be done [8] [9] [18] [4]
[10] [23]. The solution to our woes is to turn away from possible worlds frames and
towards simplicial complexes.

4 Possible Worlds and the Difficulty They Bring Us

Simplicial complexes and techniques from algebraic topology are not new to dis-
tributed computing [2] [6] [1] [13] [14] [12]. What is new is directly linking them
to modal logic [2] [9] [1&8] [4] [10] [23]. The existing attempts are quite profound in
their implications. It seems that we should be able to do modal logic without ever
making reference to possible worlds. Formulas in a model are instead assessed of
their truth with respect to conglomerations of agent perspectives, which in the models
are “facets” of the simplicial complezes.

The existing models do, however, make some strange choices. The authors of
“Knowledge and Simplicial Complexes” do not actually give a logic for soundness
and completeness, which is understandable given the scope of their system [1]. While
in the paper “Epistemic Logic with Agents that May Die” the authors assign propo-
sitions directly to facets* (negating the advantage of moving to agential perspectives
in the first place) while both “Knowledge and simplicial complexes” and “Epistemic
logic for impure simplicial complexes” have atomic propositions tagged by their rel-
evant agent in a way that makes the proposition agent specific [4] [10] [23]. Neither
of these options is ideal. And none of these papers, despite using them as motivating
examples, explain clearly how to build classical thought experiments like “Muddy
Children” in their languages® [4] [10] [23]. And none of these papers explicitly take
advantage of the idea that what a facet should be is a consistent union of agent
perspectives. Our paper seeks to address all of this.

However, a feature of the previous models that will be carried into ours is that
it is not possible to have a semantics for modal logic using simplicial complexes
without satisfying B (sound and complete with respect to symmetrical frames).

4Exactly what a facet of a simplicial complex is will be explained in the next section
5In the case of some of these papers, this is possibly because doing so would be quite difficult.
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This is odd from the traditional perspective, but makes enormous sense when you
realize the philosophical advantages of looking at things through the lens of agential
perspectives. Two “scenarios” or facets (the formal stand-in for possible worlds here)
are “accessible” from each other only by passing through some agent perspective.
Put another way, all this means is that there are two distinct consistent sets of
agential perspectives, and between each of these they share a particular agential
perspective. And consistency is of course agnostic about any sense of direction,
hence the enforced symmetry.

This of course means that accepting 4 enforces accepting 5 and vice versa. This
again is strange from the traditional modal logic perspective. However again we
feel it is entirely philosophically warranted. First of all, most applications of modal
logic, especially in distributed computing, use S5 or KDD45. The reasons are because
these applications are again effectively already using the agential perspective. It is
difficult to imagine what it would mean for two distinct agent perspectives to be
consistent with each other but distinct - why would they not just be the same
agential perspective? This scenario effectively corresponds with an underspecified
model, and is also precisely what corresponds with breaking 4 or equivalently 5.

The last thing to explore is breaking T, and the current literature is exploring
this deeply, as in these contexts, breaking T behaves in a way that arguably cor-
responds with crash failure. That is, epistemic scenarios where agents can leave
the scenario for one reason or another. While this is worth exploring, and we do
show soundness of the relevant rules in this setting, it turns out completeness for
the models sans T is really quite difficult, as anticipated by [23] [10]. So we focus
on an S5-like logic for most of this paper.

The last axiom we consider for the system for which we prove completeness is
easily our most controversial. We call it NU for “No Unknowables”, and it is a kind
of reverse factivity on atoms:

NU:P - \/ K,P
acA

This axiom says that if an atom P is true then somebody knows this. At first
glance such a rule feels absurd in an epistemic context. It however clearly results
from the agential perspective we are taking. The only way to introduce an atom to
a conglomeration of agential perspectives is for some atom to do so. And of course
that perspective is one where P is true.

For modelling purposes, there is a way around this. It is very easy for =P to be
true and for no agent to know —P, so if this scenario is important for modelling,
one can simply reverse the truth of P (take the negation as the atom). Of interest
is that all of the classical examples, such as Muddy Children, satisfy this axiom
anyways. We will also weaken this assumption in a later section. Additionally, in
the final section, we will explain how to eliminate this assumption (though doing so
introduces some philosophical and modeling baggage).
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5 Brief Primer on Topology

Topological semantics for modal logic is almost as old as modal logic itself, and
predates the frame semantics. However, this will not concern us directly here.
Instead we need the notions of a “simplicial complex”. Formally, a simplex is a
triangle. That is, it is a collection of nodes where each node is connected to each
other. So, if one has 3 nodes, one is left with the usual triangle. 4 gives a tetrahedron,
and in general, n many nodes is an n — 1-dimensional triangle. Triangles of arbitrary
dimensions are called simplexes, and any subset of the nodes of the simplex is called
a “face” of the simplex. Consider the following example:

L7 N

a —— b

We can use this to get a sense of faces of a simplex. For a tetrahedron with
nodes {a, b, c,d}, the subset {a,b,c} is a triangle and a face of the simplex, as is
the edge {a,b} and the singleton {a}. In general a simplicial complex is a stitching
together of triangles of arbitrary dimension - one can imagine a tetrahedron and a
fifth node e, and a single edge from a to e.

C

ZaY

One could also imagine that instead of a linear tail the tail was shaped like a

e a

triangle:

C

f d

/7 N\

e a b

One could also imagine that triangular tail connected at two points instead of
one:



These are all examples of simplicial complexes interpreted geometrically. For-
mally, a simplicial complex is simply a set N of nodes, and a subset of 2V, the
powerset of N, closed under subsets. That is, if X € 2¥ and Y C X, then Y € 2%,
Elements of the simplicial complex are called simplexes or faces, and faces not a
proper subset of some other face are called maximal faces. Our semantics will make
heavy use of maximal faces. Contra much of the literature, we will sometimes refer
to maximal faces as facets. One can see in the above examples that a subset of any
face is itself a face, justifying the formal definition.

6 Primary Definitions

It is now time to formally define our new semantics. Fix a set of agents A. We
define our language as follows, where P € 3 and a € A:

@ = P|L|p — | Kup

Let B* be the propositional fragment of this language (that is, all formulas
without a modal component)

For each a € A let V(a) be a set of agential nodes. Let L(a) : V(a) — C(2¥"),
where C'(2¥") is the collection of sets of propositionally consistent formulas in 3*.
For convenience, assume that the collection of L(a)(a;) for each a; € V(a) are
pairwise inconsistent (this will help us with soundness and completeness later and
related to 4, and, because as we shall see we also have B, also 5). For intuition,
note that V and L are each themselves a part of the valuation. In frame models, the
valuation is handled by a single function, but in this context, we need two functions.
V' assigns a set of nodes, which we can think of as perspectives, to each agent. L
then assigns propositions (non-modal formulas) to these perspectives, very much so
how the original valuation function from the frame model behaves.

We say a simplicial model is a tuple M = (V, L, S), where S is a subcomplex of
S’, which itself is the resultant maximal simplicial complex:

S'={XC U V(a)| U L(z) is consistent}
acA zeX

We show this is a simplicial complex as follows. Suppose Y € X € S’. Then
X C UgeaV(a) and |J,cx L(x) is consistent. Since Y € X, we have both that
Y € U,eca V(a) and (J,cy L(x) is consistent (it is a subset of a consistent set). So,
Y € 9, as desired.

We say the following, where M = (V, L, S) is a simplicial model and X a facet
(maximal face):
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M, X E P iff U L(z) - P where | is classical propositional entailment
reX

M, XE L
M, XEp—yiff,if M, X E ¢ then M, X Ev
M, X E K, iff VY such that V(a) N (X NY) # 0, then M, Y E ¢

This is a two valued logic but we have made a particular assumption - agential
perspectives, when agnostic about the truth of some claim, can be stitched together
both with perspectives where the claim is true and those where it is false. However,
once the simplicial complex is built from the agential perspectives, worlds that are
agnostic about a given proposition are said to force it to be false. This follows from
our semantics for —, as is useful when proving soundness. Philosophically, I also
think this is okay - facets are ”truth minimal” - if the model doesn’t consider a
possibility for making something true, the model assumes its false. Nothing should
be lost practically by this assumption.

At this stage it might be helpful to look at a specific example. The following
I call the “Where should we go to dinner” model. Let A = {a,b,c} and X and Y
be propositions corresponding to “We should eat at X” and “We should eat at Y”
respectively. Then each agent gets one node, so simply say V(a) = {a}, and say
that L(a) = X VY, L(b) = {=X}, L(c) = {=Y}, and S = S’. This gives us the
following model:

b:(—X) ~XATY c: (-Y)

—\m AY

a: (XVY)

The faces (edges) are labeled with the truth values of the literals (atoms and
negated atoms). What is interesting is that any two of our agents can agree on
where to go to dinner (b and ¢ presumably agreeing to stay in) but the three of
them cannot agree. This corresponds with the fact that the two simplex {a, b, c} is
inconsistent.

Of note is that there is a special class of assumptions. Define a maximal face
in a simplicial complex to be a face not contained in any face except itself. A facet
is a face of maximal dimension. Simplicial complexes of dimension |A| where every
maximal face is a facet and every maximal face X is such that |[X N V(4)| =1
will be the class for which we prove soundness and completeness. Call these perfect
complexes. Note that “Where should we go to dinner” is not perfect, as each
maximal face (the edges) is short one agent.

Of note is that we can define muddy children in this context, and it is a perfect
model. Let A = a,b,c, and M,, My, M, € B denote that the respective child is in
fact muddy. Then

V(a) - {ah az, as, (14}
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V(b) - {bb b27 b37 b4}
V(C) = {Cl, Cc2,C3, 64}
We then say

L(a)(ar) = {Mj, M}
L(a)(az) = {(My — L), Mc}
L(a)(as) = {Mj, (M. — L)}

L(a)(as) = {(Mp — L1),(Mc — L)}

L(b) and L(c) are defined analogously. Taking S = S’, this gives us the usual
simplicial model for 3 muddy children, with triangular faces corresponding with
the 8 possible arrangements of children. For instance, {a1,b1,c1} is consistent and
therefore is a face because the union of their interpretations is consistent (all children
clean). Note that this is also a perfect complex. We can draw it below:

a1 (My, M) by (M, M,)

R

ca(~ My, My) by(~M,, M.) c1(My, My) as(~My, M.) e3(My, —~M,)

ba(—Mg, ~M,) ca(~ Mg, ~Mp) ag(—My, ~M,)

A fair question to ask at this point is “how should one go about reading this?”.
The key idea is to center yourself on triangular faces. Consider {a1,b;, 1}, call it A.
At this face, note that three faces are accessible, namely {a1, ba, c2}, {az, b1, 3}, and
{as, b3, c1}, call these A,, Ap, and A, respectively. The first is accessible through
the subface (in this case node) {a; }, the second through {b; }, and the third through
{c1}. So, at A, we can consider, for instance, all the faces consistent with A from a;’s
perspective. These would be the faces whose intersection with A contains a nodes,
so in this case, are the faces A and A,. At both of these, M} and M, are true, so we
can say that a knows that M, and also knows that M.. The face {as, by, c2}, call it
B, is accessible from A, via co. Moreover, one can observe that =M, is true at B.
So a considers it possible that ¢ considers it possible that ¢ is not muddy (and of
course, they are in fact muddy, and a knows this). Following, we can observe facts
like “a considers it possible that b considers it possible that ¢ considers it possible
that b is not muddy”.

A key intuition here is the idea that knowledge is paths. Drawing a path between
two simplexes through a shared face which is “colored” using the agents (we call
a face with an a-node a-colored) is how we determine possibility. By tracing these
paths, we determine what agents consider possible. So, starting at A, we pass to
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A, via an a-colored face. We can then pass to B via a c-colored face. So, this path
starts with the color a and then ¢, and we can use this path to represent knowledge
in the complex.

Now let’s imagine instead the same situation, except that a is uncertain about
b’s state. a’s perspectives reduce from 4 in count to 2. We'll say a; = {M,.} and
as = {—M.}. Let’s imagine first that the other agents are also aware of a’s limitation.
In this scenario, the desired graph is still the maximal one. So if A = {ay,b1,¢1},
Then we can see that this is consistent with {aj,bi,c3}. So at A, a considers it
possible that b is muddy. A similar construction shows that a considers it possible b
is not muddy. Additionally, at A, one can show that b knows that a and ¢ are both
muddy.

In this setting, something remarkable happens. In the possible frames setting, a
similar situation would require the creation of more edges on the same set of worlds.
This is because in the frame setting, uncertainty is captured by agents being unable
to distinguish distinct worlds. In the simplicial setting, by contrast, that is achieved
by instead shrinking the number of relevant perspectives. The model builds in new
“edges”, i.e. connections, simply by shrinking the number of nodes. There’s also
something extremely intuitive about how we went about defining this shrinking. In
the possible worlds setting, we would say something like “a now considers it possible
that b is muddy, even if they are not” and add in edges accordingly. Here, the change
was remarkably slick. We simply restricted a’s perspective to not include facts about
b and generated the model as before. This is in line with the fact that our goal was a
model where a was now uncertain about b’s muddiness. Indeed, this is equivalent to
saying that a’s perspective does not contain b-facts, and generating the model was
just as simple. Where in frame models, we increase uncertainty by adding worlds,
in simplicial models, we increase uncertainty by limiting perspectives.

Now imagine a more complicated setting. In fact, everyone is certain about the
muddiness of the other children. However, ¢ is uncertain whether a is certain about
the muddiness of b. Again, assume this state of affairs is something all the children
are aware of. Let Mj be the original muddy children problem and M5 the model
where a is uncertain about the muddiness of b. We build this new model by stitching
M; and M> together at consistent c-nodes, that is, we are able to pass between the
models via c-colored paths. Formally this would mean we have 6 a-nodes, 8 b-nodes,
and 4 c-nodes. The a nodes are the 4 M; nodes and 2 My nodes. The b-nodes are
two copies of the 4 M; nodes, since they have the same Ms nodes. So at A in
M, we can say that ¢ considers it possible they are in A in My. Making more and
more elaborate versions of this story would similarly involve stitching together more
models, as in the fame case.

Moving on from muddy children, one might ask what collection of axioms will
be sound and complete with respect to these models (not just perfect models). The
axioms I expect the general definition (not perfect complexes) to be sound and
complete with respect to are KB4 in addition to the following axioms (this is as of
yet unproven):

NE: \/((K.l) = 1)
a€A
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SAa: (Kol) —» L)A N Kpl) = Ko \ Ky L

b#a b#a
NE stands for “Non-Emptyness” and SA, stands for “Single Agent” as given
in “Epistemic Logic with Agents that May Die” [10]. The intuition for NE is that

no maximal face has no points. That is to say, the empty set is not a maximal face
except in the empty model. The intuition for SA, is that if a facet has a single
point, it can’t be attached to any other face, so it must be isolated, and the agential
perspective of that face is that they are alone.

Of note is that “Epistemic Logic with Agents that May Die” and “Epistemic
logic for impure simplicial complexes” each interpret K, 1 as a is ‘dead’ - a crash
failure. This makes sense from the perspective of the other agents, as for K, 1 to
be known to them, they would have to be entirely on facets without a nodes.

While we suggested that “Knowledge and Simplicial Complexes” used “agentially
tagged propositions”, more should be said about that to contrast our models. [4]
In this setting, truth can be assessed against any face, and faces need not have
consistent propositions around them, as the a node may bring p while the b node
brings —p. Knowledge is, however, more or less defined the same way.

We now see there is a better way to model our initial story. We need the two
perspectives for each agent, one where they know P and one where they do not.
Call these a1, ag and by, by, where L(x)(z1) = {P} and L(z)(xz2) = (). Then taking
S =5, we get the correct model.

7 Soundness

Our axioms will be the following for any formulas ¢, ¥, and v and any agent a:
Church’s axioms:
Cl:p— (=)

C2:(p—=> W —=7) = ((p—=9) = (p—=7)
C3:((p—L1L)—=1)—9p

Modal logic:
K: Ki(p— )= (Kop — Kap)

T: Ky — o
B:yp— K,(Kaolp— 1)) — 1)
4: K, — K Ky

NE: \/ (KoL) = 1)
a€A
SAa: (KoL) = L)A N Kpl) = Ko \ Ky L
b#a b#a

5Because we list B and 4 there is no need to list 5 as well because it is derivable.
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NU:P— \/ K.,P
acA
And our rules of inference will be the following:

MP : From ¢ and ¢ — ¢ infer ¢
Nec : From ¢ infer Kgp

Our completeness proof will focus on models where each maximal face has |A|
nodes and a node for each agent. These axioms will be the usual S5 axioms plus
NU, but we prove soundness somewhat more generally. With that said, now some
soundness lemmas. Let M be any simplicial model and X be any facet of said
model. Then we have the following lemmas:

Lemma 7.1. Soundness of C1

Proof. Suppose that M, X F ¢. Then, if M, X F 1, it does follow that M, X F ¢,
as desired. n

Lemma 7.2. Soundness of C2

Proof. Suppose that M, X F ¢ — (» — 7). Suppose further that M, X F ¢ — .
Suppose further that M, X & . Then it follows that M, X F ¢ — vand M, X E 1.
So, it follows that M, X F ~, as desired. O

Lemma 7.3. Soundness of C3

Proof. Suppose that M, X £ (¢ — L) — L. Suppose M, X ¥ ¢. Then, if M, X E
©, we have a contradiction, and so M, X F L. It follows that M, X F ¢ — L. So,
M, X E 1, a contradiction, and so M, X F ¢, as desired. O

Lemma 7.4. Soundness of K

Proof. Suppose that M, X F K,(p — ). Suppose further that M, X E Kyop.
Then for any facets Y such that V(a) N (X NY) # (), we have that M, Y E p — ¢
and M,Y E . So, for any such Y, we have that M,Y E ¢. So, M, X E K,p, as
desired. O

Lemma 7.5. Soundness of T

Proof. Assume M is perfect. Suppose that M, X E K,p. Then for all Y such that
V(a)N(XNY) # 0, we have that M,Y E ¢. Take Y = X, because X N (V(a)) # 0
by perfection. Then M, X E ¢, as desired. O

Lemma 7.6. Soundness of B

Proof. Suppose that M, X £ ¢. Let Y be a facet such that V(a) N (X NY) # 0.
Suppose for a contradiction there is some such Y such that M,Y F K,(¢ — L).
Then for all Z such that V(a) N (Y N Z) # 0, we have that M,Z E ¢ — L.
Taking Z = X, we get that M, X F 1, a contradiction. So, for all such Y, we
have that M,Y ¥ K,(p — L1). It follows that M,Y F (K,(p — 1)) = L, and so
M, X E K,((Ko(p — L)) — 1), as desired. O
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Lemma 7.7. Soundness of 4

Proof. Assume M is perfect. Suppose that M, X E K,p. Then for all Y such that
V(a) N (X NY) # 0, we have that M,Y E ¢. Suppose now that Z is a face such
that V(a) N (Y N Z) # (. By perfection, Y can only have one element of V(a), so
V(a)N(XNZ) #0. So, M, Z E ¢. So, M,Y E K,p, and therefore M, X F K,K,p,
as desired. O

Lemma 7.8. Soundness of NE

Proof. Suppose for a contradiction that M, X E K, | for all a € A. Then for any
a € A and any facet Y, if V(a)NXNY # (), then M,Y F L. This is a contradiction,
so there is a € A such that M, X ¥ K, 1. So, M, X F (K,L) — L, as desired. [

Lemma 7.9. Soundness of SA,

Proof. Suppose M, X E ((K,L) — L)A /\#a Ky 1. Suppose Y is a facet such that
V(a)N(XNY) # 0. Suppose for a contradiction Z is a facet such that for some b # a,
V(b)N(YNZ) # 0. Fix a and b to be witnesses of these nonemptinesses respectively.
Then b and a are consistent, so b € X, which contradicts that M, X F K, L. So
no such Z exists. So, M,Y E K1 for all b # a. So, M, X E K, Ab;éa Kyl as
desired. O

Lemma 7.10. Soundness of NU

Proof. Assume L(x,) consists only of atomic propositions for each a € A and z, €
V(a). Suppose M, X F P. So the union of all the agential perspectives proves P.
Since these agential perspectives consist entirely of atoms, then the only possible
proof is that some perspective contains P. In specific, there is a € A such that
XNV(a) ={x,} and P € L(x,). Let Y be a facet such that V(a) N (X NY) # 0.
Then by properness, z, € Y, and so M,Y E P. Therefore, M, X E K,P, as
desired. O

Lemma 7.11. Soundness of MP

Proof. Suppose for any model M and any facet of that model X we have that
M, X Epand M, X E ¢ — 1. Then M, X E 1), as desired. O

Lemma 7.12. Soundness of NEC

Proof. Suppose for any model M and any facet of that model X we have that
M, X E ¢. Let Y be a facet such that V(a) N (X NY) # 0. If no such Y exists,
then vacuously, M, X E K,p. If such a Y exists, then M,Y E ¢, and then again,
M, X E Kyp, giving the desired result. O

Say that I' Fg5 1 wu ¢ if and only if there is a deduction of ¢ from assumptions I'
using only the S5 and NU rules, and T" F ¢ if and only if M, X E T then M, X E ¢.
We can now prove Soundness:

Theorem 7.13 (Soundness). If ' FgsiNuU @, then T E .
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Proof. Suppose I' - . We prove this by induction on the depth of the proof. If the
proof has depth 1, ¢ is an axiom, and so our soundness lemmas cover it. Assume
the obvious Inductive Hypothesis. If ¢ is introduced via a rule of inference from
proven things, the IH shows that the model satisfies those proven things, and our
soundness lemmas for rules of inference imply the model makes true . In all cases
we get the desired result. O

8 Completeness

We work with the logic S5 + N'U for each agent. We know this is sound with respect
to perfect models. We will now show it is complete. For this section we consider
only perfect simplicial models.

Theorem 8.1 (Completeness). If ' F ¢, then I' FgsiNuU ©-

Proof. Let W be the collection of S5 + NU maximal sets. Build the usual maximal
frame model with W, that is, for wi,wy € W, wiRyws if and only if for all ¢ if
Kgap € wy then ¢ € wy. We need to show this is an equivalence relation. Consider
any . Suppose K, € wi. Then by T ¢ € wy, so wi Ryw.

Suppose wy R,ws. Now assume K, € wy. Now for a contradiction assume that
—Kyap € wi’. By 5, K- ap € wy. So, 7K p € wa, a contradiction. So,Kyp € w;.
By T, we have that ¢ € wi, and so waR,w1, as desired.

Suppose w1 R,ws and wa Rgws. Suppose further K,p € wi. By 4, we have that
K, Kq.p € wi. So, Kap € wa. So, ¢ € ws. This shows that w R,ws, and we are
done.

This lemma is a consequence of the usual completeness proofs for frame models.

Lemma 8.2. : If ¢ € W' for all w' such that wR,w', then K,p € w.

Proof. Suppose ¢ € w’ for all w’ such that wR,w’. Suppose for a contradiction that
Kq.p ¢ w. Then - K,p € w by maximal consistency. Therefore, by propositional
logic and K, we have that -K,——¢ € w. By the Existence Lemma® there is a
w’ such that wR,w’ and —¢p € w’. This of course is a contradiction because w’ is
consistent, and so K¢ € w, as desired. ]

So now we have our frame model, where given a world, the a-accessible worlds
form an equivalence relation. So we have to imagine collapsing the frame into a
point (the a-perspective) and expanding the worlds into facets. However, to be able
to define this, we need another lemma.

Lemma 8.3. Proof. First, suppose wR,w’. We need to show that K,p € w if and
only if K, € w'. Suppose the K,p € w. Then ¢ € w’ for all w’ such that wR,w'.
Suppose w’ Rqw”. By the equivalence relation, wR,w”, and so ¢ € w”, so K, € w’
by the above lemma. Suppose K,p € w’. By symmetry, w'R,w, so ¢ € w. If
wRew”, then w'R,w”, so ¢ € w'. Again, by the previous lemma, K,p € w, as
desired. O

"¢ is the usual abbreviation for ¢ — L
8Theorem 3.8 in http://math.uchicago.edu/ may/REU2020/REUPapers/Hebert.pdf
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Because we have this new lemma, we can now let a, = {¢ € P*|K,p €
w and ¢ is atomic} for each a € A. If wR,w’, then a,, = ays. For each a € A,
say that V(a) = {a, U {w'|wR,w'}w € W}, call this f, ., and L(fgw) = ay. Our
facets will be {fywla € A}, and for ease of notation we will refer to this facet as
w. Indeed, this is well formed. Suppose for a contradiction that ¢ € L(f,w) = auw
and = € L(fpw) = by. Since L(fq,.) consists solely of atoms, this is already a
contradiction. We can also say that the agents have no inconsistent knowledge with
each other by T - the proof is trivial. Moreover, each facet has precisely one node
for each agent. So these facets are |A| size consistent unions.

We need to show that the a-accessible worlds from w are precisely those that
share f, .. Suppose wR,w'. As above, then a,, = a,y. Moreover, because we have an
equivalence relation, {w"|wR,w"} = {w"|w Ryw”}. This means that fq . = fgu, S0
the two facets share a node. Suppose wNw' # (). Fix a such that V(a)N(wNnuw') # 0.
This tells us that f, ., = fa., because facets have one and only one node for each
agent. So, {w”|wR,w"} = {w”|w'R,w"}. Because we have an equivalence relation,
this tells us that wR,w’, as desired. With this shown, call this maximal simplicial
model M.

We now need to show that M,w F ¢ if and only if ¢ € w. We do this by
induction. Suppose P € w. Fix a such that K,P € w (NU). Then P € a,. So,
M,w E P. Suppose M,w E P. Then there is a € A such that P € a,,. This means
K,P € w, and so by T, P € w. The falsum case is vacuous.

Assume the inductive hypothesis, that is, for any formula ¢ of depth n, then
p € w if and only if M, w F ¢. Now let ¢ and v be arbitrary formulas of depth n.

Suppose ¢ — ¥ € w. There are two possibilities. Suppose ¥ € w. By the
IH, M,w E 9, and so M,w E ¢ — 1. Suppose ¢ ¢ w. By maximal consistency,
—p € w. Suppose for a contradiction that M,w E ¢. Then by the IH, ¢ € w,
and so w is inconsistent, a contradiction. So M, w ¥ ¢, and so M,w F ¢ — 1, as
desired. Suppose M, w E ¢ — 9. If ¢ ¢ w, we are done. Suppose ¢ € w. Suppose,
for a contradiction, that ¢ ¢ w. By the IH, we have that M, w ¥ ¢ and M, w E ¢.
Therefore M,w E 1, a contradiction. So ¥ € w and therefore ¢ — ¥ € w, as
desired.

Suppose K, € w. Then if w’ is a-accessible from w we have that ¢ € w’. By the
above, the a-accessible worlds from w are those worlds that share a,,, and so ¢ is in
all Y such that V(a)N(wNY) = {a,} # 0. By the IH, M,Y E ¢. So, M, w E K.
Suppose M, w E K,p. Then for all facets Y such that V(a)N(wNY) £ 0, M, Y E .
Then by the IH, ¢ € Y. As before, these Y are precisely those that are a-accessible
from w, so by our Lemma, K,p € w, as desired.

Suppose ' ¥ . Then there is a maximal consistent set X such that I' C X and
¢ ¢ X. Breaking X into its agential portions we can find a facet X in the maximal
model. This model makes I" true and ¢ false, as desired. Completeness is done!

O]

21



9 Distributed Knowledge

Extend the language with a predicate D for distributed knowledge”?. We interpret
this as follows, where M is a perfect complex and a’ is the unique a-node in X:

M, X E Dy iff M,Y E ¢ for all Y such that Va € A(a' € Y)

This definition is modified from “Knowledge and Simplicial Complexes” [1]. The
idea is that distributed knowledge is true precisely when given a facet accessible by
all the agents, it is a  facet. However, on perfect complexes, this has a curious
feature! All facets have exactly 1 node for each agent. If one specifies a node for
each agent, that uniquely determined the facet. So the only facet accessible from X
by all agents is X itself! This gives us the following lemmas:

Lemma 9.1. If M is perfect and X is a facet, then M, X E Dy iff M, X F ¢

Proof. Suppose M, X E Dy. Then for any facet Y and a € A such that 7,(X) € Y
we have that M, Y F ¢. Taking Y = X gives the desired result. Suppose, conversely,
M, X E . Consider any Y such that for all a € A, m,(X) € Y. If Y # X, then
they disagree on a node, so there is @ € A such that m,(X) # m,(Y). Since the
a-node is unique on a facet, it follows that 7,(X) ¢ Y, a contradiction. So Y = X.
It follows that M, X F De. O

It’s clear, then, we can modify our semantic condition for distributed knowledge:

M, XEDpiff M, X E ¢

This is extremely strong! And indeed it means that ¢ <> Dy will be valid in
our logical system. Call this rule V for vacuity. It follows that if one could expand
S5 + NU with a series of axioms capable of proving V, this list of axioms would
be complete with respect to perfect models in the expanded language. The obvious
such list of axioms is simply the singleton including that fact! To see why this
is complete, Consider our canonical model construction from the previous section,
only this time with maximal consistent sets who are S5+ NU + V sets. Call this
model Mp. Given a set of formulas w, let D(w) be the set {Dy|p € w}. It’s clear
that D gives a bijection from S5 4+ NU maximal consistent sets to S5+ NU +V
maximal consistent sets, as for any w which is S5 + NU + V maximal consistent,
Dy € w if and only if ¢ € w. Thus, if ' ¥g5- nu+v ¢, we can find in Mp a facet
fuw corresponding to a maximal consistent set w such that I' C w and ¢ ¢ w. One
can see, then, that NU trivializes distributed knowledge. It’s worth noting that
since N'U satisfies V, so should local variables as well. Indeed, in “Knowledge and
Simplicial Complexes”, they note this specifically. The takeaway is, then, while our
system is a strict weakening of the local variables system, as NU is a strictly weaker
axiom, it cannot avoid making distributed knowledge vacuous.

9We will not worry about distributed knowledge for groups smaller than the whole
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10 Completeness Without NU

There is a way to get rid of NU entirely. Expand our set of agents A to include a
new agent, n, which we think of as nature. We claim the logic is sound and complete
with respect to just S5. Assume that perspectives can have any formulas in them.
Again, the only step that needs to be changed is the atomic step. w, is the set of
formulas ¢ such that ¢ € w and there does not exist a € A such that K, € w.

Assume P € w. If there exists a such that K, € w, then the proof proceeds as
before. Otherwise, it follows that P € w,, and so M,w F P. Suppose M,w F P.
Then (J,¢,, L(z) F P. By T, we know that L(z) C w for all 2 € w. It follows that
w F P, and so by consistency, P € w.

Of note here is that it does not actually matter if we assume that perspectives
are solely atomic or not. Such is the power of the nature node. To see this in action,
take one agent a, and their perspective is empty. Two nature nodes, one with P,
one with (). Then there are two faces in the complex, one where P is true, the other
where @ is true. Then of course PV (@ is true on both faces which are connected by
the a node, and so a knows PV () but does not know either P or (). The other node
doesn’t HAVE to be a nature node, but of course, if it weren’t, then THAT agent
would know P or would know (), which is why we would otherwise need the NU
rule. Here everything was done with atoms where before we would have required
a’s perspective consist of the formula PV Q.

Nevertheless, the nature nodes are in some sense too powerful. One can first see
this formally - in the above model, the nature nodes handles ALL of the propositions.
Indeed, one could assign atoms solely to the nature nodes and stitch empty agent
perspectives around them as desired. This is equivalent to an S5 Kripke frame,
where the empty agent perspectives are the edges and the nature nodes are the
possible worlds. As a result, the nature nodes in fact are so strong they can “take
over” the model, so to speak. One can work entirely with them and ignore agent
perspectives, and if one does this, the nature nodes become no different than possible
worlds, which we initially sought to do away with. This is of course philosophically
unsatisfying. For the modeler who wishes to take advantage of the intuitions outlined
at the beginning of this paper, the advice is to introduce nature nodes as needed,
solely to fill in when one needs propositions to be true that no agent knows (or that
is not known distributively).

11 Conclusion and Future Work

This paper sought, broadly, to take tools from distributed computing to build a
sound and complete semantics for modal logic without possible worlds. We did
ultimately do this, with varying degrees of success. The presence of the “No Uncer-
tainties” assumption is inversely correlated with the degree to which we allow for
propositions to be true regardless of what each and all of the agents know. Nev-
ertheless, we believe the desirability of such an understanding of modal logic, and
prevalence of the NU assumption in most practical consequences speaks favorably
for this system.
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For future projects there are numerous things that can be tackled. Generalizing
the proof techniques from completeness here, it seems possible to tackle complete-
ness in the absence of T, though this remains to be worked out in detail. Brittany
Gelb has also found numerous results using tools and techniques from Algebraic
Topology to give algebraic characterizations of bisimulations [7]. We are both op-
timistic that extending these observations, possibly by connecting them to spectral
graph theory, will prove fruitful. Additionally, I hope to expand much of this work
beyond the epistemic contexts, and use similar semantics to address problems like
counterfactuals and other settings in which possible worlds have previously proven
ideal.
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