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Discussion Overview

• MIKA Toolkit Description and Capabilities
➢ Knowledge Discovery

➢ Information Retrieval

• Knowledge Discovery Examples:
➢ Hazard Extraction and Analysis of Trends (HEAT)

– Application to SAFECOM dataset

– Method description

– Results

➢ Named-Entity Recognition for FMEA extraction
– Custom Named-Entities 

– Model training method

– Results
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MIKA: Manager for Intelligent Knowledge Access. An assistive knowledge manager for decision support
and formulating recommendations in the In-Time Aviation Safety Management System (IASMS).
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MIKA Capabilities

• Current Capabilities:

➢ Knowledge Discovery: This capability adds value to the data and 
documents available by detecting patterns and themes that can be 
useful for decision-making. This is not only for extracting hazards – this 
also covers intelligent predictions based on trends in the data.

➢ Information Retrieval: This capability enables efficient access to high-
quality results for a given information need.

• Planned Capabilities:

➢ Anomaly Detection: This capability checks for mistakes in 
documentation.

➢ Completeness Check: This capability cross-checks documentation 
with historical documentation and conceptual models to check for 
unwritten assumptions.
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Knowledge Discovery 
Example 1
Hazard Extraction and Analysis of Trends (HEAT)
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Knowledge Discovery Example: HEAT

• Hazard Extraction and Analysis of Trends (HEAT):
➢ Systematic framework for machine learning enabled quantitative risk 

analysis

➢ HEAT has been used on multiple wildfire datasets (ICS-209-PLUS, 
SAFECOM)
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Knowledge Discovery Example: SAFECOM Data Set

Aircraft 
Type

Aircraft 
Model

Mission 
Type

SAFECOM ID Mishap Description Mishap Category

Airplane Beech-
craft BE20

Fire, Lead 
plane

20-1145 The radio frequencies of two aircraft 
were too close, resulting in static and 

noise when monitoring both. This 
resulted in a degradation of situational 

awareness.

Communications

Airtanker DouglasD
C-10

Fire, 
Retardant 

Drop

20-1313 A Tanker was leaking retardant during 
take-off. The leak was due to built up 

residue on the tank and floats 
preventing a proper seal.

Mission Equipment

Helicopter Bell 
UH/1H

Fire, Water 
Drop

20-1258 In route to a water drop, a helicopter 
pilot felt a “dragging feeling” prior to 
seeing the snorkel fall off the aircraft. 

Mechanic determined the snorkel 
hose detached from the coupling and 

found some damage to the electric 
pump wiring. 

Dropped Load 
(Mechanical)
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Knowledge Discovery Example: HEAT
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Knowledge Discovery Example: HEAT

Hazard Extraction 

• LDA Topic Modeling:

➢𝐹𝑜𝑟 𝑒𝑎𝑐ℎ 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡, 𝑑 ∈ 1,2,3, … 𝐷 ,
𝑡ℎ𝑒𝑟𝑒 𝑒𝑥𝑖𝑠𝑡𝑠 𝑎 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡𝑜𝑝𝑖𝑐𝑠:

𝜃𝑑 ∈ 𝑑𝑖𝑟 𝛼

➢𝐹𝑜𝑟 𝑒𝑎𝑐ℎ 𝑡𝑜𝑝𝑖𝑐, 𝑘 ∈ 1,2,3, … , 𝐾 ,
𝑡ℎ𝑒𝑟𝑒 𝑒𝑥𝑖𝑠𝑡𝑠 𝑎 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠:

∅𝑘 ∈ 𝑑𝑖𝑟(𝛽)
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Knowledge Discovery Example: HEAT

Primary Analysis

• Metrics: frequency, severity, rate

𝑺𝒆𝒗𝒆𝒓𝒊𝒕𝒚 = 𝑷 ∗ (𝑰 + 𝑫)

𝑰 = ቊ
𝟏 𝒊𝒇 𝒊𝒏𝒋𝒖𝒓𝒊𝒆𝒔 = 𝑻𝒓𝒖𝒆
𝟎 𝒊𝒇 𝒊𝒏𝒋𝒖𝒓𝒊𝒆𝒔 = 𝑭𝒂𝒍𝒔𝒆

; 𝑫 = ቊ
𝟏 𝒊𝒇 𝒅𝒂𝒎𝒂𝒈𝒆𝒔 = 𝑻𝒓𝒖𝒆
𝟎 𝒊𝒇 𝒅𝒂𝒎𝒂𝒈𝒆𝒔 = 𝑭𝒂𝒍𝒔𝒆

𝑷 = # 𝒐𝒇 𝑷𝒂𝒔𝒔𝒆𝒈𝒆𝒓𝒔
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Knowledge Discovery Example: HEAT

Hazard 

Category

Hazard 

Subcategory

Hazard Frequency Rate Severity Precision

Airspace Intrusion Intrusion 227 0.016 0.000 1.000
Hazard Communications Radio Malfunction 21 0.001 0.238 0.933

Communications Jumper Operations

Hazards 57 0.004 3.561 0.800
Communications Helitorch Operations

Failure
35 0.002 0.171 0.800

Other Cargo Letdown Failure
459 0.032 0.229 0.800

Pilot Action Bucket Drop Failure 1063 0.073 0.464 0.733
Weather Severe Weather 158 0.011 0.848 0.800

Maintenance Engine Tanker Loading Failure
84 0.006 0.214 0.733

Hydraulic Hydraulic Fluid Leak 258 0.018 0.147 0.933
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Knowledge Discovery Example: HEAT
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• Presented a framework for 
machine learning enabled 
quantitative risk assessment 
using hazard extraction and 
analysis of trends (HEAT)

• Applied this to SAFECOM 
wildfire aviation mishaps to 
generate risk assessment

• HEAT has also been applied to 
other datasets

• Future work:
➢ Journal papers in progress using 

BERTopic for hazard extraction
➢ How does this generalize to other 

data sets?
➢ What additional analyses can we 

perform on this data?
➢ How can we combine this data 

with external data sources (i.e., 
weather data)?
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Knowledge Discovery 
Example 2
Custom Named Entity Recognition
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Knowledge Discovery Example: Custom NER

• Named-entity recognition (NER) 
is an information extraction 
method used to label specific 
entities, such as “person”, 
“location”, or “date”

• Developed in 1990:
➢ Began as rule-based 

➢ Shifted to binary classification 
(2000s)

➢ State-of-the-art now is transformer 
models

• Can use NER to extract FMEA 
components



Knowledge Discovery Example: Custom NER

• Failure Mode (MOD): The particular manner in which a component or 
system fails to perform its intended function

• Failure Cause (CAU): Why the failure mode occurs; a condition or defect 
(a physical defect, a defect in a process or design, an environmental 
condition, or human error) that initiates a process leading to a failure mode

• Failure Effect (EFF): The impact/consequence of the failure mode; an 
impact can be component level, subsystem level, system level, or mission 
level. 

• Control Processes (CON): Existing systems or processes that are 
intended to prevent the occurrence of the failure mode or control the 
severity of the effect (i.e., a mitigation). 

• Recommendations (REC): Future actions required to prevent the 
occurrence of the failure mode or its effects; i.e., how should the existing 
control processes be augmented.



• Pre-train BERT-base-uncased 
model:
➢ Additional pre-training for seven epochs 

on:
– 2,102 LLIS documents from 1985 to 2021 

– 21,503 SAFECOM reports from 1995 to 
2021

➢ Improves MLM for highly specialized 
engineering documents

• Fine-tune pre-trained model for 
custom Named-Entity 
Recognition
➢ Train set: LLIS

➢ Validation set: LLIS

➢ Test set: SAFECOM

• Extract FMEA with custom model

Knowledge Discovery Example: Custom NER



Knowledge Discovery Example: Custom NER



Knowledge Discovery Example: Custom NER

• Most false predictions are 
non-entity labels (``O‘’)

• Failure causes also have a large 
proportion (27%) of entities 
incorrectly classified as failure 
modes



Knowledge Discovery Example: Custom NER



• The custom NER model shows 
promise for semi-automated 
FMEA extraction

• The resulting FMEA on UAS 
mishaps in wildfire response is 
insightful

• Some components of an FMEA 
cannot be automatically 
extracted (i.e., detectability, 
criticality)

• Different levels of granularity, 
such as cascading failures, can 
lead to a confused model 

• ML metrics for long-tailed entity 
recognition are sub-par

• Additional training on existing 
FMEA repositories and 
ontologies

• Expand model to include 
Relation Detection (RD) and 
Causality Mining (CM)

Knowledge Discovery Example: Custom NER



Wrap up

• The MIKA toolkit is NLP-enabled with a focus on four main 
capabilities:
➢ Knowledge Discovery

➢ Information Retrieval

➢ Completeness Checks

➢ Anomaly Detection 

• V 0.1 Release of a Python Package is forthcoming

• Future work and improvements may be centered around more 
specialized BERT models for engineering applications
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Bonus Slides
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Information Retrieval 
Example 1
sBERT for semantic search
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Information Retrieval Example

• sBERT-based query system to obtain relevant lessons 
learned (fine-tuned on domain-specific lessons)

• Proactive information retrieval: anticipate user’s needs and 
pull results accordingly
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Information Retrieval Example
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Information Retrieval Example


