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ABSTRACT7

We examine and quantify how hybrid (e.g., UV+IR) star formation rate (SFR) estimators and the8

AFUV-β relation (i.e., the Meurer et al. 1999 relation) depend on inclination for disk-dominated galaxies9

using spectral energy distribution modeling that utilizes the inclination-dependent attenuation curves10

described in Doore et al. (2021). We perform this analysis on a sample of 133 disk-dominated galaxies11

from the CANDELS fields and 18 disk galaxies from the SINGS and KINGFISH samples. We find that12

both the hybrid SFR estimators and the AFUV-β relation present clear dependencies on inclination.13

To quantify this dependence in hybrid SFR estimators, we derive an inclination and FUV–NIR color14

dependent parametric relation for converting observed UV and IR luminosities into SFRs. For the15

AFUV-β relation, we introduce an inclination-dependent component that accounts for the majority of16

the inclination dependence with the scatter of the relation increasing with inclination. We then compare17

both of these inclination-dependent relations to similar inclination-independent relations found in the18

literature. From this comparison, we find that the UV+IR correction factor and AFUV for our19

our hybrid and AFUV-β relations, respectively, result in a reduction in the residual scatter20

of our sample by approximately a factor of two. Therefore, we demonstrate that inclination21

must be considered in hybrid SFR estimators and the AFUV-β relation to produce more accurate SFR22

estimates in disk-dominated galaxies.23

Keywords: Disk galaxies (391), Extragalactic astronomy (506), Galaxy properties (615), Star formation24

(1569), Spectral energy distribution (2129)25

1. INTRODUCTION26

Stars are one of the basic building blocks of galaxies,27

and measurements of their formation rates are critical28

for understanding how galaxies assembled and evolved.29

On extragalactic scales, star formation rates (SFRs) are30

typically determined for subgalactic star forming regions31

(e.g., Bigiel et al. 2008; Leroy et al. 2012; Eufrasio et al.32

2014, 2017; Thorp et al. 2019) or, more commonly, en-33

tire integrated galaxies (e.g., Kennicutt 1983; Gao &34

Solomon 2004; Salim et al. 2007; Arnouts et al. 2013;35

Barro et al. 2019). At these scales, SFRs are typically36

determined from basic parametric descriptions (e.g. hy-37

brid estimators, Meurer et al. 1999 relation, etc.), rather38
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than physically based characterizations of the galaxy or39

each star forming region (see Kennicutt & Evans 2012,40

for a review). Therefore, to improve estimates of SFRs,41

these parametric descriptions can be expanded to in-42

clude dependencies on physical properties relevant to43

the SFR calculation.44

Generally, parameterizations of SFRs use intrinsic45

(i.e., unattenuated) ultraviolet (UV) emission, which is46

almost exclusively produced by emission from young47

(≤ few 100 Myr), massive stars:48 (
SFR

M� yr−1

)
= kUV

(
Lintr

UV

L�

)
, (1)49

where kUV is the conversion from the intrinsic50

monochromatic luminosity in the UV (Lintr
UV , calculated51

as νLν) to the average SFR over the past 100 Myr (Ken-52

nicutt 1998; Murphy et al. 2011; Kennicutt & Evans53

2012). The conversion factor kUV is typically deter-54
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mined from stellar population synthesis and depends55

upon the chosen UV bandpass filter, initial mass func-56

tion (IMF), metallicity, and assumed star formation his-57

tory (SFH, the SFR as a function of time).58

Unlike kUV, which can be determined theoretically59

with basic assumptions, Lintr
UV is more difficult to deter-60

mine since the true intrinsic luminosity cannot be mea-61

sured directly due to attenuation by dust. Instead, Lintr
UV62

must be estimated by modeling the attenuation of the63

observed emission in the rest-frame UV. There are two64

common methods for doing this, depending on the avail-65

ability of quality infrared (IR) data. If quality IR data is66

available, hybrid SFR estimators are often chosen (e.g.,67

Leroy et al. 2008; Zhu et al. 2008; Hao et al. 2011; Eufra-68

sio et al. 2014; Catalán-Torrecilla et al. 2015; Boquien69

et al. 2016; Eufrasio et al. 2017). These tracers correct70

the observed UV luminosity to an intrinsic UV lumi-71

nosity by assuming some fraction of the attenuated UV72

light is absorbed by dust and re-radiated in the IR, or73

Lintr
UV = Lobs

UV + acorr × Lobs
IR , (2)74

where Lobs
UV is the observed rest-frame UV luminosity75

assuming isotropy, acorr is the UV+IR correction fac-76

tor that accounts for some fraction of the re-radiated IR77

emission being from the attenuated UV light, and Lobs
IR78

is the observed emission in a rest-frame IR bandpass or79

the total integrated IR (TIR) luminosity. Many values80

of acorr exist in the literature that have been empirically81

derived depending upon the chosen UV and IR band-82

passes, as well as the choice of attenuation curve.83

Another commonly used method for modeling the at-84

tenuation of the UV emission, when IR data is not avail-85

able, is the AUV-β relation, which is also referred to as86

the Meurer et al. (1999) relation due to its initial deriva-87

tion in Meurer et al. (1999). This relation links the slope88

of the observed UV emission (β; Fλ ∝ λβ) to the UV89

attenuation (AUV). Following the notation of Boquien90

et al. (2012), a generalized version of the AUV-β relation91

is given by92

AUV = aβ(β − β0), (3)93

where β0 is the slope of the unattenuated UV emis-94

sion given by the galaxy’s intrinsic properties (i.e.,95

SFH, IMF, and metallicity), and aβ is defined by96

the shape of the chosen attenuation curve. This relation97

is commonly calibrated using a sample of galaxies that98

have IR measurements to use their “infrared ex-99

cess” (IRX) as a proxy for AUV (Calzetti et al. 1994;100

Meurer et al. 1999; Gordon et al. 2000; Kong et al. 2004;101

Hao et al. 2011; Boquien et al. 2012; Buat et al. 2012).102

This leads to the so-called IRX-β relation given by103

IRX ≡ log10

(
Lobs

IR

Lobs
UV

)
= log10

[(
100.4aβ(β−β0)−1

)
/acorr

]
,

(4)104

where acorr is defined in Equation 2. Once aβ , β0, acorr105

have been calibrated, the AUV-β relation can then be106

used to determine the de-attenuated, intrinsic UV lumi-107

nosity for galaxies lacking IR data.108

However, both of these methods have a common109

caveat. As stated above, the parameters acorr and aβ110

strongly depend upon the choice of attenuation curve.111

Therefore, a simplified or inappropriate choice of the112

attenuation curve can lead to various biases in these113

values. This is of particular importance when trying114

to determine the intrinsic UV emission of disk galaxies,115

as the inclination of the disk has been shown to sig-116

nificantly influence attenuation, with edge-on galaxies117

(i.e., i ≈ 90◦) having increased attenuation compared118

to face-on galaxies (i.e., i ≈ 0◦) (Giovanelli et al. 1994;119

Driver et al. 2007; Unterborn & Ryden 2008; Conroy120

et al. 2010; Masters et al. 2010; Wild et al. 2011; Devour121

& Bell 2016; Battisti et al. 2017; Salim et al. 2018).122

As an example, if a disk galaxy could be viewed from123

multiple inclinations, it would be observed that the124

UV emission would decrease with increasing inclination,125

whereas the IR emission would be relatively unchanged126

due to minimal attenuation at these wavelengths. With127

the intrinsic UV emission being independent of incli-128

nation, Equation 2 indicates that acorr must be depen-129

dent upon inclination to compensate for the inclination-130

dependence of the observed UV emission. Therefore, in131

order to account for this effect and obtain accurate SFR132

estimators, it is critical to characterize how inclination133

affects attenuation and scaling relations of disk galaxies.134

Recent works by Conroy et al. (2010), Leslie et al.135

(2018b,a), Wang et al. (2018), and Wolf et al. (2018)136

have investigated how inclination affects the SFRs de-137

rived using UV emission. Specifically, Leslie et al.138

(2018b,a) and Wolf et al. (2018) showed that inclination-139

based attenuation alone can cause the uncorrected, ob-140

served UV emission to yield underestimated SFRs (by141

factors of 2.5–4) for edge-on galaxies compared to face-142

on galaxies. Conroy et al. (2010) and Wang et al.143

(2018) showed that the IRX-β relation is highly de-144

pendent upon inclination, with nearly edge-on galax-145

ies having larger IRX values by factors of 1.2–1.5 com-146

pared to nearly face-on galaxies with the same β. How-147

ever, Leslie et al. (2018a) showed that hybrid SFR esti-148

mators, when assuming a constant acorr, are relatively149

inclination-independent when compared to the galaxy150

main-sequence (galaxy SFR-stellar mass relation). Yet,151
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this is not in contradiction with the theoretical stance152

that hybrid SFR estimators, when assuming a constant153

acorr, should be dependent upon inclination. This is154

due to the comparison with the galaxy main-sequence,155

which was derived using these same hybrid SFR esti-156

mators. Therefore, it is expected that any trends with157

inclination is masked by using this comparison.158

In this paper, we examine and quantify how both hy-159

brid SFR estimators and the AUV-β relation depend160

on inclination using spectral energy distribution (SED)161

modeling that incorporates the inclination-dependent162

attenuation curves described in Doore et al. (2021),163

which are based on the Tuffs et al. (2004) inclination-164

dependent attenuation curves. When examining this de-165

pendence, we specifically focus on the commonly used166

Galaxy Evolution Explorer (GALEX) far-UV (FUV)167

bandpass and TIR luminosity (LTIR). We quantify this168

inclination dependence using a sample of 133 galax-169

ies from the Cosmic Assembly Near-infrared Deep Ex-170

tragalactic Legacy Survey (CANDELS) fields (Koeke-171

moer et al. 2011; Grogin et al. 2011), along with 18172

disk galaxies from the SINGS (Spitzer Infrared Nearby173

Galaxies Survey; Kennicutt et al. 2003; Dale et al. 2005,174

2007), and KINGFISH (Key Insights on Nearby Galax-175

ies: A Far-Infrared Survey with Herschel; Kennicutt176

et al. 2011; Dale et al. 2012) samples. We discuss how177

we selected these galaxies and their photometry in Sec-178

tion 2. In Section 3, we derive the physical properties179

needed for our analysis using SED modeling. In Sec-180

tion 4, we examine, quantify, and present how both the181

hybrid SFR estimators and the AFUV-β relation depend182

on inclination and discuss how this inclination depen-183

dence compares with results from past studies. Finally,184

we summarize our results in Section 5.185

In this work, we assume a Kroupa (2001) IMF with186

solar metallicity (Z = Z�) and a flat ΛCDM cosmology187

where ΩM = 0.30 and ΩΛ = 0.70 with a Hubble constant188

of H0 = 70 km s−1 Mpc−1. Additionally, all quoted189

magnitudes are in AB magnitudes.190

2. DATA AND SAMPLE SELECTION191

2.1. CANDELS sample192

Since UV star formation tracers are commonly used to193

determine the SFRs of galaxies at intermediate redshifts,194

we utilized a sample of 133 disk-dominated galaxies that195

are contained within the CANDELS fields, spanning a196

redshift range of z = 0.09–0.98. Of these galaxies, 38197

and 42 galaxies are contained within the Great Obser-198

vatories Origins Deep Survey North (GOODS-N) and199

South (GOODS-S) fields (Giavalisco et al. 2004), re-200

spectively; 23 are contained within the Extended Groth201

Strip (EGS; Davis et al. 2007); 25 are contained within202

the Cosmic Evolution Survey (COSMOS) field (Scoville203

et al. 2007); and 5 are contained within the UKIDSS204

Ultra-Deep Survey (UDS) field (Lawrence et al. 2007;205

Cirasuolo et al. 2007). To generate this sample of galax-206

ies, we used a similar selection method as presented in207

Doore et al. (2021), which was shown to have minimal208

to no selection biases due to inclination.209

We briefly summarize this method here. We first se-210

lected galaxies to have reliable spectroscopic redshifts211

from our compiled spectroscopic redshift catalog, which212

is described in Appendix A. We then required each213

galaxy to have at least six photometric measurements214

in the mid-to-far IR (3–1000 µm), one of which was re-215

quired to be greater than 100 µm rest frame to con-216

strain the peak of the dust emission. Next, we consid-217

ered any galaxy cross-matched within 1′′ of an X-ray218

detected source in the Chandra X-ray catalogs (Nandra219

et al. 2015; Civano et al. 2016; Xue et al. 2016; Luo220

et al. 2017; Kocevski et al. 2018) as potentially harbor-221

ing an active galactic nucleus (AGN). These potential222

AGNs were then removed as to prevent any AGN dom-223

inated galaxies from being in the sample. We also re-224

moved potentially obscured mid-IR AGN using the Don-225

ley et al. (2012) IRAC selection criteria and Kirkpatrick226

et al. (2013) Spitzer/Herschel color-color criteria. We227

then reduced the sample to only disk-dominated galax-228

ies (i.e., an approximate bulge-to-disk ratio of zero) via229

their Sérsic index n (n < 1.2; Sérsic 1963) as measured230

by van der Wel et al. (2012)1 in the HST WFC3/F125W231

band. We additionally required the Sérsic indices to be232

from “good fits” (i.e., flag of 0). Finally, a visual in-233

spection of HST postage stamps was performed, and we234

removed any irregular or potentially merging galaxies235

that survived the Sérsic index cut.236

In Figure 1, we show the inclination of each237

galaxy as derived from our SED fittings (see Sec-238

tion 3.1) versus spectroscopic redshift. While239

there are more highly inclined galaxies com-240

pared to low inclination galaxies, no distinguish-241

able trend in inclination with redshift is present.242

Trends between inclination and redshift are pos-243

sible as edge-on galaxies can be preferentially se-244

lected at higher redshifts compared to face-on245

galaxies due to their higher surface brightness246

(Graham & Worley 2008; Sargent et al. 2010;247

Devour & Bell 2016). We quantitatively con-248

firmed this lack of trend between inclination and249

redshift by splitting the sample into two groups250

along the median redshift of 0.45 and perform-251

1 https://users.ugent.be/∼avdrwel/research.html#candels

https://users.ugent.be/~avdrwel/research.html#candels
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Figure 1. Inclinations derived from Lightning in
terms of 1−cos i vs. the spectroscopic redshift of each
galaxy in the CANDELS sample. While the sample
does contain more inclined galaxies compared to less
inclined galaxies, there is no distinguishable trend in
inclination with redshift.

ing a Kolmogorov-Smirnov test. The test showed252

minimal differences in inclination distributions253

for the high and low redshift groups with a p-254

value > 0.1.255

The UV to mid-IR photometry for the 133 galaxies256

was taken from the CANDELS multiband photometric257

catalogs2, which are presented in Barro et al. (2019),258

Guo et al. (2013), Stefanon et al. (2017), Nayyeri et al.259

(2017), and Galametz et al. (2013) for the GOODS-260

N, GOODS-S, EGS, COSMOS, and UDS fields, respec-261

tively. We also utilized the far-IR photometry produced262

by Barro et al. (2019) for all five of the CANDELS fields.263

We corrected the photometry for Galactic extinction us-264

ing the Schlafly & Finkbeiner (2011) recalibration of the265

Schlegel et al. (1998) dust maps and a Fitzpatrick (1999)266

reddening law with RV = 3.1. The extinction was de-267

termined for the center of each field, and no variation268

across each field is considered, due to small overall ex-269

tinction corrections and minimal variation across each270

field. We also added fractional calibration uncertain-271

ties to the catalog flux uncertainties to account for any272

additional sources of uncertainty and potential system-273

atic variations in the photometry. These fractional cal-274

ibration uncertainties are 2–15% of the measured flux275

as described in each instrument’s user handbook and276

are listed in Table 1 along with the mean wavelength,277

Galactic extinction, and corresponding filters used in278

each field.279

To estimate the inclinations of each galaxy (see Sec-280

tion 3.1), we required an axis ratio q with uncertainty.281

Therefore, we utilized the WFC3/F125W measured282

axis ratios from the fits for the Sérsic index by van283

der Wel et al. (2012). We note that measurements of284

q have been shown to vary with rest-frame wavelength285

and redshift (Dalcanton & Bernstein 2002). However,286

van der Wel et al. (2014) showed that this variation with287

redshift in the van der Wel et al. (2012) axis ratios is288

generally smaller than the uncertainty within our289

redshift range.290

2.2. SINGS/KINGFISH sample291

We supplemented our CANDELS sample with an ad-292

ditional 18 local disk-dominated galaxy from the com-293

bined SINGS and KINGFISH sample given in Dale et al.294

(2017), since UV star formation tracers are also com-295

monly used in local galaxies. We first selected galaxies296

to be star-forming spiral galaxies (Sa and later types)297

as given by their optical morphologies in Dale et al.298

(2017). They were also selected to not be AGN dom-299

inated (i.e., Seyfert galaxies) to limit any contamina-300

tion of the photometry by AGN, using the nuclear type301

given in Kennicutt et al. (2003). Further, we excluded302

galaxies with low Galactic latitude (absolute latitude303

> 15◦), as the large number of foreground stars can304

result in non-negligible contamination of the observed305

fluxes. We also excluded any galaxies that are306

known to be or have companion galaxies (e.g.,307

NGC 1097 and NGC 5457), as the interaction308

between companions could impact disk morphol-309

ogy, resulting in distorted inclination estimates.310

Finally, we visually inspected images of the remaining311

galaxies and excluded any that are irregularly shaped, or312

contain bright or dominant bulges. With these criteria,313

our SINGS/KINGFISH sample includes the following 18314

galaxies: NGC 24, NGC 337, NGC 628, NGC 925, NGC315

2403, NGC 2976, NGC 3049, NGC 3184, NGC 3198,316

NGC 3938, NGC 4236, NGC 4254, NGC 4536, NGC317

4559, NGC 4631, NGC 5055, NGC 7331, NGC 7793.318

2 https://archive.stsci.edu/prepds/candels/

https://archive.stsci.edu/prepds/candels/
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Table 1. CANDELS Multiwavelength Coverage

Field Telescope/Band λmean
a AGal

λ
b σcal

C
c Field Telescope/Band λmean

a AGal
λ

b σcal
C
c

(µm) (mag) (µm) (mag)

GOODS-N KPNO 4m/Mosaic U 0.3561 0.052 0.05 EGS CFHT/MegaCam u∗ 0.3799 0.032 0.05

LBT/LBC U 0.3576 0.052 0.10 CFHT/MegaCam g′ 0.4806 0.026 0.05

HST/ACS F435W 0.4296 0.044 0.02 HST /ACS F606W 0.5804 0.020 0.02

HST/ACS F606W 0.5804 0.031 0.02 CFHT/MegaCam r′ 0.6189 0.018 0.05

HST/ACS F775W 0.7656 0.020 0.02 CFHT/MegaCam i′ 0.7571 0.013 0.05

HST/ACS F814W 0.7979 0.019 0.02 HST /ACS F814W 0.7979 0.012 0.02

HST/ACS F850LP 0.8990 0.015 0.02 CFHT/MegaCam z′ 0.8782 0.011 0.05

HST/WFC3 F105W 1.0449 0.012 0.02 Mayall/NEWFIRM J1 1.0432 0.008 0.10

HST/WFC3 F125W 1.2396 0.009 0.02 Mayall/NEWFIRM J2 1.1922 0.006 0.10

HST/WFC3 F140W 1.3784 0.007 0.02 HST /WFC3 F125W 1.2396 0.006 0.02

HST/WFC3 F160W 1.5302 0.006 0.02 CFHT/WIRCam J 1.2513 0.006 0.05

CFHT/WIRCam Ks 2.1413 0.004 0.05 Mayall/NEWFIRM J3 1.2757 0.006 0.10

Subaru/MOIRCS Ks 2.1442 0.004 0.05 HST /WFC3 F140W 1.3784 0.005 0.02

Spitzer/IRAC1 3.5314 0.002 0.05 HST /WFC3 F160W 1.5302 0.004 0.02

Spitzer/IRAC2 4.4690 0.000 0.05 Mayall/NEWFIRM H1 1.5578 0.004 0.10

Spitzer/IRAC3 5.6820 0.000 0.05 CFHT/WIRCam H 1.6217 0.004 0.05

Spitzer/IRAC4 7.7546 0.000 0.05 Mayall/NEWFIRM H2 1.7041 0.004 0.10

Spitzer/MIPS 24 µm 23.513 0.000 0.05 CFHT/WIRCam Ks 2.1413 0.002 0.05

Spitzer/MIPS 70 µm 70.389 0.000 0.10 Mayall/NEWFIRM K 2.1639 0.002 0.10

Herschel/PACS 100 µm 100.05 0.000 0.05 Spitzer/IRAC1 3.5314 0.001 0.05

Herschel/PACS 160 µm 159.31 0.000 0.05 Spitzer/IRAC2 4.4690 0.000 0.05

Herschel/SPIRE 250 µm 247.21 0.000 0.15 Spitzer/IRAC3 5.6820 0.000 0.05

GOODS-S Blanco/MOSAIC II U 0.3567 0.034 0.05 Spitzer/IRAC4 7.7546 0.000 0.05

VLT/VIMOS U 0.3709 0.033 0.05 Spitzer/MIPS 24 µm 23.513 0.000 0.05

HST /ACS F435W 0.4296 0.029 0.02 Spitzer/MIPS 70 µm 70.389 0.000 0.10

HST /ACS F606W 0.5804 0.020 0.02 Herschel/PACS 100 µm 100.05 0.000 0.05

HST /ACS F775W 0.7656 0.013 0.02 Herschel/PACS 160 µm 159.31 0.000 0.05

HST /ACS F814W 0.7979 0.012 0.02 Herschel/SPIRE 250 µm 247.21 0.000 0.15

HST /ACS F850LP 0.8990 0.010 0.02 COSMOS CFHT/MegaCam u∗ 0.3799 0.074 0.05

HST /WFC3 F098M 0.9826 0.008 0.02 Subaru/Suprime-Cam B 0.4323 0.066 0.05

HST /WFC3 F105W 1.0449 0.008 0.02 Subaru/Suprime-Cam g′ 0.4634 0.062 0.05

HST /WFC3 F125W 1.2396 0.006 0.02 CFHT/MegaCam g′ 0.4806 0.059 0.05

HST /WFC3 F160W 1.5302 0.004 0.02 Subaru/Suprime-Cam V 0.5416 0.051 0.05

VLT/HAWK-I Ks 2.1403 0.002 0.05 HST /ACS F606W 0.5804 0.046 0.02

VLT/ISAAC Ks 2.1541 0.002 0.05 CFHT/MegaCam r′ 0.6189 0.041 0.05

Spitzer/IRAC1 3.5314 0.001 0.05 Subaru/Suprime-Cam r′ 0.6197 0.041 0.05

Spitzer/IRAC2 4.4690 0.000 0.05 CFHT/MegaCam i′ 0.7571 0.030 0.05

Spitzer/IRAC3 5.6820 0.000 0.05 Subaru/Suprime-Cam i′ 0.7622 0.030 0.05

Spitzer/IRAC4 7.7546 0.000 0.05 HST /ACS F814W 0.7979 0.028 0.02

Spitzer/MIPS 24 µm 23.513 0.000 0.05 CFHT/MegaCam z′ 0.8782 0.024 0.05

Spitzer/MIPS 70 µm 70.389 0.000 0.10 Subaru/Suprime-Cam z′ 0.9154 0.023 0.05

Herschel/PACS 100 µm 100.05 0.000 0.05 VISTA/VIRCAM Y 1.0194 0.018 0.05

Herschel/PACS 160 µm 159.31 0.000 0.05 Mayall/NEWFIRM J1 1.0432 0.018 0.10

Herschel/SPIRE 250 µm 247.21 0.000 0.15 Mayall/NEWFIRM J2 1.1922 0.014 0.10

UDS CFHT/MegaCam u∗ 0.3799 0.091 0.05 HST /WFC3 F125W 1.2396 0.013 0.02

Table 1 continued
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Table 1 (continued)

Field Telescope/Band λmean
a AGal

λ
b σcal

C
c Field Telescope/Band λmean

a AGal
λ

b σcal
C
c

(µm) (mag) (µm) (mag)

Subaru/Suprime-Cam B 0.4323 0.081 0.05 VISTA/VIRCAM J 1.2497 0.013 0.05

Subaru/Suprime-Cam V 0.5416 0.063 0.05 Mayall/NEWFIRM J3 1.2757 0.013 0.10

HST /ACS F606W 0.5804 0.056 0.02 HST /WFC3 F160W 1.5302 0.009 0.02

Subaru/Suprime-Cam Rc 0.6471 0.048 0.05 Mayall/NEWFIRM H1 1.5578 0.009 0.10

Subaru/Suprime-Cam i′ 0.7622 0.037 0.05 VISTA/VIRCAM H 1.6374 0.008 0.05

HST /ACS F814W 0.7979 0.034 0.02 Mayall/NEWFIRM H2 1.7041 0.008 0.10

Subaru/Suprime-Cam z′ 0.9154 0.028 0.05 VISTA/VIRCAM Ks 2.1408 0.006 0.05

VLT/HAWK-I Y 1.0187 0.023 0.05 Mayall/NEWFIRM K 2.1639 0.006 0.10

HST /WFC3 F125W 1.2396 0.016 0.02 Spitzer/IRAC1 3.5314 0.003 0.05

UKIRT/WFCAM J 1.2521 0.016 0.05 Spitzer/IRAC2 4.4690 0.000 0.05

HST /WFC3 F160W 1.5302 0.011 0.02 Spitzer/IRAC3 5.6820 0.000 0.05

UKIRT/WFCAM H 1.6406 0.010 0.05 Spitzer/IRAC4 7.7546 0.000 0.05

VLT/HAWK-I Ks 2.1403 0.007 0.05 Spitzer/MIPS 24 µm 23.513 0.000 0.05

UKIRT/WFCAM K 2.2261 0.007 0.05 Spitzer/MIPS 70 µm 70.389 0.000 0.10

Spitzer/IRAC1 3.5314 0.004 0.05 Herschel/PACS 100 µm 100.05 0.000 0.05

Spitzer/IRAC2 4.4690 0.000 0.05 Herschel/PACS 160 µm 159.31 0.000 0.05

Spitzer/IRAC3 5.6820 0.000 0.05 Herschel/SPIRE 250 µm 247.21 0.000 0.15

Spitzer/IRAC4 7.7546 0.000 0.05

Spitzer/MIPS 24 µm 23.513 0.000 0.05

Spitzer/MIPS 70 µm 70.389 0.000 0.10

Herschel/PACS 100 µm 100.05 0.000 0.05

Herschel/PACS 160 µm 159.31 0.000 0.05

Herschel/SPIRE 250 µm 247.21 0.000 0.15

aMean wavelength of the filter calculated as λmean =
∫
λT (λ)dλ∫
T (λ)dλ

, where T (λ) is the filter transmission function.

bGalactic extinction for the center of the field.

cCalibration uncertainties as given by the corresponding instrument user handbook.

The photometry that we used for the319

SINGS/KINGFISH sample was derived by Dale et al.320

(2017) and is given in their Table 2. We corrected this321

photometry for Galactic extinction using the E(B − V )322

values quoted in Dale et al. (2017) along with their AV323

normalized extinction values by bandpass. These extinc-324

tion values were derived from the Schlafly & Finkbeiner325

(2011) recalibration of the Schlegel et al. (1998) dust326

maps and assuming a Li & Draine (2001) reddening327

curve with RV = 3.1. Unlike the CANDELS sample,328

we do not add any additional fractional calibration329

uncertainties to these flux uncertainties, as fractional330

calibration uncertainties are already included in the331

uncertainties given by Dale et al. (2017).332

The axis ratios for the SINGS/KINGFISH sample333

were gathered for each galaxy from the HyperLeda334

database3 (Makarov et al. 2014). We do not use the335

major and minor axis values quoted in Dale et al.336

(2017) for our axis ratios as they were chosen337

to encapsulate practically all of the fluxes at all338

measured wavelengths. Instead, the HyperLeda339

axis ratios and their uncertainties are derived340

from 25 mag/arcsec2 B-band isophotes, which is341

more consistent with the axis ratio derivation of342

the CANDELS sample.343

3. DERIVATION OF PHYSICAL PROPERTIES344

3.1. Lightning SED Modeling345

We fitted the corrected photometry (as discussed in346

Section 2) of each galaxy using the SED fitting code347

Lightning4 (Eufrasio et al. 2017; Doore et al. 2021), as-348

suming a 10% model uncertainty for each band. For the349

3 http://leda.univ-lyon1.fr/
4 Version 2.0: https://github.com/rafaeleufrasio/lightning

http://leda.univ-lyon1.fr/
https://github.com/rafaeleufrasio/lightning
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fits, we assumed the same model as Doore et al. (2021)350

when fitting using the inclination-dependent model with351

an image-based inclination prior. This model consists352

of a SFH that has of five constant SFR age bins, the353

inclination-dependent attenuation curves described in354

Doore et al. (2021), and the dust emission of Draine355

& Li (2007). A full description of the model, a356

list of all free parameters and their correspond-357

ing prior distributions, and a description of the358

inclination-dependent attenuation curves can be359

found in Section 5, Table 2, and Section 4.3 of360

Doore et al. (2021), respectively. The only change361

to the model occurred for the SINGS/KINGFISH sam-362

ple, where the lower limit of Umin (the minimum value of363

the radiation field intensity U for the dust emission) was364

changed from 0.7 to 0.1, since the SINGS/KINGFISH365

sample has rest-frame submillimeter data. For the366

image-based inclination prior distributions, we derived367

probability distributions of inclination given our axis ra-368

tios, via the Monte Carlo method presented in Section 3369

of Doore et al. (2021). The method creates a distri-370

bution of inclination for a given galaxy that accounts371

for variation in the measured axis ratio due to galaxy372

intrinsic thickness and asymmetry.373

Using this model, we fitted the SED of each galaxy us-374

ing the adaptive Markov Chain Monte Carlo (MCMC)375

procedure in Lightning. We ran each MCMC fit for376

2 × 105 iterations and tested for convergence of the377

chains to a best solution using 10 parallel chains, each378

started at random starting locations within the param-379

eter ranges. Convergence was tested using the Gelman-380

Rubin test (Gelman & Rubin 1992; Brooks & Gelman381

1998) on the last 5000 iterations of the parallel chains,382

which indicated that the set of parallel chains for all383

galaxies converged to the same solution (i.e.,
√
R̂ ≈ 1).384

For each galaxy, we then used the last 5000 iterations of385

the parallel chain with the minimum χ2 for our output386

parameter distributions. Finally, using the minimum χ2
387

of each galaxy, we tested how well our model described388

the data by performing a χ2 goodness of fit test. The389

results of this test showed a relatively flat Pnull distri-390

bution, which indicates that the model has acceptably391

fit the SEDs.392

3.2. Derived Physical Properties393

From the output parameter distributions of the SED394

fitting, we derived the various properties needed for our395

analysis (e.g., inclination, LFUV, AFUV, LTIR, etc.). All396

of these properties for our sample are given in Table 2.397

For the bandpass luminosities (calculated as Lν),398

they were derived by convolving the correspond-399

ing filter transmission function with the atten-400

uated rest-frame model spectrum to avoid any401

redshift dependencies. Additionally, isotropy402

was assumed when calculating these luminosities403

from the model spectra, since isotropy is typi-404

cally assumed when converting observed fluxes405

to luminosities. We note that for the remainder406

of the paper, when we refer to any attenuated (or407

unattenuated) bandpass luminosity or color, we408

are implicitly referring to these rest-frame model409

luminosities as given in Table 2. From the proper-410

ties given in Table 2, we derived four additional prop-411

erties needed for our analysis, specifically acorr, β, β0,412

and aβ (see Equations 2 and 3). A detailed description413

of how we calculated these properties is given below.414

To first asses the accuracy of our derived inclinations,415

we compared these inclinations to the image-based in-416

clination priors derived from the axis ratios. We show417

this comparison in Figure 2, where the vast majority418

of galaxies fall along the one-to-one line. However, the419

small number of galaxies that deviate significantly from420

the one-to-one line are all from the CANDELS sample.421

Doore et al. (2021) discussed that the galaxies far from422

the one-to-one line may have disks that are significantly423

thicker and dynamically hotter than galaxies in the424

local universe, on which the inclination-dependent425

model was based. Therefore, the inclination-dependent426

model may not be physically appropriate for these galax-427

ies. However, we continued to use our inclinations de-428

rived from Lightning as our inclination estimates and429

did not remove those 4–5 galaxies from our sample, as430

they had a statistically insignificant impact on our re-431

sults.432

To derive acorr (see Equation 2), we utilized the at-433

tenuated and unattenuated rest-frame model FUV lu-434

minosities along with the model LTIR. After convert-435

ing the FUV luminosities to monochromatic luminosities436

(i.e., νLν), acorr was calculated following Equation 2.437

Figure 3 shows how acorr varies with inclination. Typ-438

ically, as inclination increases from face-on to edge-on,439

the value of acorr increases as expected. However, edge-440

on galaxies have a broad range of acorr values, with some441

having lower acorr values compared to face-on galaxies.442

As will be discussed in Section 4.1, this variation at443

high inclinations is correlated to the variation in444

each galaxy’s physical properties, specifically the445

specific SFR (sSFR; defined as the SFR divided by stel-446

lar mass).447
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Figure 2. Inclinations derived from Lightning vs. the
image-based inclinations derived from the axis ratio using
the Monte Carlo method of Doore et al. (2021). The black
circles are the inclination estimates for the CANDELS sam-
ple of galaxies, and the orange stars are the inclination es-
timates for the local SINGS/KINGFISH sample of galax-
ies. All of the SINGS/KINGFISH inclinations and the vast
majority of CANDELS inclinations fall along the one-to-one
line, indicating that the image-based inclination priors are
informative.

Following the procedures of past studies, where448

typically observations in only two UV bands are449

available, we derive the UV slope β from450

β =
log10(Lν,1/Lν,2)

log10(λ1/λ2)
− 2, (5)451

where Lν is the attenuated rest-frame model lu-452

minosities for two UV bandpasses5, and λ is the453

corresponding central wavelength of the band-454

passes. To calculate β0, the attenuated rest-455

frame model luminosities in Equation 5 can sim-456

ply be swapped for the unattenuated rest-frame457

model luminosities, since β0 is an intrinsic, dust-458

free property.459

To derive aβ , we substituted Equation 5 for both460

β and β0 into Equation 3 along with Aλ =461

−2.5 log10(Lν/Lν,0). For the FUV-band attenuation462

(AFUV), this gives463

aβ =
AFUV log10(λ1/λ2)

0.4(Aλ,2 −Aλ,1)
, (6)464

5 For observations, the fluxes (Fν) can simply be swapped for
the luminosities, since isotropic luminosities have the property
of Lν ∝ Fν .
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Figure 3. Inclinations derived from Lightning vs. acorr.
The black circles represent the CANDELS sample of galaxies,
and the orange stars represent the local SINGS/KINGFISH
sample of galaxies. As inclination increases from face-on to
edge-on, the value of acorr tends to increase as expected.
However, edge-on galaxies have a wider variation compared
to face-on galaxies, due to the variation in each galaxy’s
physical properties.

where, Aλ,i is the attenuation for the ith UV bandpass465

at λi in Equation 5. From Equation 6, aβ can be seen466

to depend primarily on the attenuation curve, but ad-467

ditionally it depends on the choice of UV band-468

passes. This same UV bandpass dependence is469

also present in Equation 5 for β (and similarly470

β0), and it can have a significant impact on the471

derived values of both β and aβ. For example,472

if one of the selected UV bandpasses contains473

the rest-frame 2175 Å bump feature, which is474

present in our attenuation curves, then the mea-475

surements of β will be biased to smaller, more476

negative values (Burgarella et al. 2005; Boquien et al.477

2009; Conroy et al. 2010; Wild et al. 2011; Kriek & Con-478

roy 2013; Battisti et al. 2017; Popping et al. 2017; Tress479

et al. 2018) and aβ to larger values.480

Since rest-frame observations that avoid the UV bump481

are not always available, we calculated two sets of val-482

ues for β, β0, and aβ via Equations 5 and 6. The first483

set includes the rest-frame model GALEX FUV (λ =484

1530 Å) and near-UV (NUV; λ = 2260 Å) bandpasses,485

with the NUV bandpass overlapping with the UV bump.486

This set and subsequent relations derived in Section 4.2487

will be more applicable to galaxies that have observa-488

tional bands that contain the rest-frame UV bump fea-489

ture (∼ 2175 Å). As for the second set, we used the rest-490

frame model GALEX FUV and HST WFC3/F275W491

(λ = 2690 Å) bandpasses, both of which avoid the bump492
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Figure 4. AFUV vs. β for the galaxies in our sample, with the right panel β being calculated using the rest-frame model
FUV and NUV bands (βFUV−NUV), and the left panel β being calculated using the rest-frame model FUV and F275W bands
(βFUV−F275W). The circles are the galaxies in the CANDELS sample, and the stars are the galaxies in the SINGS/KINGFISH
sample. Both are colored based on their inclination as derived by Lightning. A clear transition can be seen in AFUV as
inclination increases for a fixed value of β.

feature. The choice of the WFC3/F275W band is mo-493

tivated by Popping et al. (2017), who showed that the494

WFC3/F275W band has minimal overlap with the UV495

bump, and, when used in combination with the GALEX496

FUV, calculated values of β are minimally impacted by497

the UV bump feature. Therefore, this set will be appli-498

cable to galaxies whose observations are relatively free499

of any bump feature contamination.500

Figure 4 shows AFUV (derived from the SED fits) ver-501

sus both sets of β for the galaxies in our sample, with502

each galaxy being colored by its inclination derived from503

Lightning. The values of β in the left panel, which504

were derived from Equation 5 using the FUV and NUV505

bands, can be seen to be more negative than those in506

the right panel, which were derived with the FUV and507

F275W bands. Additionally, a clear inclination depen-508

dence can be seen in AFUV for a fixed value of β. This509

variation with inclination is caused by aβ , the shape of510

the attenuation curve, being inclination dependent.511

Figure 5 shows how the two sets of aβ vary with in-512

clination. The orange circles and stars represent the513

CANDELS and SINGS/KINGFISH sample of galaxies,514

respectively, whose aβ values were derived using the515

FUV and NUV bands. The blue circles and stars rep-516

resent the CANDELS and SINGS/KINGFISH sample517

of galaxies, respectively, whose aβ values were derived518

using the FUV and F275W bands. Both sets show an519

expected trend of increasing with inclination, but the520

values of aβ derived using the NUV band can clearly be521

seen to have larger values compared to those using the522

F275W band. These larger values of aβ are due to the523

UV bump, the presence of which causes an increase in524

attenuation in the NUV. The scatter that is present525

in both sets of aβ values is due to other attenua-526

tion parameters (i.e., the face-on optical depth in527

the B-band, τfB, and the galaxy clumpiness fac-528

tor, F ) influencing the value of aβ. The value of529

τfB can also affect the strength of the UV bump,530

which causes larger scatter by approximately a531

factor of two at all inclinations in the values of aβ532

derived using the NUV band compared to those533

using the F275W band.534

3.3. Simulated Data535

As can be inferred from Figures 1, 2, 3, and 5, our536

sample of galaxies does not have an expected randomly-537

selected distribution in inclination (uniform in 1 − cos i538

space), instead having more highly inclined galaxies539

compared to nearly face-on galaxies. This bias is due540

to the visual inspection process in our sample selec-541

tion, since edge-on galaxies are less likely to be con-542

fused for irregular galaxies compared to face-on spirals.543

To more fully sample inclination space and to544

better quantify inclination-dependent trends in545

acorr and the AFUV-β relation in Sections 4.1.2546

and 4.2.2, respectively, we simulated how all galaxies547

in our sample would appear if observed over a full range548

of possible inclinations. To achieve this, we used our549

solutions for the SFHs of our galaxies, along with our550

inclination-dependent attenuation curves, to construct551

emergent rest-frame SEDs of our galaxies across a grid552
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Figure 5. Inclinations derived from Lightning vs. aβ .
The orange circles and stars represent the CANDELS and
SINGS/KINGFISH sample of galaxies, respectively, whose
aβ values were derived using the rest-frame model FUV
and NUV bands. The blue circles and stars represent the
CANDELS and SINGS/KINGFISH sample of galaxies, re-
spectively, whose aβ values were derived using the rest-
frame model FUV and F275W bands. The difference be-
tween sets of aβ values is due the NUV band being contami-
nated by the 2175 Å bump feature, which biases aβ to higher
values. The scatter that is present in both sets of aβ values
is due to other attenuation parameters besides inclination
influencing the value of aβ .

of inclinations. Thus, these simulated models allow for553

our sample’s variety of SFHs to be available at all in-554

clinations, rather than the SFHs being limited to the555

corresponding measured inclination of each galaxy.556

To generate the simulated data for a given galaxy, we557

utilized the output parameters distributions (i.e., the re-558

sulting 5000 element Markov chain of each parameter)559

of the SED fitting. For a given element in the chain, all560

parameters excluding inclination were fixed, and atten-561

uated rest-frame models were generated for a grid of562

inclinations (0–1 in steps of 0.01 in cos i space). From563

these attenuated models, the necessary physical proper-564

ties for our study (e.g., LFUV, AFUV, acorr, β, etc.) were565

derived and recorded. This process was performed for566

all 5000 elements in the chain and, subsequently, each567

galaxy in the sample. Therefore, the simulated data set568

for a given physical property consists of a unique distri-569

bution for each galaxy in our sample at each inclination570

grid point. We note that, since inclination only affects571

attenuation, unattenuated stellar models did not need572

to be simulated as they would be the same at all incli-573

nations.574

An example of the simulated data for the randomly575

selected SINGS/KINGFISH galaxy, NGC 3184, is dis-576

played in Figure 6. For both panels, the background577

rainbow image is the averaged inclination of the simu-578

lated data points contained within each pixel. These579

images show how the distribution of each parameter580

changes as inclination is varied from face-on to edge-on,581

with the solid (dashed) black lines showing the median582

(1σ spread) of each parameter distribution for each in-583

clination grid point. The left panel shows a clear tran-584

sition to larger values of acorr and rest-frame FUV–585

H color (the reasoning for using color is discussed in586

Section 4.1.1) as inclination increases. As for the right587

panel, which shows AFUV versus β, AFUV transitions588

to large values with inclination as expected. While β,589

calculated from the rest-frame FUV and NUV bands,590

does increase in value with inclination, this transition is591

minor compared to its spread.592

4. ANALYSIS AND DISCUSSION593

4.1. Inclination Dependence of acorr in Hybrid SFR594

Estimators595

4.1.1. Influence of Inclination and SFH596

Besides being dependent on inclination and other at-597

tenuation properties, the value of acorr for a given galaxy598

is also dependent upon the underlying stellar population599

or SFH (Leja et al. 2021). While the FUV emission pri-600

marily samples young massive stars with stellar lifetimes601

< 100 Myr, the LTIR samples the entire radiation field602

that is absorbed by dust, which is generated by stars603

of all stellar ages. Therefore, based on Equation 2, if604

we were to fix the attenuation and the luminosity of the605

young population (the FUV emission) while increasing606

the luminosity of the old population (the optical-to-NIR607

emission), we would expect acorr to decrease in response,608

since LTIR can be significantly impacted by the old stel-609

lar population (Kennicutt et al. 2009). Alternatively,610

if the LTIR was fixed instead, we would expect acorr to611

increase with an increase in the young FUV emitting612

population.613

These trends with acorr for our sample of galaxies can614

be seen in Figure 7, which shows acorr versus the total615

stellar mass (M?), the SFR averaged over the last 100616

Myr (SFR100), and the sSFR averaged over the last 100617

Myr (sSFR100 ≡ SFR100/M?). The total stellar mass618

is typically dominated by old stars, and acorr can be619

seen to generally decrease with increasing M?, with a620

Spearman correlation coefficient of ρ = −0.29. As for621

SFR100, which is dominated by the young population,622

acorr can be seen to generally increase with increasing623

SFR100 (ρ = 0.29). However, these trends are both624

relatively weak, since M? and SFR100 are usually625
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Figure 6. (Left) acorr vs. rest-frame model FUV–H color. (Right) AFUV vs. β calculated using the rest-frame model
FUV and NUV bands (βFUV−NUV). Each panel shows the simulated data for NGC 3184. The rainbow background image in
each panel is the averaged inclination of the simulated data points contained within each pixel. The solid (dashed) black lines
show the median (1σ spread) of each parameter distribution for each inclination grid point, and the colored star highlighted
in magenta is the best fit data point from the original parameter distribution chains. In each panel, the rainbow transition
indicates how each parameter changes in parameter space with inclination.
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Figure 7. Each panel shows acorr vs. a different physical property for the galaxies in our sample. Each galaxy is colored
based on its median inclination as derived by Lightning. The circle points are the CANDELS sample of galaxies, while the
stars are the SINGS/KINGFISH sample. The Spearman correlation coefficient of each property vs. acorr is shown in the lower
corner of each panel. (Left) acorr vs. the total stellar mass (M?). The slight negative trend indicates that larger galaxies, which
may have larger older populations, tend to have smaller values of acorr, with no clear trend with inclination. (Center) acorr vs.
SFR averaged over the last 100 Myr (SFR100). The slight positive trend indicates that galaxies with younger populations tend
to have larger values of acorr, with no clear trend with inclination. (Right) acorr vs. the sSFR averaged over the last 100 Myr
(sSFR100). For a fixed sSFR100, galaxies that are more inclined typically have larger values of acorr.

highly correlated. A better measure of the underlying626

stellar population, besides the SFH itself, would be the627

sSFR100. Its trend with acorr can be seen to be strong628

(ρ = 0.75) and highly significant (p-value < 10−25).629

This same trend between acorr and sSFR100, ignoring630

inclination, was also found in several previous studies631

(e.g., Eufrasio et al. 2014; Boquien et al. 2016; Eufra-632

sio et al. 2017; Leja et al. 2021). Notably, Boquien633

et al. (2016) found a similarly strong trend in their634

sample of 8 galaxies from KINGFISH. However, their635

sample was selected to exclude highly inclined galax-636

ies (1 − cos i < 0.5), which minimizes the inclination-637

dependent attenuation effects on acorr seen in Figure 3.638

As can be seen in the right panel of Figure 7, acorr typi-639

cally takes on a larger value as inclination increases for a640

fixed sSFR100. Therefore, any parameterization of acorr641

must depend on both inclination and the sSFR100.642
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Figure 8. Each panel shows acorr vs. a rest-frame model FUV–NIR color (FUV–J, FUV–H, FUV–K, FUV-3.6 µm from
left to right) for the galaxies in our sample. Each galaxy is colored based on its median inclination as derived by Lightning.
The circle points are the CANDELS sample of galaxies, while the stars are the SINGS/KINGFISH sample. In all panels, a clear
stratification can be seen in acorr-color space for galaxies of different inclinations.

As noted in Boquien et al. (2016), a parametrization643

of acorr with sSFR100 would not be a practical solution,644

as the sSFR100 is a derived physical property rather645

than an observed quantity. Therefore, we utilized rest-646

frame FUV–NIR colors as in Boquien et al. (2016) in-647

stead of sSFR100, since FUV–NIR colors are observable648

quantities and have been shown to be good tracers of649

sSFR100 (Salim et al. 2005; Boquien et al. 2016). Fig-650

ure 8 shows acorr versus the rest-frame model FUV–J,651

FUV–K, FUV-H, and FUV–3.6 µm colors for the galax-652

ies in our sample, where J, H, and K are the 2MASS653

J , H, and Ks bandpasses, and 3.6 µm is Spitzer/IRAC654

3.6 µm bandpass. In each panel of the figure, a clear655

stratification can be seen in the acorr-color space, where656

high inclination galaxies (1 − cos i & 0.6) populate re-657

gions of higher acorr and FUV–NIR color compared to658

low inclination galaxies (1 − cos i . 0.6). This striking659

trend can also be seen clearly in the simulated data in660

left panel of Figure 6. In both the simulated data and661

Figure 8, the stratification of acorr and FUV–NIR color662

with inclination is more pronounced at higher inclina-663

tions compared to lower inclinations, due to attenuation664

effects of inclination becoming more significant for incli-665

nations of 1 − cos i & 0.6 (Chevallard et al. 2013; Doore666

et al. 2021; Zuckerman et al. 2021).667

4.1.2. Relation between acorr and Inclination668

Following the observed trends in Figure 8, we669

parametrized acorr as a linear function of rest-670

frame FUV–NIR color for a given inclination us-671

ing the functional form of672

acorr = b+m× (FUV − NIR), (7)673

where the linear coefficients b and m are both functions674

of inclination and unique to each FUV–NIR color. To675

derive these coefficients, we utilized our simulated data676

distributions described in Section 3.3, since using the677

data shown in Figure 8 would result in a sparse popula-678

tion of inclination-acorr-color space. The simulated data679

increased the amount of data at each inclination, since680

each galaxy was simulated for a grid of viewing angles.681

For each inclination grid point of the simulated data,682

we used the median of the distributions of acorr and683

FUV–NIR color of each galaxy (e.g., the solid black684

line in the left panel of Figure 6) as data points685

and fitted the linear relationship of Equation 7686

to these median values. The corresponding stan-687

dard deviations of the acorr and FUV–NIR color688

distributions were included as uncertainties dur-689

ing the fitting process. The fitting was repeated for690

each inclination grid point, resulting in derived b and m691

values with corresponding uncertainties at each of the692

inclination grid points. An example of this process can693

be seen in Figure 9, which shows the simulated data694

and best fit acorr versus FUV–NIR color relation at var-695

ious inclination grid points. From the figure, the slope696

and intercept of the linear relation can be seen to de-697

crease and increase with inclination, respectively. These698

resulting trends in b and m versus inclination can be699

more clearly seen in Figure 10 for each FUV–NIR color.700

For each color, the linear coefficients show very similar701

trends, with more rapid changes in value occurring at702

high inclinations (1− cos i > 0.7) where the attenuation703

effects of inclination become more significant.704

To account for the variation in b and m with incli-705

nation, we fitted polynomials to the derived b and m706

values utilizing their corresponding uncertainties. The707

degree of the polynomial was selected by minimizing the708

Akaike information criterion (AIC). For all FUV–NIR709

colors, this resulted in fourth and third order polyno-710

mials being chosen for the b and m parameters, respec-711

tively. Incorporating this inclination dependence on b712
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Figure 9. Each panel shows acorr vs. rest-frame FUV–H color for our simulated data for a span of inclination grid points,
with the data in each panel being colored based on its inclination grid value (1 − cos i = [0.0, 0.3, 0.6, 0.8, 1.0], from left to
right). The circle points are the CANDELS sample of galaxies, while the stars are the SINGS/KINGFISH sample. Points
highlighted with a black outline indicate galaxies whose measured inclinations, in terms of 1 − cos i, are within
±0.05 of the grid value. Each panel can be considered how the sample would appear if all galaxies were viewed from the
respective inclination. The best fit linear relation to the simulated data is shown in each panel. As inclination is increased from
face-on to edge-on, the slope and intercept of the best fit linear relations can be seen to decrease and increase, respectively.
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and m, Equation 7 can be rewritten as713

acorr =

4∑
n=0

bn(1 − cos i)n+

3∑
n=0

mn(1 − cos i)n × (FUV − NIR),

(8)714

where bn and mn are the polynomial coefficients of b and715

m, which can be found in Table 3 along with their corre-716

sponding uncertainty for each FUV–NIR color. There-717

fore, Equation 8 gives a parametric estimation of acorr718

that only depends on the observable quantities of FUV–719

NIR color and inclination, allowing for an easy-to-use720

inclination-dependent hybrid SFR estimator.721

4.1.3. Comparison with Past Studies722

The parametric estimation of acorr as a function of in-723

clination and rest-frame FUV–NIR color can be seen724

in the upper row of Figure 11. This upper row is the725

same as Figure 8, but it now includes the parametric726
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Table 3. Polynomial Coefficients to estimate acorr as a function of inclination and rest-frame
FUV–NIR color via Equation 8.

Polynomial Coefficients for intercept b

Color b0 b1 b2 b3 b4

FUV–J 0.7820± 0.0075 0.0298± 0.1090 1.4679± 0.4645 −3.1348± 0.7284 2.6395± 0.3762

FUV–H 0.7950± 0.0078 0.0081± 0.1137 1.6177± 0.4840 −3.4210± 0.7578 2.8188± 0.3908

FUV–K 0.7759± 0.0073 −0.0248± 0.1065 1.7531± 0.4544 −3.6430± 0.7130 2.9165± 0.3684

FUV–3.6 0.7579± 0.0070 −0.1099± 0.1022 2.2370± 0.4365 −4.5584± 0.6857 3.4086± 0.3548

Polynomial Coefficients for slope m

Color m0 m1 m2 m3

FUV–J −0.0741± 0.0017 −0.0819± 0.0149 0.1931± 0.0351 −0.2230± 0.0235

FUV–H −0.0743± 0.0017 −0.0797± 0.0149 0.1865± 0.0349 −0.2118± 0.0232

FUV–K −0.0742± 0.0017 −0.0774± 0.0148 0.1770± 0.0345 −0.1974± 0.0229

FUV–3.6 −0.0797± 0.0019 −0.0832± 0.0161 0.1835± 0.0371 −0.1847± 0.0244

estimation of acorr from Equation 8 as the solid colored727

lines, with the color indicating the inclination used in the728

calculation. Additionally, the corresponding acorr value729

from Hao et al. (2011) and acorr-color relation from Bo-730

quien et al. (2016) for the FUV and LTIR are shown731

as the dash-dotted and dashed lines, respectively. From732

this upper row, it can be seen that the value of acorr from733

Hao et al. (2011) is much lower than the derived acorr734

values for the vast majority of our galaxies. This discrep-735

ancy is caused by the differences in the utilized galaxy736

samples. Hao et al. (2011) used a sample of galaxies in-737

cluding both late and early type galaxies, where we se-738

lected only late type, star-forming galaxies. Therefore,739

our sample will, on average, have galaxies with higher740

sSFR, which will correspondingly result in larger values741

of acorr.742

As for the Boquien et al. (2016) acorr-color relation,743

the upper row of panels show near agreement with our744

parameterization for 1 − cos i ≈ 0.6 (i ≈ 66◦). This745

coinciding inclination reassures our methodology, since746

the majority of the Boquien et al. (2016) galaxy sample747

had i = 50◦–60◦. In the bottom two rows of Figure 11,748

we show residuals of acorr (∆acorr; the difference between749

acorr derived from Lightning and acorr derived from the750

Boquien et al. 2016 relation or the parametric relation751

in this work) versus FUV–NIR color. From these panels,752

it can be seen that the Boquien et al. (2016) relation,753

on average, is consistent with our data, but results754

in large scatter that has a clear inclination dependence,755

with more face-on galaxies typically having their acorr756

overestimated and more edge-on galaxies having their757

acorr underestimated. However, the parameterization in758

this work results in residuals that have a scatter that is759

less than half that from the Boquien et al. (2016) rela-760

tion and no inclination dependence, implying the effects761

of inclination are being properly accounted for in our re-762

lation. Therefore, our parameterization is the first to our763

knowledge that accounts for both the effects of SFH and764

inclination that are expected to be present when deter-765

mining acorr. We note, however, that the acorr relation766

presented above has a specific range of applicability and767

a few caveats, which are discussed in Section 4.3.768

4.2. Inclination Dependence of the AFUV-β Relation769

4.2.1. Influence of Inclination and SFH770

Based on the definition of the AFUV-β relation used771

in Equation 3, the calibrated parameter aβ should772

solely depend on the choice of attenuation curve,773

and β0 should only depend on the SFH of the774

galaxy, since we assumed a fixed metallicity775

and IMF. In our study, we chose to use inclination-776

dependent attenuation curves, which depend on three777

free parameters, τfB (the face-on optical depth in the778

B-band), F (the galaxy clumpiness factor), and inclina-779

tion. While inclination is a quantity that can be readily780

determined from basic observations, τfB and F are in-781

trinsic properties that can only be derived from model-782

ing. Therefore, our parameterization of aβ can only be783

a function of inclination, since it is the only observable784

property, and any scatter in the parameterization will785

be due to the variation in other attenuation parameters786

at a given inclination.787

As for β0, in theory, its value will be unique for each788

galaxy, since it is dependent on the SFH. However, in789

application, a fixed value of β0 for a sample of galaxies is790

generally utilized (e.g., Meurer et al. 1999; Overzier et al.791

2011; Boquien et al. 2012; Wang et al. 2018), since the792

SFH of a galaxy is not an observable property. While793

the SFH could be approximated using an rest-frame794

FUV–NIR or a comparable color, the AFUV-β relation795

is typically helpful when minimal UV observational data796
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Figure 11. In all panels, the circle points are the CANDELS sample of galaxies, while the stars are the SINGS/KINGFISH
sample. Each galaxy is colored based on its median inclination as derived by Lightning. (Upper row) Each panel shows acorr vs.
a rest-frame model FUV–NIR color (FUV–J, FUV–H, FUV–K, FUV-3.6 µm from left to right) for the galaxies in our sample.
The parametric estimation of acorr from this study is shown as the solid colored lines, with the color indicating the inclination
used in the calculation (1 − cos i = [0.05, 0.2, 0.4, 0.6, 0.8, 0.9, 0.95]). The dash-dotted and dashed lines are the acorr value from
Hao et al. (2011) and acorr-color relation from Boquien et al. (2016) , respectively, for the FUV and LTIR. (Middle row) The
difference between acorr derived from Lightning and acorr derived from the Boquien et al. (2016) relation vs. a FUV–NIR color.
The delta in the lower right is the mean and standard deviation of ∆acorr (i.e., the mean and scatter of the residuals). (Lower
row) The difference between acorr derived from Lightning and acorr derived from the parametric relation in this work vs. a
FUV–NIR color. The delta in the lower right is the mean and standard deviation of ∆acorr.

are available, preventing use of a SFH proxy. Therefore,797

we do not include any color dependence in our AFUV-β798

relation and note that additional scatter and potential799

systematic effects will be present in the relation due to800

not incorporating any SFH dependence on β0.801

Finally, as discussed in Section 3.2, aβ and β0 will802

depend on the choice of UV bandpasses utilized in the803

calculation. While β0 will have minimal variation from804

the choice of UV bandpasses due to it being a dust-free805

property, aβ can be biased to larger values if a chosen806

UV bandpass is contaminated by the 2175 Å bump fea-807

ture. Therefore, in the next section, we derive two808

inclination dependent AFUV-β relations using the com-809

bination of bandpasses discussed in Section 3.2. The810

first uses the combination of the GALEX FUV and NUV811

bands, which will suffer from UV bump contamination.812

The second uses the combination of the GALEX FUV813

and HST WFC3/F275W bands, neither of which overlap814

the bump feature region.815

4.2.2. Inclination Dependent AFUV-β Relation816

Since the relation between AFUV and β given in Equa-817

tion 3 is linear, we followed the same method as in Sec-818

tion 4.1.2 when deriving aβ and β0 for the AFUV-β rela-819

tions. This method again relied on our simulated data820

distributions at each inclination. For each inclination821

grid point of the simulated data, we utilized the median822

of the distributions of AFUV and β of each galaxy (e.g.,823

the solid black line in the right panel of Figure 6)824

as data points and fitted the linear relationship825

of Equation 3 to this data. The corresponding826

standard deviations of the AFUV and β distribu-827

tions were included as uncertainties during the828

fitting process. The fitting was repeated for each incli-829

nation grid point, resulting in derived aβ and β0 values830

with corresponding uncertainties at each of the inclina-831

tion grid points. An example of the process can be seen832

in Figure 12, which shows the simulated data and best833

fit relation at various inclination grid points.834

The resulting trends in aβ and β0 versus inclination835

are shown in Figure 13 for the two sets of UV band-836

passes used when calculating β. For both sets of837

bandpasses, aβ and β0 show similar trends. As expected,838

aβ increases in value as inclination increases from face-839

on to edge-on. However, above 1 − cos i ≈ 0.9, aβ840

begins to decrease with increasing inclination.841

This decrease is correlated to the unexpected result of842

β0 decreasing at 1 − cos i > 0.75. Theoretically, β0843

is expected to be inclination independent, since it is a844

dust-free property. Therefore, it should be constant as845
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Figure 12. Each panel shows AFUV vs. β, calculated from the rest-frame model FUV and NUV bands (βFUV−NUV), for
our simulated data for a span of inclination grid points, with the data in each panel being colored based on its inclination grid
value (1 − cos i = [0.0, 0.3, 0.6, 0.8, 1.0], from left to right). The circle points are the CANDELS sample of galaxies, while the
stars are the SINGS/KINGFISH sample. Points highlighted with a black outline indicate galaxies whose measured
inclinations, in terms of 1 − cos i, are within ±0.05 of the grid value. Each panel can be considered how the sample
would appear if all galaxies were viewed from the respective inclination. The best fit linear relation to the simulated data is
shown in each panel. As inclination is increased from face-on to edge-on, the slope of the best fit linear relations can be seen to
also increase, while the β-intercept only decreases at the largest inclinations.

a function of inclination, and the observed decrease at846

high inclinations could be due to our various simplify-847

ing assumptions. For example, the SFH dependence of848

β0 could be disguised as an inclination dependence at849

these high inclinations. Additionally, the assumption in850

the AFUV-β relation that the UV slope is linearly re-851

lated to UV attenuation could be too simplified for high852

inclination galaxies.853

Rather than attempting to correct for these simplify-854

ing assumptions (i.e., adding a SFH dependence, chang-855

ing from a linear relation, etc.), we only add an inclina-856

tion dependence to aβ and β0 to maintain the AFUV-β857

relation’s simplistic format. To account for the varia-858

tion in aβ and β0 with inclination for both sets of UV859

bandpasses, we fitted polynomials to the corre-860

sponding aβ and β0 values in Figure 13 utilizing861

their derived uncertainties. We selected the degree862

of the polynomials by minimizing the AIC. For both863

sets of bandpasses, this resulted in fifth and fourth or-864

der polynomials being chosen for aβ and β0, respectively.865

Incorporating this inclination dependence on aβ and β0,866

Equation 3 can be rewritten as867

AFUV =

5∑
n=0

aβ,n(1 − cos i)n×(
β −

4∑
n=0

β0,n(1 − cos i)n

) (9)868

where aβ,n and β0,n are the polynomial coefficients of869

aβ and β0, which can be found in Table 4 along with870

their corresponding uncertainty for each set of UV band-871

passes.872

4.2.3. Comparison with Past Studies873

Table 4. Polynomial Coefficients to estimate AFUV as
a function of β and inclination via Equation 9.

UV Bump No UV Bump

Coefficients FUV–NUV FUV–F275W

aβ,0 0.8564± 0.0230 0.8507± 0.0206

aβ,1 −0.4759± 0.5065 −0.3892± 0.4447

aβ,2 7.0243± 3.3703 5.8447± 2.9072

aβ,3 −21.4069± 9.0246 −17.6998± 7.6714

aβ,4 29.5716± 10.3862 24.0990± 8.7243

aβ,5 −14.0028± 4.2785 −11.2503± 3.5597

β0,0 −2.4084± 0.0596 −2.2972± 0.0508

β0,1 0.9974± 0.8306 0.9985± 0.6937

β0,2 −5.7388± 3.4059 −5.2784± 2.7990

β0,3 11.5513± 5.1544 10.4165± 4.1830

β0,4 −7.5682± 2.5757 −6.6026± 2.0700

The inclination-dependent AFUV-β relations for each874

set of UV bandpasses are shown in the upper row of875

Figure 14. This upper row is the same as Figure 3,876

but now includes these inclination-dependent relations877

as the solid colored lines, with the color indicating the in-878

clination used in the calculation. Additionally, we show879

different AFUV-β relations derived in past studies.880

In the left column, we compare our results with the881

two relations derived in Overzier et al. (2011): one de-882

rived from their sample of Lyman break analogs (LBAs),883

and the other from the same sample of galaxies in884

Meurer et al. (1999). These relations were calibrated885

using the IRX-β relation, where the β values were cal-886

culated using the GALEX FUV and NUV bands which887

will share the same bias as our inclination-dependent888

relation calculated using these bands. We find that889

the LBA sample relation has a similar β0 value890
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Figure 13. The linear coefficients, aβ and β0, for Equation 3 vs. inclination for the two combinations of UV bandpasses. The
black line shows the derived values at each inclination with the gray shaded region giving the derived uncertainties.

(β0 = −2.22) as that of our relation at low to mod-891

erate inclinations (β0 ≈ −2.35), while the Meurer892

et al. (1999) sample relation is significantly higher (β0 =893

−1.96). Therefore, in the middle panel of the left col-894

umn, we show residuals of AFUV (∆AFUV; the differ-895

ence between AFUV derived from Lightning and AFUV896

derived from the LBA relation) versus β for the LBA897

relation. From this panel, it can be seen that the LBA898

relation from Overzier et al. (2011) has a clear inclina-899

tion dependence in the residuals, with low inclination900

galaxies typically having their AFUV overestimated and901

high inclination galaxies typically having theirs underes-902

timated. However, the relation in our work results903

in residuals (bottom left panel of Figure 14) with904

minimal inclination dependence. Also, the scatter905

in the residuals of our relation is smaller than the resid-906

uals of the LBA relation by a factor ≈1.5, indicating907

that its inclination dependence is accounting for some908

additional variation present in the AFUV-β relation.909

In the right column of Figure 14, we compare our re-910

sults to the inclination-dependent AFUV-β relation from911

Wang et al. (2018), which utilized axis ratio (q = b/a;912

q = 0 is edge-on and q = 1 is face-on) rather than incli-913

nation. To briefly explain the derivation of this relation,914

its inclination dependence was derived by first assuming915

hybrid SFR estimators are inclination independent, and916

then using this assumption to correct the AFUV-β rela-917

tion for inclination. This inclination correction was then918

added to the β0 term, while aβ was fixed to a constant919

value. Also, the β values used in the derivation were920

calculated by fitting a power law to three observed UV921

photometric data points, all of which were selected to922

avoid the UV bump feature. Therefore, we compared923

this relation to our relation calculated using the FUV924

and F275W bands, since both relations should avoid the925

bias introduced by the presence of the UV bump.926

The upper right panel of Figure 14 shows the927

inclination-dependent Wang et al. (2018) relation as the928
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Figure 14. In all panels, the circle points are the CANDELS sample of galaxies, while the stars are the SINGS/KINGFISH
sample. Each galaxy is colored based on its median inclination as derived by Lightning. (Upper row) Each panel shows
AFUV vs. β calculated using the rest-frame model FUV and NUV bands (βFUV−NUV) and rest-frame model FUV and
F275W bands (βFUV−F275W) in the left and right, respectively. The corresponding inclination-dependent AFUV-β relations from
this study are shown as the solid colored lines, with the color indicating the inclination used in the calculation (1 − cos i =
[0.05, 0.2, 0.4, 0.6, 0.75]). The dashed and dash-dotted lines in the right panel are the relations from Overzier et al. (2011) for
their LBA sample and Meurer et al. (1999) sample, respectively. The black lines of changing linestyle in the left panel are the
inclination-dependent Wang et al. (2018) relation, where each linestyle represents a different value of axis ratio. (Middle row)
The difference between AFUV derived from Lightning and AFUV derived from the Overzier et al. (2011) LBA relation and the
Wang et al. (2018) relation utilizing each galaxies’ measured axis ratio on the left and right, respectively. The delta in the upper
right is the mean and standard deviation of ∆AFUV (i.e., the mean and scatter of the residuals). (Lower row) The difference
between AFUV derived from Lightning and AFUV derived from the inclination-dependent AFUV-β relations in this work. The
delta in the upper right is the mean and standard deviation of ∆AFUV.

black lines of changing linestyle, where each linestyle929

represents a different value of axis ratio. From this930

panel, it can be seen that the Wang et al. (2018) rela-931

tion overestimates AFUV for practically all of the galax-932

ies in our sample. This is clearly seen in the residuals933

for the Wang et al. (2018) relation shown in the mid-934

dle panel, where the AFUV values from the Wang et al.935

(2018) relation were calculated utilizing the axis ratios936

of our galaxies as described in Section 2. The reason937

for this overestimation by the Wang et al. (2018) rela-938

tion for our sample comes from their critical assumption939

that hybrid SFR estimators are inclination independent,940

which this paper has shown to not be the case. Ignoring941

this inclination dependence in their calculation is caus-942

ing overestimates of AFUV, especially at low inclinations,943

where the hybrid SFR estimator is likely overestimating944

the SFR.945

4.3. Range of Applicability and Caveats946

It is important to stress that the relations for unatten-947

uating the FUV luminosity presented in this paper were948

derived from a specific sample of disk-dominated galax-949

ies (see Section 2). Therefore, their use should be lim-950

ited to galaxies whose physical properties fall within the951

range of our sample. Extrapolating their use to galaxies952

outside this range could result in unrealistic unattenu-953

ated luminosities. For the inclination and color depen-954

dent hybrid SFR estimator, the rest-frame FUV–NIR955

colors should be within the following ranges:956

2.18 < FUV–J < 7.48 mag,957

2.26 < FUV–H < 7.74 mag,958
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Figure 15. Histogram of kFUV for the CANDELS and
SINGS/KINGFISH samples. The dashed red line gives the
the value of kFUV assuming a constant SFR over the last 100
Myr (kFUV = 1.6 × 10−10), and the dashed black line gives
the sample median.

2.07 < FUV–K < 7.93 mag,959

1.56 < FUV–3.6 < 7.72 mag.960

As for the inclination-dependent AFUV-β relation, β val-961

ues should fall within962

−1.85 < βBump < 1.59,963

−1.53 < βNo Bump < 1.96,964

for galaxies that have and do not have UV bump965

contaminated observations, respectively. Additionally,966

galaxies, as per Section 2, should be star-forming disk967

galaxies with a minimal bulge component and reside at968

redshifts of z < 1. The morphology can either be deter-969

mined from visual inspection or meeting the sample se-970

lection requirement of a Seŕsic index of n < 1.2. Finally,971

the relations should not be applied to galaxies classified972

as having AGN, as the AGN could contaminate obser-973

vations from the FUV to IR (Ciesla et al. 2015).974

Additionally, the inclination estimates used in this975

study rely on the various assumptions made in Doore976

et al. (2021) to convert axis ratio to inclination. If977

alternative methods and assumptions are used,978

they have been shown to typically result in com-979

parable inclination estimates. However, they980

tend to underestimate the uncertainty on incli-981

nation when simply propagating the axis ratio982

uncertainty (see Section 3 of Doore et al. 2021983

for details). Therefore, the relations presented in this984

study will be applicable even if inclinations are esti-985

mated from an axis ratio via a different method.986

While the relations presented in this paper derive an987

unattenuated FUV luminosity, the actual quantity of988

interest is the SFR. To determine the SFR from the989

unattenuated FUV luminosity, a conversion factor kUV990

(specifically, kFUV) for use in Equation 1 must be se-991

lected. A variety of values can be theoretically de-992

termined depending on the assumed IMF, metallicity,993

and SFH, with a constant SFH over the last 100 Myr994

typically being assumed (e.g., Kennicutt 1998; Murphy995

et al. 2011; Kennicutt & Evans 2012). For our as-996

sumed IMF and metallicity, this constant SFH results997

in kFUV = 1.6 × 10−10. However, while the galaxies in998

our sample assume the same IMF and metallicity, they999

each have a unique SFH, which will result in each galaxy1000

having a unique value of kFUV. In Figure 15, we show1001

how these unique kFUV values compare to the constant1002

value of kFUV assuming a constant SFH, which is shown1003

as the dashed red line. On average, the galaxies in our1004

sample have a higher kFUV than this constant value, but1005

are consistent when considering the relatively large un-1006

certainty with a sample median and standard deviation1007

of kFUV = (1.80±0.54)×10−10. Since kFUV is depen-1008

dent on the SFH, we investigated parameterizing1009

kFUV as function of FUV–NIR color. However,1010

we found that any parameterization of kFUV with1011

color yielded results consistent with those for a1012

constant value of kFUV. Therefore, we recommend us-1013

ing the theoretical constant value of kFUV = 1.6×10−10
1014

with a propagated uncertainty of 0.54× 10−10 when us-1015

ing our relations to convert FUV luminosity to SFR.1016

5. SUMMARY1017

We analyzed how both hybrid SFR estimators and1018

the AFUV-β relation depend on inclination and derived1019

new relations to account for this inclination depen-1020

dence. This analysis utilized the inclination-dependent1021

attenuation module in the SED fitting code Lightning,1022

which was applied to a sample of 133 galaxies from the1023

CANDELS fields along with 18 local galaxies from the1024

SINGS/KINGFISH sample in Dale et al. (2017). All1025

galaxies were selected to be disk-dominated via their1026

Seŕsic index and/or a visual inspection.1027

For the hybrid SFR estimators, we found that the1028

UV+IR correction factor acorr was found to be1029

highly dependent on the inclination of a galaxy1030

in addition to its sSFR. Since the sSFR is not an1031

observable quantity, a rest-frame FUV–NIR color was1032

used as a proxy along with inclination to derive the para-1033

metric relation for acorr given in Equation 8. The rela-1034

tion was a simple linear fit of FUV–NIR color to acorr,1035

with the linear coefficients being polynomials of incli-1036

nation. These polynomial coefficient were presented in1037

Table 3 for four different FUV–NIR colors. These re-1038

lations were shown to predict values of acorr that were1039
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highly consistent with the data and properly account for1040

any inclination dependence.1041

As for the AFUV-β relation, we derived two different1042

sets of β to account for the potential contamination of1043

observations by the rest-frame UV bump feature. The1044

first set includes the rest-frame GALEX FUV1045

and NUV bandpasses, with the NUV bandpass1046

overlapping with the UV bump. The second1047

set includes the rest-frame GALEX FUV and1048

HST WFC3/F275W bandpasses, both of which1049

avoid the bump feature. For both sets of β, we1050

found that there is a definite inclination depen-1051

dence with edge-on galaxies having a higher AFUV1052

by 1-2 mag for a given value of β compared to1053

more face-on galaxies. To derive our inclination-1054

dependent AFUV-β relation for each set, we fit the1055

relation given in Equation 3 to our data. These1056

fits resulted in the expected trends of an in-1057

crease in aβ and a constant β0 with inclination for1058

1 − cos i ≤ 0.75. However, at higher inclinations,1059

aβ and β0 deviated from these expected trends,1060

with both decreasing with increasing inclination.1061

We accounted these deviations to various simplifying as-1062

sumptions within the AFUV-β relation. Regardless, we1063

fitted polynomials for the full range of inclination to aβ1064

and β0, whose coefficients were presented in Table 4, and1065

noted that the linearity of the AFUV-β relation is likely1066

too simplified for highly inclined galaxies.1067

The results of this work illustrate that incli-1068

nation can significantly affect the derived SFR1069

in disk-dominated galaxies when using UV SFR1070

tracers. We find that including an inclination1071

dependence in these tracers is critical for more1072

accurate SFR estimates. In future work, we plan1073

to apply the inclination-dependent attenuation1074

module in Lightning to a more complete sam-1075

ple of galaxies that have sizable bulge compo-1076

nents, rather than a purely disk-dominated sam-1077

ple. We intend to see how the bulge component1078

of a galaxy affects the inclination dependence of1079

our results and check if similar relations apply to1080

the broader disk-galaxy population.1081
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APPENDIX1336

A. SPECTROSCOPIC REDSHIFT CATALOG1337

The spectroscopic redshifts assigned to sources in the CANDELS fields were compiled from various sources. For1338

the GOODS-N, we used the relatively comprehensive CANDELS redshift catalog from Barro et al. (2019). For the1339

GOODS-S, we compiled spectroscopic redshifts from the Chandra Deep Field-South “master spectroscopic catalog”6,1340

ACES (Cooper et al. 2012a), and VANDELS spectroscopic survey (Garilli et al. 2021) that were not already included in1341

the GOODS-S CANDELS redshift and mass catalog (Santini et al. 2015). These sources were then cross-matched to the1342

nearest CANDELS source within 0.5′′. If a source in the master catalog, ACES, or VANDELS had a higher reliability1343

flag than what was in the CANDELS catalog, we replaced the CANDELS spectroscopic redshift with the more reliable1344

measurement. For the EGS, we cross-matched spectroscopic redshift sources from the DEEP2+3 surveys data release1345

4 (DR4; Coil et al. 2004; Willner et al. 2006; Cooper et al. 2011, 2012b; Newman et al. 2013)7 to the nearest source1346

within 0.5′′ in the CANDELS EGS multiband catalog. For the COSMOS field, we cross-matched spectroscopic redshift1347

sources from IMACS (Trump et al. 2009), zCOSMOS data release 3 (DR3; Lilly et al. 2009)8, FMOS (Silverman et al.1348

2015), LEGA-C DR3 (van der Wel et al. 2016)9, hCOSMOS (Damjanov et al. 2018), DEIMOS (Hasinger et al. 2018),1349

and C3R2 (Masters et al. 2019) to the nearest source within 0.5′′ in the CANDELS COSMOS multiband catalog. If a1350

galaxy had redshifts from multiple surveys, then the most reliable redshift was used. For the UDS field, we included any1351

spectroscopic redshifts from the UDSz spectroscopic catalog (Bradshaw et al. 2013; McLure et al. 2013)10, VANDELS1352

spectroscopic survey, and C3R2 that were not already included in the UDS CANDELS redshift and mass catalog1353

(Santini et al. 2015) by cross-matching them to the nearest source within 0.5′′. If a source in UDSz, VANDELS, or1354

C3R2 had a higher reliability flag than what was in the CANDELS catalog, we replaced the CANDELS spectroscopic1355

redshift with the more reliable measurement.1356

6 https://www.eso.org/sci/activities/garching/projects/goods/
MasterSpectroscopy.html

7 https://deep.ps.uci.edu
8 https://www.eso.org/qi/catalog/show/65
9 https://www.eso.org/qi/catalog/show/379
10 https://www.nottingham.ac.uk/astronomy/UDS/UDSz/

https://www.eso.org/sci/activities/garching/projects/goods/MasterSpectroscopy.html
https://www.eso.org/sci/activities/garching/projects/goods/MasterSpectroscopy.html
https://deep.ps.uci.edu
https://www.eso.org/qi/catalog/show/65
https://www.eso.org/qi/catalog/show/379
https://www.nottingham.ac.uk/astronomy/UDS/UDSz/
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