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ABSTRACT

A comprehensive method for propagation of sound in layered media is discussed that involves dividing the domain into

two regions, source field and far field. The source field is provided using experimentally collected data from full-scale

rotorcraft acoustic flight tests, which consists of short waveforms that cannot be directly simulated on the grid without

numerical errors. Instead, grid-based computational waves are used to carry the details of these waveforms, including

amplitude, arrival time and location of origin on source sphere. This is done by solving the scalar wave equation using

the Wave Confinement (WC) method, which involves adding an extra term to produce converged solutions. WC is

used to study wave propagation in two different atmospheric conditions, and the results are compared to the flight test

data. Overall, WC can accurately capture the propagation effects, and there is good agreement with the flight test data.

INTRODUCTION

Wave propagation modeling in layered media has become in-

creasingly important since it is applicable to a wide range

of physical problems such as sound propagation through

the atmosphere, seismic wave propagation through layered

soils, radio wave propagation through layered ionosphere, etc.

(Refs. 1, 2). Within the first category is long range rotorcraft

noise propagation in realistic environments, which is the ap-

plication of interest for this paper.

The acoustic emissions from rotorcraft vehicles is of critical

concern to the design of new aircraft, such as those in develop-

ment for Urban Air Mobility (UAM) applications (Refs. 3–6).

Once new rotorcraft are produced, they go through acoustic

emissions testing to capture the acoustic emissions of the ve-

hicles under a variety of flight conditions (Ref. 7). This in-

formation is then used to assess whether the new vehicle con-

forms to acoustic performance and certification requirements,

and to also provide the basis for land-use modeling and inform

community noise reduction for the vehicle in flight (Ref. 8).

In order to model rotorcraft-induced community noise, not

only do the rotorcraft acoustic emissions have to be modeled

correctly, but also the propagation of those emissions must be

captured with high fidelity. The main factors that significantly

affect propagation are geometric spreading, atmospheric ab-

sorption, ground or surface reflections, ground impedance, re-

fraction, and diffraction.

This paper focuses on refraction, which is caused by vary-

ing atmospheric conditions, most importantly temperature and

wind gradients, as a function of the vertical coordinate, z.

In a homogenous medium (for instance, an atmosphere with
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calm winds and no temperature gradient), propagation fol-

lows straight lines indefinitely. An example of a point source

propagating as a spherical wave in a homogeneous medium is

shown in Figure 1. In such a medium, geometric spreading

will result in a 1/r loss, where r is the radius of curvature of

the ‘ray tube’ and increases linearly with distance from the

source.

Figure 1: Top: Snapshots of a wavefront with rays pointing

in the direction of propagation with homogenous medium on

the left and stratified medium on the right. Below: Ray tube

demonstration for straight and curved rays.

In a layered medium, the speed of sound, c, is not constant,

and the waves do not propagate in straight lines. There-

fore, the shape of the wave changes during propagation, and r

does not necessarily increase linearly with distance from the

source, which can be seen in Figure 1. In an inhomogeneous

medium, r can also decrease; when atmospheric conditions,

specifically temperature and wind gradients, result in converg-

ing rays, the radius of the ‘ray tube’ decreases, causing the

sound to be louder than expected at certain receiver locations.

In the same way, temperature or wind gradients can cause the

waves to diverge at a faster rate, resulting in formation of qui-
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eter than expected regions. In this paper, recent advances in

modeling sound propagation in inhomogeneous media using

Wave Confinement (WC) (Ref. 9) will be presented.

For long distance propagation of relatively short waves, at-

tempting to accurately solve the detailed propagation equa-

tions is not feasible due to numerical dissipation. Instead,

Wave Confinement captures the acoustic fields using stable,

self-confining solitary waves, which are defined by eigenfunc-

tions associated with isolated eigenvalues. This is achieved by

adding an eigenfunction operator to the propagation equation

to eliminate numerical dissipation while conserving the essen-

tial dynamics. The modified equations are then discretized us-

ing lower order methods for computational simulations. This

feature assures their stability in the presence of discretization

error.

A comprehensive analysis of rotorcraft noise propagation in-

volves source modeling and far field propagation. Although

far field propagation is not affected by the errors in source

models, these errors will be carried over into the final so-

lutions. Therefore, a reasonably accurate source model is

needed for better prediction of far field rotorcraft noise. Typ-

ically, source hemispheres are measured by flying a vehicle

in steady state over a linear array of microphones. As the

vehicle passes over the array of microphones, acoustic data

are measured for different presentation angles. This allows

for a vehicle-centered noise hemisphere to be constructed

(Ref. 10), assuming steady level flight is maintained.

SOURCE MODELING

The source models for this paper take the form of an acoustic

hemisphere generated from flight test experimental data. The

data were collected in Yuma, Arizona, using an MD530 ro-

torcraft as the noise source. Sixty-three GRAS 67AX micro-

phones were deployed and sampled simultaneously through-

out each run at 25 kHz with 24-bit resolution. The micro-

phones have a 0.5 inch diaphragm and are flush-mounted

on an acoustically hard ground board measuring 15 inches

in diameter. To minimize edge effects, the microphones are

mounted off-center on the ground boards, in accordance with

SAE Aerospace Recommended Practice ARP4055 (Ref. 11).

The microphone array layout can be seen in Figure 2. A Carte-

sian coordinate system is used to describe the location of the

microphones with respect to the flight path. The coordinate x

is defined along the flight track and is positive in the primary

flight direction; y is defined perpendicular to the flight track

and is positive to the aircraft left side; z is above the ground.

Microphones were generally numbered sequentially from the

negative to positive in the ‘x’ direction, and from positive to

negative in the ‘y’ direction, with microphone 31 at (0,0,0).

The details of the experimental setup and procedures are well

documented in Refs. 12 and 13.

The microphone array was, in fact, composed of four inter-

laced arrays; one linear array and three snapshot arrays. The

linear array initially consisted of 13 microphones along the

y-axis at x = 0. Ultimately, additional microphones located
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Figure 2: Microphone locations for test site array. Micro-

phones used to generated the noise hemisphere enclosed by

dashed line.

a short distance before and after the linear array were in-

cluded to provide better coverage below the vehicle. These

are enclosed by the dashed line in Figure 2. As the rotorcraft

passes over the linear array, the microphones sample continu-

ously, and a spectrum can be calculated every 0.5s, capturing

a range of presentation angles. This allows the array to ef-

fectively have many times more microphones than were phys-

ically deployed. This method requires that the pilot main-

tain a steady flight condition, as the vehicle must be in the

same aerodynamic state for the duration of the flyover to al-

low acoustic measurements taken at different points in time

to be mapped back to the same hemisphere. The snapshot

arrays were used to investigate instantaneous acoustic mea-

surements, which will not be addressed in the current paper.

Details of which can be found in Refs. 12 and 13.

Regardless of the array used, the acoustic signal is de-

Dopplerized in the time domain using the methodology de-

scribed in Ref. 14. De-Dopplerization is needed to correct

the variation in frequency shift as the vehicle passes over the

array. The de-Dopplerized signal is then transformed into nar-

rowband spectral form (dB, Reference atmosphere of 20 µPa,

4Hz bin width) and backpropagated from the microphones to

the vehicle to form a source hemisphere of 100-foot radius.

Narrowband spectra were chosen to resolve the lower frequen-

cies, especially, main and tail rotor blade passage frequencies

and harmonics that are more relevant to long distance prop-

agation (Ref. 15). Pressure-time data are divided into 0.5s

increments, with three transforms taken from the first, second

and middle 0.25s of the increment and averaged. The spectra

are calculated using Welch’s power spectral method from a

Hamming window. The resulting spectra are converted from

power spectral densities to sound pressure levels by correcting

for the bin width (+10 log10 (∆ f )).
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Factors that would have affected the acoustic signal as it trav-

eled from the vehicle to the microphones, such as atmospheric

absorption and perfectly reflecting ground, are accounted for

in this process. Also, the atmosphere is assumed to be ho-

mogenous and straight ray propagation is used. Therefore, ge-

ometric attenuation is modeled as spherical spreading, which

reduces the amplitude of all frequencies equally. Atmospheric

absorption is accounted for as a function of temperature, rel-

ative humidity and atmospheric pressure, with high frequen-

cies being more effected than low frequencies (Refs. 16–18).

Because acoustically hard ground boards were used, ground

effects were accounted for through simple pressure doubling

(Ref. 19). The shorter distances used in the creation of source

hemisphere (on the order of one thousand feet instead of sev-

eral thousand feet) limit the effects of atmospheric conditions

on propagation, making the straight ray propagation method

an acceptable choice. What cannot be accounted for in this

method of source modeling are the effects that atmospheric

conditions have on the source noise production mechanisms,

the impacts of which are discussed later.

A Lambert projection of coverage by the linear array for a 120

kts steady level flight can be seen in Figure 3, where the black

points represent mapped microphone locations. The Lambert

projection represented the hemisphere in azimuth and eleva-

tion angles, denoted as ψ and α , respectively. Azimuth is

measured from 0◦ to 360◦, with 180◦ at the nose and 0◦ at the

tail. By convention, the direction of azimuth is defined to be

with the rotation of the main rotor, which is counter clockwise

for the MD530 rotorcraft. Therefore 90◦ is on the right side of

the vehicle where the blade is advancing, and 270◦ is on the

left side where the blade is retreating. When the vehicle is on

the flight track, its nose is pointing in the positive x-direction,

and the right side is toward the negative y-direction. Elevation

angle is defined such that 0◦ is at the horizon and −90◦ is di-

rectly below the vehicle. It can be seen that the microphone

coverage on the hemisphere is uneven, with more data near the

horizon plane than beneath the vehicle. To obtain even cover-

age on the source hemisphere, an inverse distance weighting

scheme is used to interpolate the data onto a uniform grid.

Details of the interpolation method will be discussed later.

FAR FIELD PROPAGATION

There are a number of grid-based methods that have been de-

veloped for long-distance wave propagation. These include fi-

nite difference time domain (FDTD) methods, parabolic equa-

tion (PE) methods, and Green’s functions, among others.

Conventional FDTD approaches solve the wave equation by

formulating governing partial differential equations, applying

higher-order discretizations, and solving them as accurately

as possible on feasible computational grids, assuming smooth

enough solutions. The successful application of these is lim-

ited by the requirement that a sufficient number of grid cells

must span the wave to accurately solve the equations, and

that the propagation distance is not too long compared to the

wavelength (Refs. 20–22). Due to numerical dissipation, con-

ventional higher-order methods may not be feasible for thin
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Figure 3: Microphones projected from linear array onto noise

source hemisphere.

waves propagating over long distances.

In a few cases, better accuracy can be provided using

parabolic equation methods, which are approximations of

Helmholtz equations. However, these methods are typically

limited to two dimensions, based on axisymmetric approx-

imations, neglecting contributions from larger elevation an-

gles (Ref. 23). Later, Wide Angle Parabolic Equation (WAPE)

approximations (Refs. 24, 25) were introduced to account for

larger angles, but these involve computationally expensive

LU decomposition methods and are limited to flat and hard

grounds where an image source is used to account for reflec-

tions. Also, the marching step size for WAPE approximations

is dependent on the wavelength of the signal.

To reduce the computing time, the Green’s function Parabolic

Equation (GFPE) method was developed, which uses forward

and inverse Fourier transforms (Refs. 26, 27). One of the ad-

vantages of the GFPE method is the use of larger marching

steps, which is a significant factor in reducing the computa-

tional time. However, the accuracy of the GFPE method is

limited by the starting field (or the initial condition), which

needs to be rederived for every atmospheric and ground con-

dition (Ref. 23).

Another approximation that is well-known for fast computa-

tion is ray tracing, which is a Lagrangian formulation. This

involves solving a set of ordinary differential equations to fol-

low discrete rays that are normal to the wavefront and obey

Snell’s Law. When the number of rays are infinitely large,

they can represent a surface with constant phase. While ray

tracing can provide reasonably accurate qualitative insight,

there are several drawbacks that can make it unsuitable for

propagation in realistic environments. One of them involves

interpolation to compute atmospheric and ground variables

at each ray location. Also, in nonhomogeneous media, rays

are not uniformly distributed during propagation. For exam-

ple, regions with diverging rays will cause the wavefront to

be poorly sampled, and therefore, new rays need to be intro-

duced by interpolation (Ref. 28). It is important to note that

any small perturbation during these interpolations will grow

over long distances, significantly effecting the accuracy. An-

other significant drawback is the difficulty in calculating the
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amplitude when atmospheric variations are present and rays

do not propagate in straight lines. In general, the amplitude

is calculated as 1/r, where r is the radius of curvature of the

ray tube. In a homogeneous medium, r is equal to the path

length, l. When rays are curved, r 6= l, and is calculated us-

ing the normal distance between rays, which requires more

interpolation.

Taking all the above limitations into account, a grid-based

method, Wave Confinement, is described, which involves sim-

pler equations (even in 3-D) and does not incur numerical dis-

sipation. One of the advantages of WC is the use of soli-

tary waves to represent the physical waveform on the grid and

propagate it indefinitely (Ref. 9). For long distance propaga-

tion, attempting to accurately solve the detailed structure of

physical waves is computationally prohibitive. Instead, a dy-

namic surface extension will extend the source surface into

the far field without information loss due to numerical error,

as well as preserve the shape of the physical waveform despite

the use of coarse grids. In contrast to Lagrangian ray tracing,

WC is an Eulerian-based method that captures the waves di-

rectly on the computational grid, where the solutions are codi-

mension 1 surfaces (in the fine grid limit), defined on a regular

grid, rather than collections of rays. Also, unlike ray tracing

schemes, which suffer from scarcity of grid nodes in the far

field, WC can still capture waves as smooth surfaces with-

out complex logic involving continual addition of new rays

through interpolation.

Wave Confinement Description

In this paper, we consider the following three-dimensional

scalar wave equation,

∂ 2
t φ = c2∇2φ , (1)

where φ represents the physical waveform on the grid and c is

the speed of sound. Dissipative and dispersive errors are in-

troduced when Equation (1) is discretized using conventional

Taylor expansion-based schemes. It is possible to eliminate

this behavior by extending the wave equation with the addi-

tion of an extra term. The modified wave equation will then

be,

∂ 2
t φ = c2∇2φ + ∂t∇

2F, (2)

where F is a nonlinear function of φ . Within the frame of the

solution, a type of diffusion and anti-diffusion are maintained

in a state of nonlinear equilibrium to converge the solution to-

ward a target eigenfunction. While the detailed description

of this process is beyond the scope of this paper, it is impor-

tant to note that this eigenfunction has the same characteris-

tics as a solitary wave, which also exists due to the presence

of opposing fields, diffusion and anti-diffusion, and stays thin

over indefinitely long times. Also, despite the added term,

the “modified” wave equation also has rotational and transla-

tional invariances, conserving the essential integrals, such as

the amplitude, propagation velocity, and arrival time. More

details of the eigenfunction are discussed in Ref. 9.

Wave Confinement precludes conventional resolution of the

physical waveform, but it permits the determination of a set

of variables such as emission coordinates and integrated am-

plitude and arrival time of the physical waves over the entire

spatial and temporal domain of interest. These variables are

then used to “reconstruct” an accurate approximation of the

physical waveform in localized areas of interest, which are

carried by a multicomponent computational wave, φk, propa-

gated over the entire domain. Although initial condition can

be arbitrary, it relaxes to the form,

φk = lk sech [γ(r̄−Rcw)] , (3)

where r̄ is the distance from the source and Rcw is the radius

of the surface, where the computational waves are initialized.

γ is the thickness factor of the computational waves, k is the

index of the component, and lk = (1,x,y,z) for k = 1,2,3,4,
respectively. γ is independent of the grid cell size, determines

the number of grid points across the wave, and is not a func-

tion of the physical wavelength. The radius of the source

sphere in grid units, Rgrid , needs to be at least 6.5, while the

number of grid points between the source and ground (Ns,

shown in Figure 4) is chosen such that the entire initial com-

putational wave is above the ground. Ns must be at least 15

grid units, so the maximum grid cell size around the source is

limited to ds = zs
15

, where zs is the source height. For uniform

grid, this is the maximum grid cell size for the entire domain.

Figure 4: Computational domain in xz plane with Absorb-

ing Boundary Layers (ABL). Source is located at xs,zs, with

source sphere radius in ft, R

To maintain rotational invariance and translational invariance,

the modified wave equation is discretized only using second-

order central differences. This discretized equation (like

Equation (1)) will accommodate all linear propagation effects

such as reflections, refraction due to temperature gradients,

and diffraction. To include the effects due to nonzero back-

ground wind, (~u 6= 0), an additional equation,

∂φk

∂ t
=−~u•∇φk (4)
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is solved every time-step. The variations in wind speed are

only assumed to be in x and y directions. Therefore, ~u =
(ux,uy), where ux and uy are the x and y components, respec-

tively.

The numerical solution of the time dependent wave equa-

tion also requires the implementation of an artificial absorbing

boundary to represent open boundaries. This artificial bound-

ary comprises a few layers surrounding the computational do-

main as shown in Figure 4, where a multidimensional advec-

tion equation,

∂φk

∂ t
=−cn̂•∇φk (5)

is solved. n̂ is the normal vector computed as

n̂ = (
x− xs

r̄
,

y− ys

r̄
,

z− zs

r̄
), (6)

where xs and ys are the x and y coordinates of the source, re-

spectively. This is similar to Ref. 29, where 1-D advection,

n̂ = (1,0,0), is used at the left boundary.

As the computational wave passes a grid point, arrival time

(τ), geometric attenuation factor (A f ), and emission angles

(elevation (αemit ), azimuth (ψemit )) are calculated. These will

be used later to predict sound spectra at specified microphone

locations.

Validation

WC has already been demonstrated to accurately capture

wave bending due to temperature and wind gradients sepa-

rately in Ref. 30. In this section, combined effects due to wind

and temperature are shown using WC. In general, the atmo-

spheric variations are only assumed to be in the z direction and

that the propagation is approximately axisymmetric, which is

the premise of many sound propagation methods. This is not

true since the presence of wind can affect the propagation as

a function of azimuth as well, despite the variation only in the

z-direction. Since the WC method computes the propagation

of the entire wavefront, azimuth dependent effects can also be

accurately captured, as shown later.

Propagation is also affected by the source height, especially

when there is varying temperature and wind. The flight test

data provided for this analysis were collected for altitudes of

∼150 ft above ground level. However, for this validation sec-

tion, a larger source height is used to allow a coarser grid.

Further, the functional form of the temperature and wind data

are chosen to allow the source to stay within the atmospheric

boundary, where wind variations are nonzero, as shown in

Figure 5. Since the restriction on grid cell size is more due to

source position than the atmospheric gradients, coarser grids

can be used, while still permitting the specification of varying

atmospheric and topographic features.

For any wind blowing from an angle, β , ~u in Cartesian coor-

dinates is calculated as

~u = (ucos(β ),usin(β )). (7)

0 20 40 60

Temperature [
°
C], Wind Speed [ft/s]

0

500

1000

1500

2000

z 
[f

t]

Temperature

Wind Speed

Figure 5: Temperature and wind profile as a function of height

for validation study.

A headwind is defined as wind blowing from ψ = 180◦ , such

that β = 180◦ and ~u = (ux < 0,uy = 0). Crosswind is defined

as wind blowing from ψ = 90◦, such that β = 90◦ and ~u =
(0,uy > 0).

For the first validation, a tailwind is assumed, which is blow-

ing from ψ = 0◦ (β = 0◦) and therefore,~u = (ux > 0,0). The

source is located at (0,0,714 ft) above the ground, which al-

lows a maximum grid cell size of 32 ft on a uniform grid.

Equations (2) and (4) are then solved with initial and bound-

ary conditions discussed in the previous section.

At ψ = 180◦, the wind is blowing in the same direction as the

wave normal (or direction of propagation), resulting in down-

ward bending. At ψ = 0◦, the wind is blowing in the direction

opposite to the wave normal, which refracts the waves up-

ward. This behavior is shown in Figure 6a, where elevation

contours are expanding in the ψ = 0◦ direction, and contract-

ing in ψ = 180◦ direction. Rays in specific azimuth planes

are also deployed to compare with WC computation. It can be

seen that the angles above the horizon reach the ground due to

downward bending.

It is known that azimuth angles do not deviate significantly

unless there are significant crosswind speeds in excess of 100

kts (Ref. 31). Therefore, along the direction of propagation,

ψemit should be constant. This is verified for both WC and ray

tracing solutions in Figure 6b, where a computation for homo-

geneous medium (dashed lines) is also plotted. Although the

deviation in azimuth angle itself is negligible, the amount of

bending depends on ψ −β . This means that the propagation

is not axisymmetric, and so a full three-dimensional solution

is required for this and similar cases.

Another variable that can significantly vary due to refrac-

tion is geometric attenuation, which is demonstrated using the

dBLoss, calculated as

dBLoss = 20log10(A f ). (8)

Since A f =
1
r

and r is always positive, then A f is always less

than 1 for a point source, and dBLoss will always be nega-

tive. This means, for a source of 100 dB, if the dBLoss is

-40 dB at a point, then the corresponding sound amplitude at

that location is 60 dB. The reason to choose this variable is
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(a) Elevation angles (αemit ) on ground computed using WC

(in color) compared with ray tracing (filled squares).

x (ft)

y
(f

t)

20000 10000 0

5000

0

5000

(b) Azimuth angles (ψemit ) computed using WC (solid line)

compared with homogeneous medium (dashed line) and ray

tracing (filled squares).

Figure 6: Emission angles on ground for the medium in Fig-

ure 5 with wind blowing from ψ = 0◦ (toward positive x di-

rection).

that it is independent of the source strength and will be the

same for a given atmospheric condition. Like elevation an-

gles, the amount of attenuation (or dBLoss) depends on the

angle difference, ψ −β . When ψ −β = 0◦, the wind is blow-

ing opposite to the direction of propagation, resulting in small

attenuation levels and thus a louder signal. This can be seen in

Figure 7 for β = 0◦, where the the sound signal at the ground

is stronger in the front (ψ = 180◦, +x direction).

x (ft)

z
(f

t)

10000 0 10000
0

10000

dBLoss

29

33

37

41

45

Figure 7: dB loss on the xz plane with wind blowing from

β =180◦.

The second validation involves propagation in the presence

of a crosswind. For this case, the same magnitude of wind

speed was used as in the first validation effort, but is now

changed to 27◦ off the nose (on the starboard side) of the ve-

hicle (β = 153◦), as shown in Figure 8. In this case, the eleva-

Figure 8: Elevation angles computed using WC (in color)

compared with ray tracing (filled squares) on the ground plane

for wind blowing from β = 153◦.

tion contours still expand in the ψ = β direction and contract

in the ψ = β +180◦ direction. It is as if Figure 6a is rotated by

angle, β . This rotation is shown in Figure 8 for β = 153◦ us-

ing both WC and ray computations, which agree well with

each other. If the gradients are stronger, these effects become

significant at shorter distances. It is important to note that at

distances within 2000 ft of the source, the elevation and az-

imuth angles are not significantly affected. This validates that

source noise hemispheres created from near microphone mea-

surements are not subject to the strong wind and temperature

gradients used here.

FLIGHT TEST COMPARISONS

With the effects of varying wind conditions established, an

analysis of accurate flight test conditions will be conducted.

The source hemispheres used presently are computed from

an MD530 level flyover test using conventional methods

(Ref. 10). Those hemispheres are then propagated using WC

to predict the sound levels at the far field microphones, ap-

proximately 2 miles away.

Problem Set-up

Several flight conditions were executed over the duration of

the flight test; however, in the present work, the analysis is re-

stricted to a steady level flight condition. The target airspeed

was 120 kts, and the target altitude was 200 ft. The flight path

was chosen to take the vehicle through the center of a symmet-

ric ground-based microphone array. This flight condition was

repeated a total of eight times over two separate days, two of

which were selected for this study. Flights began at first light

and were typically completed by mid morning to take advan-

tage of the calmer winds. The test runs and aircraft (source)

positions used for comparison are shown in Table 1.

An extensive set of weather measurements were collected

throughout the test, including temperature and wind profiles.

Atmospheric temperature variation was recorded from ground
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Table 1: Aircraft locations for runs 038403 and 042420.

Run # xs [ft] ys [ft] zs [ft]

038403 -8451 -147 147

042420 -8331 -148 163

level to approximately 500 ft altitude using a tethered weather

balloon and temperature sonde with sensors every 10 ft and

accuracy of ±0.07 ◦C. Wind velocity as a function of altitude

was measured with a LIDAR system for 12 altitudes between

ground level and 1000 ft.

The physical domain for the computations is 14000 ft × 5792

ft × 2848 ft in x, y, z directions, respectively, as shown in

Figure 9. Since the test site is approximately flat, a ground
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Figure 9: Computational domain with studied microphones

and source location for run 038403.

boundary condition at z = zre f erence = 0 is included, which

involves an immersed boundary, where φk = 0, at z < 0. This

is discussed in more detail in Ref. 30. A uniform grid with

grid cell size of 8 ft is used for all the flight test comparisons

shown in this paper, resulting in the grid size of 1750 × 724

× 356 in the x, y and z directions, respectively.

The measured temperature and wind data are fitted to the grid

in the z direction, assuming no variation in other directions.

Wind speed and speed of sound (calculated using the curve-

fitted temperature data) are shown in Figures 10 and 11, re-

spectively, for runs 038403 and 042420. Even though the
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Figure 10: Wind speed vs height for runs 038403 and 042420.

Comparison of measured data (dashed lines) and curve-fitted

data (solid line).
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Figure 11: Speed of sound vs height for runs 038403 and

042420. Comparison of measured data (dashed lines) and

curve-fitted data (solid line).

measured wind direction varies in z, an average direction is

used everywhere for the computations. Since it is impossi-

ble to exactly measure the transient atmosphere, using an ap-

proximation is reasonable. Average wind directions for tests

038403 and 042420 are 153◦ and 164◦, respectively. This

means that in both cases the wind is predominantly a head-

wind coming from slightly to the pilot’s right. The compu-

tational wave is then propagated from the source location,

across the entire domain, through these weather conditions,

and all integrals are calculated at each point of interest.
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Source Sphere Interpolation

Emission angles (ψemit ,θemit ) computed using WC are then

used to find the source spectra at the microphones shown in

Figure 9. The coordinates of these microphones are shown in

the Table 2. The microphones chosen for comparison are on

Table 2: Coordinates for microphones used for comparisons.

Mic # x [ft] y [ft] z [ft] zad justed [ft]

8 -1120 1133 -4 0

12 -1127 -1140 9 0

17 -555 981 -4 0

18 -566 -982 6 0

42 577 992 -5 0

43 576 -974 5 0

59 1706 977 -5 0

60 1705 -984 4 0

both advancing and retreating sides and at varying distances,

which will provide a wider range for the study. Microphones

12, 18, 43, and 60 are on the advancing side, while micro-

phones 8, 17, 42, and 59 are on the retreating side. The z

coordinates for all these microphones are within ±8 ft, which

is the grid cell size used for the comparisons. Therefore, they

are adjusted to z = 0 to be consistent with the flat ground.

The calculated acoustic emission angles (ψemit , αemit ) do

not necessarily align with measured spectral locations on the

source hemisphere. In such cases, the initial spectra at these

coordinates are estimated using an inverse distance weight-

ing scheme, where contributions from any point on the hemi-

spheres are weighted inversely to their geodesic distance from

the computed point (ψemit , αemit ) (Ref. 32). Only points

within a specified radius of interpolation are considered.

Let p2
i be the square of pressure at point, (ψi, αi), on the

source hemisphere, where i is the index of the grid point with

a total of n grid points. The emission pressures at (ψemit ,αemit )

are then calculated as

p2
emit =

n

∑
i=1

wi p
2
i , (9)

where wi is the inverse distance weighting factor calculated

using,

wi =
mi

M
, (10)

with

mi =

(

rinterp − si

rinterp si

)2

(11)

and

M =
n

∑
i=1

mi. (12)

Here rinterp is the radius of interpolation and si is the geodesic

distance between (ψemit , αemit ) and (ψi, αi). For this work,

rinterp = 30◦ was used. It was found that varying this value

between 10◦ and 40◦ had negligible impact on the resulting

spectra (order 1/100 dB at first harmonic). The interpolated

p2
emit is then converted back to decibels, dBemit . This is re-

peated for every emitted acoustic signal.

Due to the atmospheric conditions, it was found that the

acoustic signal received at all microphones during the run

038403, originated at positive elevation angles (above the ro-

tor plane), for which the source hemisphere cannot provide

data. In this case, the inverse weighting interpolation scheme

was still successfully applied, from a mathematical standpoint

at least: the algorithm simply selected the data points on the

hemisphere that were within rinterp. It should be noted that

this interpolation and extrapolation scheme is employed with-

out regard to potential differences in aerodynamic condition

above the rotor plane, and so results are not ideal.

Far-Field Spectra

Using the source spectra, dBemit , corresponding to each mi-

crophone in Table 2, final sound spectra are calculated. First,

attenuation factor, A f and arrival time, τ , are adjusted to the

radius of the source hemisphere, R, which is different from

the initial radius of the computational wave, Rcw. This is done

using the relations,

Aemit =
A f Rcw

R
(13)

and

τemit = τ +(R−Rcw)/cavg, (14)

where cavg is the average speed of sound. For the cases shown

in this paper, R = 100 ft. The final spectra are then calculated

as
dB f inal(ω +ωdopp) =

dBemit(ω)

+ 20 log10(Aemi)

− dBLossatm(ω) l,

(15)

where ω is the frequency in Hz, ωdopp is the shift in frequency

due to Doppler effect, dBLossatm is loss due to atmospheric

absorption and l is the path length calculated using the average

speed of sound. Since the speed of sound variations are within

5% for most of the cases, this is a reasonable choice.

RESULTS AND DISCUSSION

Wind and temperature gradients, together, can increase or de-

crease the combined refractive index depending on their gra-

dient and the angle between azimuth and wind directions.

Therefore, the effective speed of sound, ce, is equal to sum of

speed of sound and wind speed in the direction of the wave.

This can be written as

ce(z) = cψ(z)+ uψ(z), (16)

where uψ is the component of wind along the azimuthal di-

rection, which is not same as ~u used for WC computation.

8
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Figure 12: Effective speed of sound for run 038403 as a func-

tion of height.

Atmospheric Ducting Case

Run 038403 is the first condition investigated. For this case, ce

is shown in Figure 12 at ψ = 180◦. Here, the effective speed

of sound shows a strong decreasing gradient at altitudes below

150 ft, followed promptly by an increasing gradient above that

altitude. This condition results in a very unique propagation

environment, as will be seen.

A qualitative detail of the propagation due to the effective

speed of sound for run 038403 is computed using ray trac-

ing on ψ = 180◦ and is shown in Figure 13. It can be seen
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Figure 13: Direct wave propagation on ψ = 180◦ plane com-

puted using ray tracing. Wave “hopping” is due to refraction

above the ground. Reflected rays are not plotted.

that there is a significant downward bending as expected due

to increasing speed of sound. At elevation angles above the

horizon (α > 0◦), rays bend downward first, due to increas-

ing speed of sound. When they enter the region with de-

creasing speed of sound, they slowly turn around and bend

upward. Similarly, when the elevation angle is below the hori-

zon (α < 0◦), the rays initially bend upward, then are curved

downward when the speed of sound begins to increase. This

process repeats, causing multiple wave hops, and is a classic

example of a waveguide or atmospheric ducting. This phe-

nomenon is observed due to the speed of sound profile formed

from the combination of wind and temperature gradients.

The “hops” shown in Figure 13 are due to refraction of the

direct wave and happen above the ground. At α = 0◦, the

ray travels straight since the source height was coincidentally

equal to the altitude of the minimum effective speed of sound

(zs = 147 ft). If the source was above that height, the ray at

α = 0◦ would have refracted downward first. Reflected waves

observed at angles below α = −10◦ are not shown in Figure

13, but they will also exhibit similar behavior. It is important

to note that because the waves from above the hemisphere

also reach the ground, there may be errors in source spectra

calculation.

For a more detailed study, comparisons of sound spectra at

select microphone locations are shown in Figure 14. Mea-

sured data are extracted using the the arrival time, τemit , and

are compared to the propagated amplitudes from the source

sphere. The measured spectral levels are averaged between

the three nearest timestamps to the arrival time (total of 1.5s

of averaging), in order to decrease the variability present in the

measured spectra. Doppler effects are not included in both the

measured and computed spectra, to maintain consistency.

Broadly speaking, for run 038403, there is a good agree-

ment among the measurements and the propagated spectra

calculated by Wave Confinement and straight ray propagation.

Peaks at main rotor harmonics (multiples of ∼40 Hz) and tail

rotor harmonics (multiples of ∼95 Hz) are noticeable. The

peak values appear to match well among the three conditions

shown for all 8 microphones. There are some discrepancies,

that will be investigated further.

Microphone 8 is approximately 7300 ft ahead of the source

with an elevation emission angle (αemit ) of 3◦, which is out-

side the source hemisphere. Since it is not that far from the

α = 0◦ plane, the computed spectrum shown in Figure 14a

matches well with the measured data. Microphone 17, which

is ∼ 7900 ft ahead of the source with αemit = 3.75◦, also has

an excellent match with measured data. The predicted data are

within 6 dB of the measured data at all frequencies of interest

for this microphone.

Microphone 42, which is ∼ 9000 ft from the source, has a

higher emission elevation angle of 5.4◦, which affects the pre-

dicted data more significantly. Main rotor harmonics have an

overprediction of less than 6 dB at the first four harmonics,

while higher tail rotor harmonics have up to 12 dB overpre-

diction. Microphone 59, shown in Figure 14g is about 10,000

ft away, and has an emission elevation angle of about 7 de-

grees, which is far above the α = 0◦ plane. Despite this, spec-

tra at microphone 59 agree fairly well with the measured data

with all harmonics within 12 dB for both WC and straight ray

propagation.

Similar results can be observed for advancing side micro-

phones, 12, 18, 43, and 60, with a slight increase in deviation

between measured and propagated signals. It is easier to in-

vestigate potential spectral differences using Figure 15, which

portrays the difference between the propagation methods and

the measured spectra, at discrete main and tail rotor frequen-

cies. The first four main rotor blade passage frequencies (40,

80, 120, 160 Hz) were selected, along with the first six tail

9
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Figure 14: Sound Spectra for run 038403 using measured test data (orange dashed line), WC (dark solid line), and a straight

ray calculation (‘+’ symbol).
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(b) Microphone 12
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(c) Microphone 17
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(d) Microphone 18
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(e) Microphone 42
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(f) Microphone 43
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(g) Microphone 59
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Figure 15: Sound pressure level difference for run 038403 between WC (square), straight ray (‘+’), and the measurement value

at select frequencies. Standard deviation for 3 spectra nearest the arrival time are provided to show measurement variability.
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rotor blade passage frequencies (96, 188, 284, 380, 472, 568

Hz). The frequencies chosen are based on their amplitude

peaks shown in Figure 14, and are matched to the 4 Hz bin-

width of the measurement spectra. The standard deviation of

each measured harmonic for the 1.5 s of data that comprised

the average spectra seen in Figure 14 are also portrayed here.

It can be seen in Figure 15 that the WC prediction for each

amplitude is variable, but approximately 6 dB higher than the

straight ray amplitude. This is, as expected, due to down-

ward refraction shown in Figure 13, caused by the varying at-

mosphere, which cannot be accounted for by the straight ray

method.

Overall, the main rotor harmonics tend to match better than

the tail rotor harmonics. The main rotor acoustic emissions

at the source are less susceptible to variation in winds than

the tail rotor, and so this result is encouraging. The tail rotor

associated noise, however, is quite variable between micro-

phones and is highly susceptible to crosswinds. Also, source

spectra used for both WC and straight ray propagation mod-

els are quite similar, despite a significant difference in their

atmospheres, causing significantly different αemit . This is be-

cause of lack of information above the hemisphere, and hence,

it is strongly suspected that the source hemisphere is the item

in error. Another factor that effects the source hemisphere is

that it comes from the linear array and is measured at least

7,000 ft (approximately 35 s of flight time) further into the

flight than the source location used at emission. During the

time between propagation location and hemisphere measure-

ment location, the winds and other flight conditions could

have changed. The standard deviations shown in Figure 15

are from the three 0.5 s spectral values nearest to the WC pre-

dicted arrival time. These relatively large standard deviations

hint at the large variability seen in a short period of time, let

alone across 35 s.

It is also important to note here that there are multiple ground

reflections as well, due to atmospheric ducting. This will

impact the results shown since reflections (more specifically,

ground impedance effects) are not accounted for in the present

modeling effort. This is another potential cause for the dis-

crepancy between model and measured data seen in Fig-

ures 14 and 15.

Benign Atmosphere

A second condition is investigated here that has a more typ-

ical weather profile. For run 042420, the effective speed of

sound is shown in Figure 16 at ψ = 180. Speed of sound is

slowly decreasing over most of the height, causing the rays

at angles above -6◦ to refract upward before they reach the

ground. At angles below -6◦, the rays reflect from the ground

and continue upward (which are not show in Figure 17). An

envelope of these refracted rays also focus at a region, 150

ft height above ground in the shape of a caustic curve. It is

well-known that ray tracing fails in these regions. Addition-

ally, ray tracing needs very high resolution between -7◦ and

-8◦ to capture all the rays that reach the ground. If ray trac-

ing was used to to simulate the propagation, as seen in Figure
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Figure 16: Effective speed of sound for run 042420 as a func-

tion of height.

17, a shadow region is formed in front of the source, prevent-

ing any sound from reaching that area. This is not the case in

reality, where sound from the caustic region also reaches the

ground. Since WC directly solves the wave equation, which

intrinsically includes all the propagation effects, these regions

are automatically captured without using extra equations.

Figure 17: Direct wave propagation on ψ = 180◦ plane com-

puted using ray tracing.

All measured and computed spectra for this condition and the

selected microphones are shown in Figure 18. Similar to Fig-

ure 15, the difference between propagated and measured val-

ues are shown in Figure 19. Here, the sound signals propa-

gated by WC are approximately 3 dB smaller than the straight

ray propagation values due to upward refraction (or increasing

ray tube diameter) and sound propagation from the caustics

region. Overall, however, there is an excellent agreement for

all microphones.

There are some notable examples where the predicted values

do not match the measured data, such as microphone 60 (Fig-

ure 19h). There, however, both the straight ray and WC meth-

ods agree, suggesting the error lies in the source emission def-

inition used, and not the propagation methods.
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Figure 18: Sound Spectra for run 042420 using measured test data (orange dashed line), WC (solid line), and straight ray (‘+’).

13



4
0

8
0

9
6

1
2

0

1
6

0

1
8

8

2
8

4

3
8

0

4
7

2

5
6

8

Freq [Hz]

-12

-6

0

6

12

18

24
S

P
L

 [
d

B
]

Measurement

WC

Straight Ray

(a) Microphone 8

4
0

8
0

9
6

1
2
0

1
6
0

1
8
8

2
8
4

3
8
0

4
7
2

5
6
8

Freq [Hz]

-12

-6

0

6

12

18

24

S
P

L
 [

d
B

]

(b) Microphone 12
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(c) Microphone 17
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(d) Microphone 18
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(e) Microphone 42
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(f) Microphone 43
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(g) Microphone 59
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(h) Microphone 60

Figure 19: Sound pressure level difference for run 042420 between WC (square), straight ray (‘+’), and the measurement value

at select frequencies. Standard deviation for 3 spectra nearest the arrival time are provided to show measurement variability.
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CONCLUDING REMARKS

In this paper, Wave Confinement is used to simulate long dis-

tance propagation of rotorcraft noise through various adverse

atmospheric conditions. One of the advantages of WC is that

it does not incur numerical dissipation errors despite the use

of coarse grids since the physical waveforms (which are usu-

ally shorter than a grid cell) are not directly propagated on

the grid, but the details are carried by computational waves

that span over a few grid cells. These computational waves

can also accurately capture propagation effects due to temper-

ature and wind gradients and reconstruct physical waveforms

in the far field.

Validations for propagation through wind at different angles

show that WC can accurately capture deviations in emission

angles. For wind speeds used in this paper, there is no no-

ticeable deviation in the azimuth angle, which is also demon-

strated using both WC and ray tracing. The WC method

also compares quite favorably to measured acoustic emissions

of rotorcraft vehicles even under adverse weather conditions

experienced during the Yuma, AZ flight test. One observa-

tion is that crosswind conditions can significantly impact the

tail rotor source amplitudes, which has a detrimental effect

when comparing long range propagation values. Also, effec-

tive speed of sound due to wind and temperature gradients

can realistically create atmospheric duct-like regions near the

ground that can cause acoustic waves from above the source

hemisphere to reach the ground.
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