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We present the observation of a charge-sign dependent solar modulation of galactic cosmic rays
(GCRs) with the CALorimetric Electron Telescope onboard the International Space Station over
6 yr, corresponding to the positive polarity of the solar magnetic field. The observed variation
of proton count rate is consistent with the neutron monitor count rate, validating our methods for
determining the proton count rate. It is observed by the CALorimetric Electron Telescope that both
GCR electron and proton count rates at the same average rigidity vary in anticorrelation with the
tilt angle of the heliospheric current sheet, while the amplitude of the variation is significantly larger
in the electron count rate than in the proton count rate. We show that this observed charge-sign
dependence is reproduced by a numerical “drift model” of the GCR transport in the heliosphere.
This is a clear signature of the drift effect on the long-term solar modulation observed with a single
detector.

INTRODUCTION

The galactic cosmic ray (GCR) intensity observed
at Earth shows a clear ∼11-yr cycle variation in an-
ticorrelation with the solar activity. This well-known
phenomenon known as the heliospheric modulation of
GCRs has been interpreted as a result of the large-scale
GCR transport in the heliosphere. The potential
importance of the gradient and curvature drift in the
GCR transport was addressed theoretically by Jokipii
et al. [1]. Numerical calculations by Jokipii and Thomas
[2] and Kóta and Jokipii [3] showed that the drift effect
results in an anticorrelation between the GCR intensity
at Earth and the tilt angle of the heliospheric current
sheet (HCS) which increases with the solar activity and
the waviness of the HCS. Since the orientation of the
guiding center drift velocity reverses according to the
alteration of the sign (q) of the particle’s charge and
the sign (A) of the solar magnetic field polarity, the
drift effect is predicted to have different anticorrelations
between the GCR intensity and the HCS tilt angle when
qA > 0 or qA < 0. During periods with A > 0 the solar
polar magnetic field is directed away from (toward) the
Sun in the northern (southern) hemisphere, and the
drift leads electrons (q < 0) inward toward the Earth
along the HCS while the distance along the access route
becomes longer as HCS waviness increases. The drift,
on the other hand, leads protons (q > 0) to arrive at
Earth from the heliospheric polar region, reaching the
HCS less often. This results in a larger modulation of

the electron flux than that of the proton flux at Earth
given the HCS tilt angle increase during periods with
A > 0. The same effect is also seen in “peaked” and
“flat” maxima of ∼11-yr GCR variations when qA < 0
or qA > 0, respectively [3].

So far, the drift effect has been explored by analyzing
GCR data in several ways. By examining the anticorrela-
tion between the HCS tilt angle and the neutron monitor
count rates corresponding to GCR protons and helium
with q > 0, Cane et al. [4] found no clear difference in
the anticorrelations when A > 0 or A < 0 except for
short periods around the solar activity minima. They
attributed the majority of the observed modulation to
the change of the Sun’s magnetic field strength instead
of the change of the HCS tilt angle. In such an analysis
with data taken at different time periods, however, it
is difficult to distinguish the difference due to the drift
effect from other modulation parameters. For example,
other parameters include the solar wind velocity and
the magnetic field strength, which are generally not the
same in different time periods [5]. Bieber et al. [6], on
the other hand, suggested that a notable change in the
flux ratio of GCRs with q < 0 or q > 0 is expected from
the drift model and would provide a good test of the
magnitude of the effect. This change is actually ob-
served in the flux ratio (p̄/p) of GCR antiprotons (p̄) and
protons (p) from the BESS balloon-borne experiment
[7]. The observed change of p̄/p is also quantitatively
reproduced by the numerical calculation of the drift
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FIG. 1. Schematic cross-sectional view of CALET with an
electron LE event candidate with energy of ∼ 3.9 GeV.

model. Recently, Adriani et al. [8] and Aguilar et al.
[9] also reported similar results from analyzing the flux
ratio (e+/e−) of GCR positrons (e+) and electrons (e−)
observed by several space experiments. However, the
qA dependence of the anticorrelation between the GCR
intensity and the HCS tilt angle over the solar activity
cycle has not been reported yet. In this Letter, we
report for the first time the anticorrelations with the
HCS tilt angle of the electron and proton count rates
simultaneously observed by the CALorimetric Electron
Telescope (CALET) [10–19] onboard the International
Space Station over nearly 6 yr between 2015 and 2021.

CALET INSTRUMENT AND DATA ANALYSIS

Figure 1 shows a schematic side view of CALET con-
sisting of a charge detector (CHD) for identifying the
charge of the incident particle, an imaging calorimeter
(IMC) for track reconstruction and for fine-spatial res-
olution imaging of the early stage shower development,
and a total absorption calorimeter (TASC) for measuring
the energy of the electromagnetic shower [13]. The CHD
is composed of a pair of x-y layers each consisting of 14
plastic scintillator paddles with dimensions of 450 mm
long × 32 mm wide × 10 mm thick. The IMC is com-
posed of eight x-y layers of 448 mm long × 1 mm square
cross-section scintillating fibers interleaved with tungsten
plates. The first five tungsten plates have 0.2 radiation
length (X0) thickness and the last two plates each have
1.0X0 thickness. The total thickness of the IMC is equiv-
alent to 3X0. The TASC consists of 12 crossed layers of
16 lead tungstate logs, each with dimensions of 326 mm
long × 19 mm wide × 20 mm thick, for a total thick-
ness of 27X0. The total thickness of the calorimeter is 30
X0, equivalent to ∼1.3 proton interaction lengths, allow-
ing CALET to obtain near total absorption of electron

showers even up to about 20 TeV.

The normal event trigger of CALET is provided by the
high-energy trigger with an energy threshold of∼10 GeV.
In addition to the high-energy trigger, in order to collect
the low-energy (≳ 1 GeV) particle events efficiently, a
low-energy electron (LEE) trigger is useful at high geo-
graphical latitudes where the geomagnetic cutoff rigidity
(COR) is below 5.0 GV. This LEE shower trigger mode
is operated for 90 s twice per International Space Station
orbital period (∼ 91 m), at a 51.6◦ orbital inclination, in
each of the north and south regions. In this study, we
analyze the flight data collected in the LEE trigger mode
during 2058 d from October 13, 2015 to May 31, 2021.
We have collected about 91×106 low-energy GCR candi-
dates in a total observational live time of approximately
766 h. From this dataset, we select electrons and pro-
tons and deduce their count rates for the same average
rigidity.

For the event selection and energy reconstruction, we
adopt a Monte Carlo (MC) simulation developed to sim-
ulate physical processes and detector response based on
the simulation package EPICS [20] (EPICS 9.20 and
COSMOS 8.00) and the DPMJET-III model for hadron
interactions. The MC event samples consist of the re-
sponse to downward propagating electron and proton
events generated isotropically on a spherical surface with
a radius of 78 cm surrounding the instrument. We apply
the following event-selection criteria: (a) off-line trigger
condition requiring energy deposits in the bottom two
layers of the IMC and the top layer of the TASC to ex-
ceed a given set of thresholds, (b) quality cut on the re-
constructed track of the incident particle by the Kalman
filter method, (c) geometrical condition requiring the re-
constructed track to traverse the CHD top layer and the
TASC bottom layer, (d) cut on the CHD output to select
incident particles with single charge, (e) cut on an energy
deposit in all layers of the IMC and the TASC to exclude
events passing through the layer without energy deposit,
(f) additional cut on the spatial concentration of hit sig-
nals in the IMC bottom layer to reduce the proton con-
tamination for the analysis of electron count rates, and
(g) cut on the lateral shower development in the TASC
top layer for electron and proton discrimination [see the
Supplemental Material [21] about the detail of criteria (f)
and (g)]. Details of these criteria are provided in [11, 14]
for the analysis of high-energy electrons, with the impor-
tant distinction that the analysis here imposes selections
on the IMC bottom layer and TASC top layer for elec-
tron and proton discrimination given that the low-energy
electrons do not penetrate all layers of the TASC.

In order to minimize the count rate variation due to
the COR, we choose periods in which the COR is below
0.8 GV and select events recorded with a deposited en-
ergy exceeding 1.0 GeV. The COR is calculated by back-
tracing the particle trajectory in the magnetosphere de-
fined by the IGRF-13 [22] and TS05 [23] empirical mod-
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FIG. 2. (a) Time profiles of the sunspot number (solid line)
and the HCS tilt angles (blue solid circles) as a function of
the central time of each Carrington rotation. (b) Time pro-
files of the normalized count rates of electrons Ce− (blue open
circles) and protons Cp (red open circles) for each Carring-
ton rotation (left vertical axis), where statistical uncertainties
are shown. The black curve shows the count rate of a neu-
tron monitor at the Oulu station on the right vertical axis,
while the blue and red curves show the electron and proton
count rates reproduced by the numerical model, respectively.
Each shaded area around the reproduced curve indicates the
error deduced from the error of the HCS tilt angle and the re-
gression coefficient between the tilt angle and the reproduced
curve (see text).

els [24] for every incident direction. Orbit calculations
are repeated by decreasing the particle’s rigidity and the
COR is defined as the lowest rigidity before the appear-
ance of the penumbra.

For the analysis of the charge-sign dependent solar
modulation in this Letter, we derive the count rates of
electrons and protons at the same average rigidity. The
average rigidity of electrons that passed the above se-
lection criteria is estimated to be ∼ 3.8 GV from MC
simulations. The average rigidity of protons is adjusted
to ∼ 3.8 GV by selecting the events for which the energy
deposit in all layers of the IMC and the TASC is between
1 and 3 GeV, which is verified from MC simulations. We
analyze about 0.77× 106 electron and 1.26× 106 proton
candidates collected in a total observational live time of
about 196 and 197 h, respectively.

RESULTS AND DISCUSSIONS

Figure 2(b) shows the electron and proton count rates
at an average rigidity of 3.8 GV (blue and red symbols),
Ce− and Cp, respectively, observed by CALET for the
6-yr period corresponding to A > 0 [25]. Shown in the
figure are only statistical uncertainties given that the sys-

tematic uncertainties do not vary appreciably over the
period under consideration. For reference, Fig. 2(a) dis-
plays the sunspot number (SSN) [26] and the HCS tilt
angle based on the radial model at the Wilcox Solar Ob-
servatory [27] (courtesy of Hoeksema [28]) representing
the solar activity in the same period. The error on the
HCS tilt angle is deduced from the difference between
the values in the northern and southern hemispheres. In
Fig. 2(b), the average count rate over the entire period
is normalized to 100 and each symbol shows an average
within each solar rotation (Carrington rotation) period.
Since CALET is incapable of discriminating positrons
from electrons, it is necessary to correct the temporal
variation of the observed electron flux for the contribu-
tion from the positron flux which has been found to be
below 10% of the electron flux at 3.8 GV [8, 9]. We
correct Ce− for this positron contamination by assum-
ing that the positron contamination is 7% on October
2015 [9] and that the variation of the normalized positron
count rate is identical to Cp in Fig. 2(b) (see the Supple-
mental Material [21] for more detail). We find that the
amplitude of the Ce− variation increases by about 3.1%
by taking this correction into account.

The electron count rate measured by CALET reached
its maximum about 6 months after the beginning of so-
lar cycle 25 in December 2019 [see SSN and HCS tilt
angle in Fig. 2(a)]. Also shown in Fig. 2(b) is the Oulu
neutron monitor count rate (CNM) [29, 30] which is sensi-
tive to high-energy (∼ 10 GV) GCR protons (black solid
curve). A good correlation is seen between Cp and CNM

with a correlation coefficient of 0.98 [see Fig. S2 of the
Supplemental Material [21]]. The ratio of Cp to CNM

with average rigidity of ∼10 GV is about 3.32, indicating
the rigidity spectral index of the proton count rates is
about −1.24. This result is consistent with the spectrum
known for the long-term solar modulation in this rigid-
ity region (e.g., Munakata et al. [31]), providing further
support that our determination of the proton count rate
is handled correctly.

From Fig. 2(b), we see that both Ce− and Cp increase
with decreasing solar activity toward the solar minimum
in 2019, as indicated by the SSN and HCS tilt angle in
Fig. 2(a). The most striking feature in Fig. 2(b) is that
the variation of Ce− is clearly larger than that of Cp at
the same average rigidity. As mentioned in the introduc-
tion, this is consistent with the drift effect in which a
stronger anticorrelation between the GCR intensity and
the HCS tilt angle results for qA < 0 than for qA > 0.
The blue (red) solid curve displays Ce− (Cp) calculated
by a numerical drift model [24, 32] (see the Supplemen-
tal Material [21] for details), with an average uncertainty
of 5.9 ± 4.3 (%) (1.6 ± 1.2 (%)) mainly due to the error
in the HCS tilt angle. The model simultaneously repro-
duces the observed variations in both Ce− and Cp, with
some departures in the predictions of Ce− , most notably
before 2018.
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FIG. 3. Correlation plot between the normalized count rate
and the HCS tilt angle. Blue (red) open circles show the
correlation of the observed electron (proton) count rate, re-
spectively, while blue and red solid curves display correlations
reproduced by the numerical model (see text).

Figure 3 shows the observed Ce− (blue symbols) and
Cp (red symbols) as a function of the HCS tilt angle on
the horizontal axis together with the model prediction
displayed by the blue (red) solid curve. The regression
coefficient of the observed Ce− as a function of the HCS
tilt angle is −2.12±0.17 (%/◦) and is significantly larger
than −0.72 ± 0.06 (%/◦) for Cp. The regression coeffi-
cients of the reproduced Ce− and Cp are −2.57 ± 0.19
(%/◦) and −0.69±0.05 (%/◦), respectively, roughly con-
sistent with our observations. Differences between the
observed and modeled correlation with the HCS tilt an-
gle can be attributed to model-dependent assumptions
that can be further refined in the future. For instance,
the model could better represent distortions in the HCS
introduced by solar wind disturbances, including coronal
interaction regions [33]. It is also known that the GCR
variation at Earth lags several Carrington rotations be-
hind the HCS tilt angle, as seen in Fig. 2 by the fact that
the maxima of Ce− and Cp are delayed with respect to
the minimum value of the HCS tilt angle. This hysteresis
effect is shown in Fig. 3 with clockwise rotations of Ce−

and Cp that are also reproduced by the numerical model
(solid curves in Fig. 3).

In summary, we have determined the solar rotation
averages of electron (q < 0) and proton (q > 0) count
rates, Ce− and Cp, measured by CALET at the same av-
erage rigidity for approximately 6 yr from 2015 to 2020
corresponding to A > 0 of the solar magnetic field po-
larity. A good correlation between Cp and CNM with
a correlation coefficient of 0.98 validates the determina-
tion of the CALET proton count rate. It is found that
the modulation amplitude of the average Ce− is clearly

larger than that of Cp, consistent with the drift model
predictions of a larger anticorrelation between the GCR
intensity and the HCS tilt angle when qA < 0 than that
with qA > 0. It is also shown that the observed modula-
tions of Ce− and Cp are simultaneously reproduced by a
numerical model that accounts for the drift effect in the
GCR transport in the heliosphere. This is the first clear
evidence of the drift effect playing a major role in the
long-term modulation of GCRs.
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BACKGROUND CONTAMINATION

In each Carrington rotation period, we classify events that passed the event selection criteria (a)-(e) described in
the main text into electrons and positrons (hereafter e+/−) and protons (p) with two additional criteria (f) and (g).
Criterion (f) consists of a selection performed only for e+/− candidates to reject protons. In criterion (f), we first
collect e+/− candidate events using the energy deposit sum in the IMC bottom X- and Y-layers [S1]. We additionally
select e+/− events using the energy (deposit) concentration. The latter is defined as the fraction of energy deposit in
±9 scintillating fibers surrounding the reconstructed particle track to the total energy deposit in each layer. For each
candidate e+/− and p events in criterion (g), we derive the distribution of the lateral spread parameter RE defined
as,

RE =

√
Σi∆EiX

2
i

Σi∆Ei
(S1)

where ∆Ei and Xi are the energy deposit and distance from the reconstructed track in the i-th lead tungstate crystal
in the TASC top layer, respectively. The upper panel of Fig. S1 shows examples of the RE distributions of candidate
e+/− obtained after criteria (a)-(f) during the Carrington rotation of CR 2208 between September 2 and September
28, 2018, while the lower panel shows that of p obtained after criteria (a)-(e) without (f). It is seen that the observed
distributions are well reproduced by the MC simulations. The reduced chi-square of the difference between the
observed and MC RE distributions shown in Fig. S1 are about 1.14 and 1.04 for e+/− and p events, respectively. We
define the events with RE below 2.0 cm in the upper panel as e+/− and the events with RE above 2.0 cm in the lower
panel as p. This value of RE = 2.0 cm is consistent with one Molière unit in the TASC layer.

The upper panel of Fig. S2 shows the fractional contamination due to p (fp) in the observed e+/− count rate
(Ce+/− obs) on the left vertical axis, while the lower panel displays the fractional contamination due to e+/− (fe+/−)
in the observed p count rate (Cp obs). We can see that fp and fe+/− decrease and increase with decreasing solar activity
and reach minimum and maximum values when Ce− , shown in Fig. 2(b) in the main text, reaches the maximum in
2020, respectively. These variations are caused by the drift effect that results in the change in the flux ratio of GCRs
with q < 0 or q > 0. We calculate the fractional contamination by positrons (fe+) in Ce+/− obs by simply assuming
that the positron flux is 7 % of the electron flux in October 2015 as reported by Aguilar et al. [S2] and its temporal
variation in % follows the proton flux. The upper panel of Fig. S2 also shows the fractional contamination due to
positrons calculated in this way on the right vertical axis. We calculate Ce− and Cp using fe+ , fp, and fe+/− in each
Carrington rotation, as

Ce− = (1.0− fe+)(1.0− fp)× Ce+/− obs ,
Cp = (1.0− fe+/−)× Cp obs .
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FIG. S1. RE distribution of candidate electron (top) and proton (bottom) events during the Carrington rotation of CR 2208.
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FIG. S2. (a) Temporal variations of the fractional contamination fp by p in Ce+/− obs on the left vertical axis and fractional
contamination fe+ by e+ in Ce+/− obs on the right vertical axis. (b) Electron and positron contamination fe+/− in Cp obs as a
function of time.
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CORRELATION BETWEEN PROTON (ELECTRON) COUNT RATES AND NEUTRON MONITOR
COUNT RATES

Figure S3 shows proton (a) and electron (b) count rates at the average rigidity of 3.8 GV each as a function of
the Oulu neutron monitor count rate. A good correlation in Fig. S3(a) ensures that our determination of the proton
count rate is handled properly.
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FIG. S3. CALET proton (a) and electron (b) count rates at the average rigidity of 3.8 GV as a function of neutron monitor
count rates CNM at the Oulu station. Correlation coefficients and regression coefficients of proton (electron) count rates with
neutron monitor count rates are 0.98±0.07 (0.91±0.07) and 3.32±0.24 (9.2±0.7), respectively.
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NORMALIZED COUNT RATES OF ELECTRONS AND PROTONS

Table S1 presents the normalized count rates of electrons and protons at the average rigidity of 3.8 GV, fractional
contaminations due to protons and positrons in the observed e+/−, and the fractional contamination due to e+/− in
the observed protons, for each Carrington rotation.

TABLE S1. Electron and proton normalized count rates, Ce− and Cp with statistical errors, at the average rigidity of 3.8 GV,
and fractional contaminations, fp, fe+ , and fe+/− , for each Carrington rotation.

Carrington Start Date Ce− Cp fp fe+ fe+/−
Rotation (month/day/year) Value±Stat. (%) Value±Stat. (%)

CR 2169 10/13/2015 60.9±1.7 76.5±1.3 0.133±0.007 0.055±0.004 0.0334±0.0012
CR 2170 10/31/2015 60.8±1.5 81.5±1.1 0.169±0.007 0.070±0.004 0.0311±0.0011
CR 2171 11/28/2015 60.8±1.8 81.3±1.3 0.160±0.008 0.066±0.004 0.0337±0.0012
CR 2172 12/25/2015 63.7±2.0 84.0±1.5 0.150±0.009 0.062±0.004 0.0348±0.0013
CR 2173 01/21/2016 72.2±1.9 88.3±1.4 0.146±0.007 0.060±0.004 0.0340±0.0012
CR 2174 02/18/2016 70.6±2.0 88.4±1.4 0.137±0.007 0.057±0.004 0.0353±0.0012
CR 2175 03/16/2016 71.1±1.3 90.3±1.0 0.151±0.005 0.0627±0.0034 0.0348±0.0009
CR 2176 04/12/2016 69.5±1.2 88.4±0.8 0.150±0.005 0.0622±0.0033 0.0354±0.0009
CR 2177 05/09/2016 69.0±1.2 93.0±0.9 0.167±0.005 0.069±0.004 0.0336±0.0008
CR 2178 06/06/2016 71.6±1.2 91.9±0.9 0.161±0.005 0.0668±0.0035 0.0377±0.0009
CR 2179 07/03/2016 70.5±1.3 89.9±0.9 0.162±0.005 0.067±0.004 0.0368±0.0009
CR 2180 07/30/2016 71.5±1.1 91.7±0.8 0.157±0.004 0.0652±0.0033 0.0352±0.0008
CR 2181 08/27/2016 76.8±1.2 94.8±0.8 0.148±0.005 0.0616±0.0032 0.0372±0.0008
CR 2182 09/23/2016 76.9±1.0 93.9±0.7 0.154±0.004 0.0638±0.0032 0.0377±0.0008
CR 2183 10/20/2016 78.2±1.2 97.8±0.9 0.150±0.005 0.0622±0.0032 0.0380±0.0008
CR 2184 11/16/2016 82.7±1.1 98.0±0.7 0.147±0.004 0.0610±0.0030 0.0397±0.0008
CR 2185 12/14/2016 83.1±1.2 97.7±0.8 0.145±0.004 0.0602±0.0031 0.0404±0.0008
CR 2186 01/10/2017 84.1±1.1 98.0±0.8 0.145±0.004 0.0602±0.0030 0.0422±0.0008
CR 2187 02/06/2017 83.6±1.2 99.3±0.8 0.152±0.004 0.0631±0.0032 0.0398±0.0008
CR 2188 03/05/2017 85.5±1.1 99.0±0.8 0.138±0.004 0.0573±0.0029 0.0419±0.0008
CR 2189 04/02/2017 84.6±1.1 96.5±0.8 0.140±0.004 0.0581±0.0029 0.0420±0.0008
CR 2190 04/29/2017 88.7±1.3 99.3±0.9 0.136±0.004 0.0565±0.0029 0.0426±0.0008
CR 2191 05/26/2017 87.7±1.1 99.4±0.7 0.145±0.004 0.0601±0.0030 0.0439±0.0008
CR 2192 06/23/2017 88.1±1.3 98.2±0.9 0.145±0.004 0.0603±0.0031 0.0427±0.0009
CR 2193 07/20/2017 89.3±1.1 96.6±0.7 0.130±0.004 0.0538±0.0027 0.0433±0.0008
CR 2194 08/16/2017 80.4±1.2 91.3±0.8 0.143±0.004 0.0595±0.0031 0.0426±0.0009
CR 2195 09/12/2017 84.3±1.0 94.2±0.7 0.134±0.004 0.0558±0.0028 0.0407±0.0008
CR 2196 10/10/2017 87.1±1.2 97.1±0.8 0.141±0.004 0.0584±0.0030 0.0428±0.0009
CR 2197 11/06/2017 87.9±1.2 99.3±0.8 0.144±0.004 0.0600±0.0030 0.0430±0.0008
CR 2198 12/03/2017 93.9±1.2 99.6±0.8 0.131±0.004 0.0542±0.0027 0.0421±0.0008
CR 2199 12/30/2017 94.5±1.2 102.5±0.8 0.140±0.004 0.0581±0.0029 0.0448±0.0009
CR 2200 01/27/2018 96.9±1.2 100.3±0.8 0.132±0.004 0.0547±0.0027 0.0454±0.0008
CR 2201 02/23/2018 100.6±1.3 100.4±0.9 0.123±0.004 0.0512±0.0026 0.0466±0.0009
CR 2202 03/22/2018 98.0±1.1 101.1±0.7 0.1294±0.0035 0.0537±0.0026 0.0469±0.0008
CR 2203 04/19/2018 97.3±1.4 102.0±0.9 0.135±0.004 0.0560±0.0029 0.0442±0.0008
CR 2204 05/16/2018 103.5±1.1 102.7±0.8 0.1274±0.0034 0.0529±0.0026 0.0473±0.0008
CR 2205 06/12/2018 104.7±1.4 103.9±0.9 0.132±0.004 0.0546±0.0028 0.0485±0.0009
CR 2206 07/09/2018 107.5±1.2 103.8±0.8 0.1197±0.0033 0.0497±0.0025 0.0466±0.0008
CR 2207 08/06/2018 102.9±1.3 102.8±0.8 0.132±0.004 0.0546±0.0027 0.0480±0.0009
CR 2208 09/02/2018 106.5±1.2 102.9±0.8 0.1221±0.0035 0.0507±0.0025 0.0475±0.0008
CR 2209 09/29/2018 102.7±1.2 101.3±0.8 0.1220±0.0034 0.0507±0.0025 0.0478±0.0008
CR 2210 10/26/2018 104.6±1.4 104.2±0.9 0.137±0.004 0.0570±0.0029 0.0538±0.0010
CR 2211 11/23/2018 107.8±1.2 103.9±0.8 0.1235±0.0035 0.0513±0.0026 0.0479±0.0008
CR 2212 12/20/2018 109.6±1.4 102.6±0.9 0.121±0.004 0.0502±0.0026 0.0501±0.0009
CR 2213 01/16/2019 111.4±1.2 104.5±0.7 0.1212±0.0032 0.0503±0.0025 0.0492±0.0008
CR 2214 02/13/2019 108.6±1.4 102.8±0.9 0.117±0.004 0.0486±0.0025 0.0502±0.0009
CR 2215 03/12/2019 109.3±1.2 104.1±0.8 0.1192±0.0033 0.0495±0.0024 0.0494±0.0008
CR 2216 04/08/2019 107.1±1.4 102.2±0.9 0.124±0.004 0.0516±0.0027 0.0503±0.0009
CR 2217 05/05/2019 108.7±1.2 102.2±0.8 0.1162±0.0032 0.0482±0.0024 0.0477±0.0008
Continued on next page
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TABLE S1. — Continued from previous page

Carrington Start Date Ce− Cp fp fe+ fe+/−
Rotation (month/day/year) Value±Stat. (%) Value±Stat. (%)

CR 2218 06/02/2019 110.0±1.3 104.0±0.8 0.1197±0.0035 0.0497±0.0025 0.0513±0.0009
CR 2219 06/29/2019 114.6±1.3 105.1±0.8 0.1176±0.0034 0.0488±0.0025 0.0497±0.0008
CR 2220 07/26/2019 116.8±1.2 105.0±0.8 0.1134±0.0031 0.0471±0.0023 0.0520±0.0008
CR 2221 08/23/2019 118.1±1.4 105.6±0.9 0.1153±0.0035 0.0479±0.0024 0.0514±0.0009
CR 2222 09/19/2019 113.1±1.2 104.6±0.8 0.1197±0.0033 0.0497±0.0025 0.0505±0.0008
CR 2223 10/16/2019 116.2±1.4 103.7±0.9 0.119±0.004 0.0494±0.0025 0.0533±0.0009
CR 2224 11/12/2019 119.9±1.3 105.5±0.8 0.1155±0.0032 0.0480±0.0024 0.0535±0.0008
CR 2225 12/10/2019 118.6±1.5 103.7±0.9 0.117±0.004 0.0487±0.0025 0.0543±0.0009
CR 2226 01/06/2020 123.4±1.3 108.2±0.8 0.1175±0.0031 0.0488±0.0024 0.0533±0.0008
CR 2227 02/02/2020 122.5±1.4 105.1±0.8 0.1122±0.0034 0.0466±0.0024 0.0544±0.0009
CR 2228 02/29/2020 130.9±1.3 107.9±0.8 0.1074±0.0029 0.0446±0.0022 0.0538±0.0009
CR 2229 03/28/2020 127.5±1.4 106.7±0.8 0.1086±0.0031 0.0451±0.0023 0.0546±0.0009
CR 2230 04/24/2020 133.5±1.4 108.6±0.9 0.1056±0.0031 0.0438±0.0022 0.0558±0.0009
CR 2231 05/21/2020 131.3±1.3 107.2±0.8 0.1064±0.0030 0.0442±0.0022 0.0570±0.0009
CR 2232 06/18/2020 127.9±1.6 107.1±0.9 0.1074±0.0034 0.0446±0.0023 0.0552±0.0009
CR 2233 07/15/2020 129.2±1.3 106.7±0.8 0.1068±0.0030 0.0443±0.0022 0.0549±0.0009
CR 2234 08/11/2020 129.2±1.5 106.0±0.9 0.1074±0.0034 0.0446±0.0023 0.0563±0.0010
CR 2235 09/07/2020 130.0±1.2 107.2±0.7 0.1052±0.0028 0.0437±0.0021 0.0528±0.0008
CR 2236 10/05/2020 125.4±1.4 103.9±0.9 0.1076±0.0033 0.0447±0.0023 0.0565±0.0010
CR 2237 11/01/2020 127.5±1.3 107.5±0.8 0.1129±0.0031 0.0469±0.0023 0.0540±0.0009
CR 2238 11/28/2020 118.4±1.3 104.7±0.8 0.1131±0.0032 0.0470±0.0024 0.0519±0.0009
CR 2239 12/25/2020 124.1±1.4 104.6±0.9 0.1131±0.0033 0.0470±0.0024 0.0560±0.0009
CR 2240 01/22/2021 114.3±1.3 102.7±0.8 0.1197±0.0034 0.0497±0.0025 0.0520±0.0008
CR 2241 02/18/2021 116.5±1.4 105.4±0.9 0.1159±0.0034 0.0481±0.0024 0.0515±0.0009
CR 2242 03/17/2021 113.9±1.2 105.3±0.8 0.1234±0.0033 0.0512±0.0025 0.0502±0.0008
CR 2243 04/14/2021 115.2±1.4 105.9±0.9 0.118±0.004 0.0490±0.0025 0.0507±0.0009
CR 2244 05/11/2021 114.8±1.3 107.0±0.9 0.1223±0.0035 0.0508±0.0025 0.0505±0.0009
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NUMERICAL DRIFT MODEL OF THE SOLAR MODULATION

The transport of GCRs in the heliosphere is described by the Fokker-Planck equation,

∂f

∂t
= ∇ · (κ ·∇f − VSWf) +

1

3p2
(∇ · VSW)

∂

∂p
(p3f), (S3)

where f(r, p, t) is the phase space distribution function of GCRs with momentum p at position r and time t, VSW

is the solar wind speed and κ is the spatial diffusion tensor. We obtain the solution f at Earth by calculating the
following set of the stochastic differential equations (SDEs) which are mathematically equivalent to Eq. (S3) [S3–S7],

dr = (∇ · κ+ VSW + VD)dt+
∑

s σsdWs(t) ,

dp = −1

3
p(∇ · VSW)dt ,

(S4)

where VD is the gradient-curvature drift velocity, σs is the tensor which gives
∑

s σ
µ
s σ

ν
s = 2κµν with κµν denoting the

µν element of κ, dWs is a vector denoting the random-walk along the s-axis according to the Gaussian probability
distribution of the Wiener process [S8].

The diffusion tensor κ in a coordinate system in which the x-axis points away from the Sun along the magnetic
field line, the y-axis is directed southward perpendicular to a plane including the magnetic field line and the radial
vector, and the z-axis completes the right-handed coordinated system, is written as

κ =




κ∥ 0 0
0 κ⊥1 0
0 0 κ⊥2


 . (S5)

We define the diffusion coefficients in terms of the particle’s velocity (v) and momentum (p) and the strength of the
heliospheric magnetic field (HMF) (B) at the particle’s location, as

κ∥ = κ0
∥β

(
p

1GeV/c

)a (
BE

B

)b∥

,

κ⊥1 = κ0
⊥1β

(
p

1GeV/c

)a (
BE

B

)b⊥1

,

κ⊥2 = κ0
⊥2β

(
p

1GeV/c

)a (
BE

B

)b⊥2

,

(S6)

where β is the particle’s velocity relative to the speed of light (c) and BE is B at Earth. κ0
∥, κ

0
⊥1, κ

0
⊥2, a, b∥, b⊥1, and

b⊥2 are free parameters which are set to κ0
∥ = 1× 1022 cm2/s, κ0

⊥1 = 2× 1020 cm2/s, κ0
⊥2 = 1× 1020 cm2/s, a = 1.0,

b∥ = 1.0, b⊥1 = 1.4cos2θ + 0.6sin2θ, and b⊥2 = 1.0, respectively, where θ is the colatitude of the particle’s location
in the heliocentric polar coordinate system, for the best reproduction of the GCR energy spectra observed at Earth [S9].

The VD of a particle in the HMF B is given as [S10]

VD =
pvc

3qB4

[
B2(∇×B) +B ×∇B2

]
, (S7)

where q is the particle’s charge. To calculate VD in Eq. (S7) at the particle’s location, we adopt the Parker-Spiral
HMF in the heliocentric polar coordinate system formed with unit vectors (er, eθ, eϕ) defined as

B = BE(
rE
r
)2

(
er −

rΩ⊙ sin θ

VSW
eϕ

)
[1− 2H(θ − θ′)] , (S8)

where r is the radial distance from the Sun, BE is the strength of B observed at Earth where r = rE and θ = 90◦,
Ω⊙ is the angular velocity of the solar rotation and H is the Heaviside step function denoting the abrupt reversal of
the B orientation across the Heliospheric Current Sheet (HCS) at θ = θ′. In the present model, VSW is assumed to
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be radial and constant during each solar rotation period (with its magnitude calculated from the rotation average of
VSW observed at Earth). We model the HCS location (θ′) at r, ϕ and t, as

θ′ =
π

2
− sin−1

[
sinα sin

(
ϕ− ϕE − Ω⊙t+

(r − r⊙)Ω⊙
VSW

)]
, (S9)

where ϕ is the heliospheric azimuth angle, ϕE is ϕ of Earth, r⊙ is the radius of the Sun, and α is the HCS tilt angle
which is assumed to be constant during each solar rotation period. Taking account of the solar wind propagation to
the particle’s location, we calculate B at r and t from BE observed at Earth at t − r/VSW by Eq. (S9). It is noted
that Eq. (S7) cannot be used to calculate the VD of particles crossing the HCS where B reverses discontinuously.
The modeling of the drift velocity of particles meandering along the HCS is very crucial, because it is expected to be
much faster than the solar wind and the typical amount of diffusion [S11, S12]. By including a modification to the
model by Burger and Potgieter [S12] that makes it insensitive to the structure of the HCS as the particle’s Larmor
radius (RL) increases, we calculate the magnitude of the drift velocity along the HCS (VHCS), as

VHCS =

[
0.457− 0.412

(
d

λHCSRL

)
+ 0.0915

(
d

λHCSRL

)2
]
λHCSv , (S10)

with

λHCS =





1 , if RL ≤ VSWTS

VSWTS

RL
, if RL > VSWTS

, (S11)

where d is the minimum distance between the particle and the HCS, and TS is the rotation period of the Sun. The
above VHCS is applied only for particles near the HCS within d/RL < 2λHCS.

The second equation of Eq. (S4) denotes the adiabatic cooling of GCRs in an expanding solar wind. By reversing
the sign of the velocity (VSW and VD), we solve Eq. (S4) backward in time and trace the particle’s trajectory in phase
space from Earth at rE until the particle arrives back at the outer boundary at rout, which is assumed to be a sphere
centered at the Sun with a radius of 100 AU. By repeating this calculation for a sufficient number of particles, we
obtain a distribution function F (rE, pE|rout, p) which gives the probability of a particle with pE at Earth to reach the
outer boundary with p. We then calculate the phase space distribution of GCRs fE(pE) at Earth, as

fE(pE) =

∫
fLIS(p)F (pE, rE | p, rout)dp , (S12)

where fLIS(p) is the phase space distribution of GCRs in local interstellar space. We calculate fLIS(p) by using the
following empirical LIS spectra of GCRs, Jp(E) = fLISp

(p)p2 for GCR protons and Je−(E) = fLISe− (p)p2 for GCR
electrons. We adopt Jp(E) as a function of the kinetic energy E,

Jp(E) = 16.0

(
1 +

4.2

E1.22
+

1.3

E2.8
+

0.0087

E4.32

)−1

E−2.73 . (S13)

We also adopt the Je−(E) proposed by Potgieter [S13] with an additional modulation of ϕ = 350 MV based on the
force-field approximation [S14]. The additional force-field modulation is due to the modelling of solar modulation in
the heliosheath.
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