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Abstract 

Far-field high-energy X-ray diffraction microscopy (ff-HEDM) and the crystal plasticity finite 

element method (CPFEM) are used to investigate the role of grain-scale (Type-II) residual 

stresses on the fatigue life of additively manufactured (AM) Inconel alloy 625 (IN-625). Grain-

averaged orientations, centroids, and residual elastic strain tensors from ff-HEDM data are used 

to instantiate a crystal plasticity model to simulate the effect of residual stresses at the grain scale. 

Simulation results indicate that the presence of tensile residual strains increase stress localization 

and heterogeneity within grains, triggering an earlier onset of plasticity. A microscale fatigue 

indicator parameter (FIP) is computed to model the impact of these residual strains on the cycles 

to fatigue crack nucleation. The crack nucleation model, based on the computed FIPs, predicts a 

significant reduction in the number of cycles for fatigue crack nucleation for mid- and high-cycle 

fatigue due to the residual strain induced localization, while the residual strains have minimal 

impact on low-cycle fatigue life.  



1. Introduction 

Additive manufacturing (AM) has emerged in the last decade as one of the most investigated 

manufacturing methods in materials and processing research. Interest is due to the promise of 

increased manufacturing rate and cost savings for near-net shape production of parts with low 

production volume, complex geometric design requirements, or made from valuable materials. 

Broad potential structural applications exist for many AM alloy systems including aluminum, 

nickel, steel, and titanium. However, it is now well known that qualification and certification of AM 

structural components to-date has been largely precluded by high variability in mechanical 

behavior and fatigue cracking issues, due in part to build anomalies, surface roughness, and 

processing-induced defects [1–4]. Specific to this paper, nickel-based superalloy AM materials 

include potential fatigue critical applications such as combustion chambers, casings, turbines, 

discs and blades for high-pressure aircraft engines along with valves, ignitors, injectors, 

turbomachinery, and manifolds for liquid rocket engines [5]. However, improvements to AM 

processes and materials are first needed to improve repeatability and, in turn, improve fatigue 

performance and reliability. Processing improvements to increase fatigue performance and 

decrease variability, coupled with the development of robust computational modeling tools will aid 

in qualification and certification efforts.  

As a contextual baseline, fatigue has been relatively well studied for conventionally 

manufactured materials with decades of observations both in the lab and in practice. This history 

has resulted in materials and processing enhancements to improve fatigue performance. 

Additionally, modeling and simulation tools have evolved in parallel to establish improved 

practices for safe design. However, even with conventional materials and manufacturing, fatigue 

remains the most common failure mechanism in structural metals in practice [6] where an 

estimated 90% of failures, especially in rotating metallic parts are attributed to fatigue [6,7].  

In contrast to conventional materials, AM is relatively new and associated with increased 

mechanical property variability, e.g., fatigue life [8], that exceeds that of conventionally 

manufactured materials. Laser powder bed fusion (LPBF), for example, is a popular layer-by-layer 



AM method [9,10] in which a new layer of powder is added and consolidated in repetition until the 

desired part geometry is complete. While LPBF provides many benefits including high-

dimensional accuracy, material challenges exist which complicate the qualification and 

certification of LPBF-produced parts. Corresponding structural integrity issues for AM-produced 

parts have been investigated [3,11], including processing-induced defects, surface roughness, 

and residual stresses. Generally, increases in each of these characteristics reduces fatigue life 

and increases scatter in LPBF compared to wrought counterparts [12]. To date, processing-

induced defects and surface roughness have largely been the focus of fatigue crack initiation 

mechanisms in AM applications [13]. Consequently, a brief review of effects-of-defects and 

roughness studies is provided before shifting focus toward the impact of residual stresses on 

fatigue cracking, the effects of which are yet to be quantified and are the focus of this study. 

Surface roughness and porosity in LPBF parts currently receive significant attention due to 

fatigue cracking concerns. If present, porosity and surface roughness generally are more 

deleterious for fatigue performance compared to residual stresses [9]. While the impact of residual 

stresses on fatigue crack initiation remains relatively unknown, it can be expected that such 

stresses will naturally alter the heterogeneous interactions at the microscale, and in turn, the 

fatigue life [14]. For example, compressive residual stresses can enhance fatigue life, while tensile 

residual stresses are typically undesirable due to reducing fatigue life [15]. For LPBF, residual 

stresses originate from large thermal gradients associated with the high local heat input and 

subsequent rapid cooling rates of the LPBF process [10]. Generally speaking, residual stresses 

can be classified as one of three types [16]. Type-I refers to long-range (continuum scale) residual 

stresses that equilibrate over the scale of the part. Type-II residual stresses equilibrate over 

multiple grains (estimated 3 grains to 10 grains). Type-III residual stresses equilibrate within a 

single grain over a range estimated from the atomic scale to less than the grain size. The focus 

of this paper is the role of Type-II residual stresses on fatigue life.  

To date, published studies on the impact of residual stress on AM material performance have 

focused on Type-I stresses, with focus on manufacturing part deformation resulting in distortion 



or deviance from the desired shape [8,16–18]. In addition to distortion, Type-I residual stresses 

accelerate material degradation by negatively impacting fatigue life, corrosion, and fracture 

toughness performance [19,20]. Type II and III residual stresses contribute to the heterogeneous 

stress distribution at the same length scale where fatigue cracks initiate and propagate. Type-II 

and III residual stresses have seen less attention than Type-I stresses. However, these 

microscale residual stresses have been associated with macroscopic tension-compression 

asymmetry and work hardening [21]. Since fatigue damage most often initiates at the microscale, 

consideration of the Type-II and III distributions is important to accurately predict high-cycle 

fatigue performance [22,23].  

In these past studies, however, experimental quantification of residual strains have either 

lacked the ability to spatially-correlate the measurements with location or microstructure (e.g., X-

ray [24] or neutron diffraction [25,26]), or destructively altered the state of residual stress and 

lacked the ability to characterize the distribution in the full three-dimensional volume (3-D) (e.g., 

high-resolution electron backscattered diffraction [27]). However, recent development of the high-

energy X-ray diffraction microscopy (HEDM) at beamline facilities enables measurement of the 

grain-averaged local stress/strain fields and crystallographic orientation in 3-D volumes 

[22,28,29]. Therefore, initial grain-scale residual strains (Types-II and III) can now be measured 

via HEDM and transformed into stresses via Hooke’s Law to assess residual stresses and provide 

the required data for model instantiation [30]. 

The objective of this study, therefore, is to use HEDM to measure Type-II residual strains in 

an LPBF Inconel alloy 625 (IN-625) specimen and simulate the role of Type 2 residual stresses 

in the fatigue response of AM Inconel 625. To this end, the measured strains are used to initiate 

the crystal plasticity model stress state, using HEDM-generated experimental data (grain 

orientation, centroids, and residual strain tensors) using the approach of Kapoor and Sangid 

[22,28]. To further understand the impact of the residual strains, baseline models without the 

residual strains are simulated for comparison of fatigue life predictions. To the authors’ 

knowledge, these simulations provide a first example of combining these HEDM measurements 



with crystal plasticity to study the effect of residual stresses on fatigue crack initiation in AM 

materials. 

Ultimately, results from these crystal plasticity simulations are sought to be used for fatigue 

life estimates. However, the underlying microstructure heterogeneity (crystal orientation, grain 

boundaries, etc.) at the scale of Type-II and III residual stresses leads to a similitude breakdown, 

which is required for application of linear elastic fatigue and fracture principles [31]. To 

accommodate this breakdown, the impact of heterogeneous microscale plastic flow on fatigue 

crack initiation [10,15] is modeled using fatigue indicator parameters (FIPs). FIPs have been 

proposed to account for these microstructure sensitive variables in relation to the likelihood of 

creating a MSFC [33–38]. Recently, a crystallographic FIP derived from the work of Fatemi-Socie 

[39] has been shown to correlate with crack growth (da/dN) rates [34,37]. This crystallographic 

version of the Fatemi-Socie FIP is utilized in this work to assess the variability for high cycle 

fatigue (HCF) considerations due to residual stresses. The Fatemi-Socie FIP is known to correlate 

well with the early crystallographic stages of crack growth connected to planar slip in metals [34].  

The paper is organized by the following sections. The material tested, and experimental and 

computational methods utilized will be described in Section 2. The results from both the 

experimental testing and crystal plasticity simulations, quantifying the initial residual strains and 

simulating the impact of those residual strains on the micromechanical response at the grain scale 

will be presented in Section 3. The pertinent implications of the observations presented in Section 

3 will be discussed in Section 4, leading to the summary, conclusions, and future work being 

discussed in Section 5. In summary, significant Type-II residual strains were observed. These 

strains are predicted to increase both the magnitude and heterogeneity of the local stress state 

within grains during macroscopically elastic loading, promoting higher FIP values and reduced 

HCF life.   



2. Materials and Methods 

2.1 Material 

The IN-625 specimen used in this study was produced by LPBF at the National Institute of 

Standards and Technology (NIST) in an EOS INT M290 machineφ. The IN-625 powder was 

supplied by EOS and the chemical composition is provided by Lass, et al. [40]. Printing 

parameters included a laser power of 285 W and laser velocity of 960 mm/s, per the EOS 

manufacturer recommendation. The build layers were 40 µm tall and the hatch distance was 

110 µm, producing a block of dimension 25.4 mm X 25.4 mm x 32 mm. Prior to removing the 

block from the build plate with wire electro-discharge machining, the material was stress relief 

heat treated at 800°C for 1 hr. Once removed, the block was then hot isostatic pressed (HIP) to 

reduce internal porosity at 152 MPa and 1175°C for 4 hr in an Ar atmosphere following ASTM 

F3056. The HIP process also promoted recrystallization in the material. A previous study found 

that this material and processing had equiaxed grains of approximately 40 µm in diameter with 

relatively low misorientation across the grains [41], suggesting a recrystallized microstructure with 

significantly reduced dislocation content in comparison to the as-built state. A small tensile 

specimen with 1 mm x 1 mm square cross section was extracted from the block with the tensile 

axis oriented parallel to the build direction. We note that extraction of the specimen from the block 

is expected to relieve any remaining Type-I residual stresses present. A picture of the IN-625 

HEDM test specimen is shown in Figure 2A. A thorough description of the specimen geometry 

and testing setup specific to the RAMS2 load frame is provided in Ref. [42].  

 

 

 

 

φ Specific vendor and manufacturer names are explicitly mentioned only to accurately describe the test 
hardware used. The use of vendor and manufacturer names does not imply an endorsement by the 
U.S. Government, nor does it imply that the specified equipment is the best available. 



2.2 HEDM Testing 

The extracted tensile specimen was mounted in the RAMS2 load frame [43] in ID-1A3 

beamline at the Cornell High Energy Synchrotron Source (CHESS). Far-field HEDM  (ff-HEDM) 

measurements were then performed using the experimental geometry shown in Figure 1. The ff-

HEDM technique is capable of non-destructively reconstructing grain-averaged center of mass, 

lattice orientation, and elastic strain state of individual grains within polycrystals (all of which are 

used for crystal plasticity finite element method (CPFEM) model instantiation). A more complete 

description of HEDM (or 3DXRD) methods can be found in [44], but a brief description of ff-HEDM 

is provided. 

Far-field HEDM is a transmission, rotating crystal X-ray technique. Diffraction patterns are 

measured on area detectors sitting approximately 1 m behind the specimen as a specimen is 

rotating around a single axis and fully illuminated (similarly to X-ray computed tomography). 

Critically, the microstructure must be such that individual diffraction peaks are measured on the 

area detector(s) as opposed to continuous diffraction rings (see Figure 1). The microstructure 

reconstruction from the diffraction pattern works by using a forward projection technique to 

simulate where diffraction peaks will occur on the area detector(s) from all possible 

crystallographic orientations. If a certain number of peaks from a tested orientation is found on 

the detector (usually more than 90%), the orientation is determined to be present and the peaks 

are associated with that orientation (i.e., a grain). Once the diffraction peaks are associated with 

a grain, a secondary optimization is performed to determine the position, orientation, and elastic 

strain state of the grain consistent with the peak positions measured as the sample was rotating. 

Usually over 50 diffraction peaks are used in this optimization process. 

For the ff-HEDM measurements performed here, the specimen was illuminated using a 61.332 

keV X-ray beam that was 2 mm wide x 1 mm tall creating a 1 mm3 diffraction volume. The 

processing route described in the preceding subsection created a microstructure amenable for 

far-field high-energy X-ray diffraction microscopy (ff-HEDM) as individual diffraction peaks could 

be resolved on area detectors. As seen in Figure 1, diffraction data was collected on two Dexela 



2923 area detectors that were 877 mm behind the specimen. Each detector had 3072 x 3888 

pixels (horizontal x vertical), 74.8 µm pixel size, and were arranged with a vertical gap between 

the detectors as described in Ref. [42]. Prior to the experiment, far-field detector parameters 

(sample-to-detector distance, detector tilts, and detector distortions) were calibrated using a CeO2 

powder standard from NIST. Diffraction patterns were collected every 0.25° as the specimen was 

continuously rotated across a 360° range about the vertical axis. The specimen was incrementally 

loaded at an approximate strain rate of 1 x 10-6 over 38 steps to collect ff-HEDM data while the 

specimen was held under load. Inconel alloys do not exhibit significant strain rate sensitivity for 

quasistatic loading [45].  An optical camera collected images of the sample surface that were then 

processed using a custom digital image correlation (DIC) script to calculate macroscopic strains. 

Load cell output was used to calculate macroscopic stress. 

 

Figure 1. Schematic of the far-field high-energy X-ray diffraction microscopy experimental 

geometry for grain-scale residual elastic strain measurements. 

 

The ff-HEDM data was reconstructed using the HEXRD software package [46]. A total of 298 

grains were reconstructed in the diffraction volume in the unloaded state. The measured 

equivalent elastic strains 𝜖𝜖𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻−𝑒𝑒𝑒𝑒 (evaluated from the full elastic strain tensor) are plotted by 

their centroid positions in Figure 2B. These measurements originated within the 1 mm x 1mm 



gauge section indicated by the boxed region on the test specimen image from Figure 2A. Some 

grains with high residual strains are clustered near the center of the volume. Typically, higher 

residual strains are expected near the edge of the build due to higher cooling rates [47]. However, 

in this case, near surface residual strains may have been relieved due to specimen fabrication 

with EDM. Grain-averaged stress tensors were computed from the measured elastic strain tensor 

𝝐𝝐𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻  using single crystal elastic moduli and anisotropic elasticity. Grain-averaged (Type-II) 

residual strain and stress tensors were evaluated in the unloaded state and used for subsequent 

model initialization. The lattice orientation error was approximately 0.01° and per component 

strain tensor error in this configuration was previously found to be approximately 10-4 [48]. A 

completeness threshold (number of diffraction peaks found in the data divided by the number of 

predicted peaks) of 0.95 and 𝜒𝜒2  threshold (self-consistency) of 0.02 were used to determine 

which reconstructed elastic strain tensors would be used for model instantiation. Residual 

stresses (𝜎𝜎𝑅𝑅𝑒𝑒𝑅𝑅) were computed using the anisotropic form of Hooke’s Law shown in Eq. 1.The 

following single crystal moduli were used to construct the stiffness tensor, ℂ: C11 = 243.3 GPa, 

C12 = 156.7 GPa, and C44 = 117.8 GPa.  These values were obtained from computed values for 

IN-625 room temperature in-situ loading experiments using time-of-flight neutron diffraction 

referenced in Ref. [49].  

𝜎𝜎𝑅𝑅𝑒𝑒𝑅𝑅 = ℂ ∙ 𝜖𝜖𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻    Eq. 1 



 

Figure 2. A) Photo of IN-625 HEDM test specimen. B) Residual equivalent strains (𝝐𝝐𝑯𝑯𝑯𝑯𝑯𝑯𝑯𝑯−𝒆𝒆𝒆𝒆) in 

the IN-625 specimens measured by ff-HEDM placed by their centroid positions collected from 

the 1 mm x 1 mm gauge section denoted by the boxed region in (A). 

 

2.3 Crystal Plasticity Finite Element Modeling 

The grain-averaged centroid data for all 298 grains present within the illuminated region of the 

gauge section during ff-HEDM are used to create a three-dimensional (3D) AM IN-625 volume 

using a Voronoi tessellation algorithm in NEPER [50]. Each grain in the tessellation is instantiated 

using the same grain orientations measured with ff-HEDM, so that the generated finite element 

model has an identical texture to that of the measured material volume. Gmsh [51] was then used 

to produce a finite element mesh (comprised of quadratic tetrahedral elements) for the tessellated 



microstructure. The final mesh, shown in Figure 3, consisted of 1,766,590 nodes and 1,293,002 

quadratic tetrahedral elements. Alongside the image of the mesh in Figure 3 is an image of the 

grain structure with inverse pole figure colors defined relative to the tensile axis (also the build 

direction). It must be noted that although the ff-HEDM technique effectively captures the centroids 

and crystal orientations of the grains, which is leveraged by the Voronoi tessellation algorithm, 

the grain boundaries are not precisely reconstructed. However, Kapoor and Sangid [28] 

demonstrated that a tessellated microstructure produces similar stress states as modeling the 

exact grain boundaries, indicating that any associated errors do not have a significant impact on 

the overall response.  

 

Figure 3. Tessellated microstructure (left) and mesh (center) colored based on IPF for the 

tensile / build axis with annotated boundary conditions (right). 

 

The boundary conditions for the CPFEM were chosen to replicate the experimental conditions 

and are illustrated in the sketch in Figure 3. In the ff-HEDM experiment, the side faces of the 

gauge section of the specimen were free surfaces. The boundary conditions reflect traction-free 

surfaces on the side faces. The top surface (+Y) had a predefined displacement at a constant, 

linear rate corresponding to a strain rate of 1 x 10-6 simulating the tensile loading of the specimen 

in the Y-direction. The bottom surface of the model was restricted to move in the Y-direction. Two 

corners on the bottom face were fixed to constrain against rigid body motion, mirroring the 

approach described by Stopka, et al. [35]. Specifically, the node at the origin (point O) was 

constrained in X- and Z-directions, and one node was fixed in the X-direction at point P.  



The NASA open-source, parallel finite element package ScIFEN was utilized for crystal 

plasticity simulation [52]. ScIFEN was used to simulate the effect of initial residual strains to solve 

for the heterogeneous state of stress within the polycrystalline IN-625 specimen, using anisotropic 

elasticity and rate-dependent CP kinetics. The single crystal elastic moduli C11, C12, and C44 

provided in Section 2.2 were utilized to model the elastic response (values obtained from [49]). 

The simulated plastic deformation proceeds via crystallographic slip along the 12 FCC slip 

systems – {111}<110> family. The slip system shearing rate, �̇�𝛾𝛼𝛼, for the ⍺th slip system (12 total) 

is derived from the plastic velocity gradient in the intermediate configuration as,  

𝐿𝐿𝑃𝑃 =  �̇�𝐹𝑃𝑃(𝐹𝐹𝑃𝑃)−1 = ∑ �̇�𝛾𝛼𝛼(𝑠𝑠𝛼𝛼 ⨂𝑛𝑛𝛼𝛼)𝛼𝛼  , Eq. 2 

where 𝐿𝐿𝑝𝑝 is the plastic velocity gradient, �̇�𝐹𝑃𝑃 is the plastic deformation rate, 𝑠𝑠𝛼𝛼 is the slip direction 

and 𝑛𝑛𝛼𝛼 is the slip plane normal for the ⍺th slip system. The flow rule describing incremental slip 

on the 12 FCC slip systems is given by,  

�̇�𝛾𝛼𝛼 =  �̇�𝛾𝑜𝑜
𝜏𝜏𝛼𝛼

𝑔𝑔𝛼𝛼
�𝜏𝜏

𝛼𝛼

𝑔𝑔𝛼𝛼
�
1
𝑚𝑚−1,   Eq. 3 

where �̇�𝛾𝑜𝑜 is the reference slip system shearing rate, 𝜏𝜏𝛼𝛼 is the slip system resolved shear stress, 

𝑔𝑔𝛼𝛼 is the slip system critical resolved shear stress, and m is the material rate sensitivity exponent. 

The recrystallization that occurred during HIP’ing significantly reduced the dislocation content 

present within the grains (as evidenced by the minimal intragranular misorientation [41]) reducing 

the need for an Armstrong-Frederick type backstress term in the flow rule. The Type-II residual 

stresses instantiated within the grains will effectively shift the yield surface of each grain, 

producing an effective back stress.  

The slip system resistance �̇�𝑔𝛼𝛼 evolves according to Eq. 4 based on Voce-Kocks relations [53] 

�̇�𝑔𝛼𝛼 =  𝐺𝐺𝑜𝑜 �
𝑔𝑔𝑠𝑠𝛼𝛼−𝑔𝑔𝛼𝛼

𝑔𝑔𝑠𝑠𝛼𝛼− 𝑔𝑔𝑜𝑜𝛼𝛼
�∑ |�̇�𝛾𝛼𝛼|𝛼𝛼  , Eq. 4 

where 𝐺𝐺𝑜𝑜 is the initial hardening rate, 𝑔𝑔𝑜𝑜𝛼𝛼 is the athermal portion of the initial (reference) critical 

resolved shear stress, and 𝑔𝑔𝑅𝑅𝛼𝛼 is the saturation critical resolved shear stress.  



Grain-averaged (Type-II) residual strains from ff-HEDM were initialized in CP model through 

modification of the finite strain multiplicative decomposition of the deformation gradient into elastic 

and plastic parts, following Lee [54],  

𝐹𝐹 =  𝐹𝐹𝐻𝐻𝐹𝐹𝑃𝑃,       Eq. 5 

where 𝐹𝐹 is the total deformation gradient tensor, which is decomposed into an elastic component 

𝐹𝐹𝐻𝐻  and a plastic component 𝐹𝐹𝑃𝑃 . Eq. 5 was modified with the insertion of a third deformation 

gradient tensor 𝐹𝐹𝑅𝑅 referred to as the residual deformation gradient tensor,  

𝐹𝐹 =  𝐹𝐹𝐻𝐻𝐹𝐹𝑅𝑅𝐹𝐹𝑃𝑃.       Eq. 6 

The approach mirrors that described in Refs. [22,28]. Consistent with the ff-HEDM experiment, 

the specimen is initially undeformed in the presence of the residual stresses, hence 𝐹𝐹 = 𝐼𝐼 at the 

start of the simulation, where 𝐼𝐼 is the identity tensor. Similarly, 𝐹𝐹𝑃𝑃 = 𝐼𝐼 at the start of the simulation. 

Therefore, to maintain the relationship in Eq. 6, 𝐹𝐹𝐻𝐻  must equal (𝐹𝐹𝑅𝑅)−1  at the start of the 

simulation. The initial elastic deformation gradient is determined through the following 

relationship, 

𝐹𝐹𝐻𝐻 = 𝐼𝐼 + 𝜖𝜖𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻       Eq. 7 

where, again, 𝜖𝜖𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 is the grain-average elastic strain tensor measured via ff-HEDM. At the initial 

load step, the measured stress from the load cell was -2.56 MPa. Given the relatively low stress, 

the strains due to the applied load at the start of the test are negligible. Throughout the simulation, 

𝐹𝐹𝐻𝐻  evolves with applied deformation. However, 𝐹𝐹𝑅𝑅  is held constant based on the value 

determined at the initial load step, 

𝐹𝐹𝑅𝑅 = 𝐹𝐹𝐻𝐻−1�
𝑡𝑡=0

= (𝐼𝐼 + 𝜖𝜖𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻)−1.     Eq. 8 

As noted by Refs. [22,28], 𝐹𝐹𝑅𝑅 is an eigen deformation gradient tensor and does not produce a 

stress field but only acts to maintain consistency in Eq. 5 by ensuring 𝐹𝐹 =  𝐹𝐹𝑃𝑃 = 𝐼𝐼 at the start of 

the simulation. 



At the microscale, several parameters are examined to assess the magnitude and impact of 

the residual stresses. The first parameter is the von Mises stress, 𝜎𝜎𝑉𝑉𝐻𝐻, shown in Eq. 9, which is 

obtained from the computed stress tensor, 𝜎𝜎.  

𝜎𝜎𝑉𝑉𝐻𝐻 =  �3
2
𝜎𝜎:𝜎𝜎   Eq. 9 

The second parameter is the mean stress, 𝜎𝜎𝐻𝐻 , which is the average of the normal stress 

components, 𝜎𝜎𝑥𝑥𝑥𝑥 ,  𝜎𝜎𝑦𝑦𝑦𝑦, 𝜎𝜎𝑧𝑧𝑧𝑧,  

𝜎𝜎𝐻𝐻 =  1
3

 �𝜎𝜎𝑥𝑥𝑥𝑥 + 𝜎𝜎𝑦𝑦𝑦𝑦 + 𝜎𝜎𝑧𝑧𝑧𝑧�.  Eq. 10 

The third parameter is the Fatemi-Socie FIP based on the combined effect of normal and shear 

stresses acting on a slip plane [39]. Eq. 11 defines the microscale version of the Fatemi-Socie 

FIP parameter used here, where k is a proportionality constant, 𝜎𝜎𝑛𝑛
𝑝𝑝 is the normal stress acting on 

a given slip plane, p, and 𝜎𝜎𝑦𝑦 is the macroscopic yield stress. In the case of FCC materials, the 

Fatemi-Socie FIP parameter is computed as the maximum value over all four {111} slip planes, 

p, for the integral shown below with respect to time, t.  

𝐹𝐹𝐼𝐼𝐹𝐹 = max𝑝𝑝 ∫ |�̇�𝛾𝛼𝛼| �1 + 𝑘𝑘 𝜎𝜎𝑛𝑛
𝑝𝑝

𝜎𝜎𝑦𝑦
�𝑡𝑡

0  𝑑𝑑𝑑𝑑 Eq. 11 

3. Results 

 

3.1 ff-HEDM residual strain measurements and macroscopic tensile response 

The maximum, minimum, average, and standard deviation of the residual stress components 

determined from the residual 𝝐𝝐𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 values are provided in Table 1. The maximum and minimum 

residual stresses are on the order of the magnitude of the YS (365 MPa). As can be seen, the 

average values are close to zero, indicating that the Type-I residual stresses are arguably 

negligible, as expected from a small volume extracted from a block. However, at the grain level, 

significant Type-II residual stresses exist. The standard deviation for each stress component 

indicates the wide scatter in stress values from grain to grain.  



Table 1. Max, min, average, and standard deviation for the grain-averaged stress tensor 
components computed from ff-HEDM.  

MPa units σxx σyy σzz σxy σxz σyz 
max 319.2 354.4 267.9 147.1 168.9 163.8 
min -317.4 -314.3 -457.1 -142.6 -315.0 -150.4 
avg 13.5 -2.8 5.9 -0.4 0.2 2.8 

std dev 82.2 108.5 88.5 39.2 49.1 41.4 
 

A histogram of the grain-averaged residual von Mises stresses for all 298 grains is shown in 

Figure 4. The average across all 298 grains is 153 MPa, which is approximately 42% of the 

observed YS, with a standard deviation of 80 MPa. The maximum grain-average von Mises stress 

was 592 MPa (162% of YS) and the minimum was 26 MPa (7% of YS).  

 
Figure 4. Histogram of grain-averaged residual von Mises stress computed from ff-HEDM 

measurements. Red dashed line indicates the average von Mises stress of 153 MPa.  

 

A histogram of the grain-averaged residual mean stress from ff-HEDM are plotted in Figure 5. 

Of the 298 grains, 157 grains (53%) had tensile mean stress, while 141 (47%) had compressive 

mean stresses. The minimum and maximum grain-average mean stresses were -299 MPa and 

298 MPa, respectively. The average mean stress across all grains was 5 MPa with a standard 

deviation of 77 MPa.  



 

Figure 5. Histogram of grain-average mean stresses computed from ff-HEDM data. Red dashed 

line indicates the average mean stress of 5 MPa. 

 

The macroscopic tensile stress-strain curve from the IN-625 specimen is shown in Figure 6. 

Each of the 38 circles indicate a point where DIC strain measurement was performed during 

straining. The IN-625 specimen was loaded to a maximum engineering strain of 3.2% and 

maximum engineering stress of 463 MPa. The 0.02% offset yield strength (YS) was measured to 

be 365 MPa, comparable to the YS for heat-treated LPBF IN-625 reported in [55]. 

 



 
Figure 6. IN-625 stress-strain curve loaded in the build direction measured via DIC after ff-HEDM 

residual strain measurements. 

3.2 CPFEM calibration and macroscopic results 

The CPFEM parameters were calibrated to match the macroscopic response observed in 

Figure 6 from the ff-HEDM experiment. Calibration was achieved by iterative adjustment of the 

hardening parameters for simulations with the residual strains included. Calibrated values for the 

hardening parameters referenced in Eqs. 3 and 4 are provided in Table 2. These same values 

were utilized for simulations that did not include residual strains to facilitate a comparison of the 

effect of the residual strains on the macro- and microscopic response.  

 

Table 2. Calibrated IN-625 CP hardening model parameters.  

𝑔𝑔𝑜𝑜𝛼𝛼 152 MPa 
𝑔𝑔𝑅𝑅𝛼𝛼 820 MPa 
𝐺𝐺𝑜𝑜 400 MPa 
�̇�𝛾𝑜𝑜 0.001 s-1 
m 0.006 

  

The macroscopic engineering stress-strain curves from the calibrated CPFEM simulation 

results with and without the residual strains are plotted in comparison to the ff-HEDM results in 



Figure 7. In both cases, the CPFEM results replicate the measured ff-HEDM experimental 

response well, indicating the parameters are well-tuned to match the experiment. 

Macroscopically, the two stress-strain curves differ by less than 4 MPa in the linear elastic region, 

but a divergence of ~3% between the two CPFEM simulations is observed during initial yielding 

in the elastoplastic transition. The inclusion of residual strains lowers the proportionality limit, 

indicating an earlier onset of bulk plasticity. The reduction is attributed to an overall majority of 

tensile residual stresses lowering the applied stress needed to initiate plastic deformation. The 

predicted divergence in the elastoplastic transition due to the inclusion of residual strains is 

consistent with observations in [29], except in their case the residual stresses were compressive 

in nature resulting a delayed elastoplastic transition. While the difference between the two 

simulations is relatively small, it suggests that some grains will yield significantly sooner due to 

higher tensile residual strains. For fatigue applications, extreme value statistics and the tails play 

an important role in fatigue life and crack nucleation. Therefore, the observed difference in the 

elastoplastic transition is likely foreshadowing of larger grain-scale differences in plasticity that 

may significantly impact fatigue performance.  

There are clear fluctuations in the experimental curve in the elastoplastic transition shown in 

Figure 7 due to the nature of the DIC measurement, which makes calibration model parameters 

difficult in this region. Overall, the simulated stress-strain curves match well. While the simulated 

case without residual strains gives the appearance of a better match to the experimental data 

within the elastoplastic region, the uncertainty of the experimental measurement in this region is 

in question. Thus, it may be improper to conclude that the simulated response without residual 

strains provides a better match to the data given the uncertainty of the experimental 

measurements in the elastoplastic transition region. Both simulations yield slightly sooner than 

the measured response from the ff-HEDM experiment. However, the two curves reconverge at 

roughly the 0.02% offset YS. Therefore, the maximum difference in the macroscopic stress-strain 

response due to the inclusion of the residual strains is contained within the elastoplastic transition 

zone.  



 

Figure 7. CPFEM with (red) and without (blue) residual strains vs. ff-HEDM (black) macroscopic 

stress-strain response with a zoomed in view near the elastoplastic transition. 

3.3 Grain-scale CPFEM results  

The effect of the initial residual strains was examined after an applied infinitesimal 

macroscopic strain (emacro) of 1 x 10-6 with and without residual strains to compare stresses after 

equilibration in Figure 8. When the initial residual strains are neglected, the stresses within the 

microstructure are negligible (less than 0.4 MPa), demonstrated by the dark blue color in the 

figure. In contrast, when initial residual strains are included, simulation results show several hot 

spots where stresses exceed ~40% of the YS. These initial hots spots after equilibration from the 

initially prescribed grain-averaged strains from HEDM tend to accumulate at the grain boundaries 

and broadly across the interior of a handful of grains.  



 

Figure 8. CPEM simulated von Mises stress plots (left) without residual strains and (right) after 

equilibration under a small strain of 1 x 10-6. 

 

To quantify the effect of residual strains as the macroscopic loading increases, the microscale 

von Mises stress distribution was extracted at five simulated macroscopic strain values of 0.4, 

0.8, 1.6, 2.0, and 4.4 x 10-3, which are annotated on the macroscopic stress strains curves in 

Figure 9. The von Mises stress plots are presented in Figure 10. The two-dimensional (2-D) plots 

were generated at the center of the gauge volume perpendicular to the tensile (Y) axis, i.e., on 

the X-Z plane. The center of the gauge section was selected to avoid any local effects associated 

with boundary conditions.  



 

Figure 9. Load steps from the macroscopic stress-strain curve interrogated at the microscale in 

subsequent figures shown by the boxes with corresponding macroscopic strains noted. 

 

The von Mises stress plots, Figure 10, reveal two important microscale impacts due to the 

incorporation of residual strains. First, the predicted magnitude of the von Mises stresses are 

higher when residual strains are included when macroscopic strain values are below the yield 

point, i.e., below approximately 1.6 x 10-3, despite insignificant differences in the macroscopic 

stress-strain response, Figure 9. The predicted stress hot spots emerge at lower strains when the 

residual strains are included, which will accelerate damage development and failure. Higher 

stresses are generally found near grain boundaries with some spread to the interior of a handful 

of grains within the 2-D cross-section shown. In some instances, different grains or even 

intragranular regions develop higher stresses due to the inclusion of residual strains compared to 

when residual strains are neglected. However, changes in the location of the stress hot spots  

only occurs for a small percentage of the grains shown when comparing the two simulations. The 

inclusion of residual strains has a larger effect on the magnitude of the hot spot more so than the 

location within the area examined. At higher macroscopic strains (emacro > 1.6 x 10-3) after the 

onset of bulk plasticity, both von Mises stress distributions evolve to become nearly identical.  



Second, modeling the residual strains predicts increased stress heterogeneity, similar to 

observations reported in [56]. Similarly, not only are the hot spots of higher magnitude, but the 

cooler stress zones are lower magnitude, such that the stress gradients are increased throughout 

the microstructure. Strong heterogeneity in the von Mises stress also indicates more unfavorable 

stress imbalances between grains, particularly prior to bulk plastic deformation. The observed 

stronger heterogeneity is unfavorable for fatigue life as it may accelerate failure [56]. The pairing 

of crystallographically hard and soft grains has been associated with grain boundary cracking in 

other studies [57,58] due to local strain incompatibility. Therefore, fatigue cracks may nucleate at 

grain boundaries with large differences in the von Mises stress amplified by initial residual strains.  



 



Figure 10. Simulated von Mises stress plots at increasing macroscopic strain levels with (right 

column) and without residual strains (left column). Note that the stress scale changes across 

the first three rows.  

Similar to the von Mises plots in Figure 10, the FIP values for the same 2-D cross-sections 

are plotted for several macroscopic strain values denoted in Figure 11. Modeling residual strains 

resulted in significantly higher FIP values at lower strains. In the first row of Figure 9, FIP values 

are > 5 x 10-4, when residual strains are incorporated, whereas FIP values are negligible 

(nominally zero) when residual strains are neglected. The significance of the difference in FIP 

values will be shown later in relation to predicted cycle count for nucleation. However, a FIP value 

of zero would imply infinite life and increasing FIP values correlating with shorter fatigue life. Not 

surprisingly, high FIP values correlate with grain boundaries and the locations with high von Mises 

stresses seen in Figure 10. Areas with higher FIP and von Mises stress values, particularly along 

grain boundaries, indicate potential fatigue crack nucleation sites. However, the FIP values are 

only associated with transgranular, not intergranular, crack initiation. Therefore, FIP values cannot 

be used to directly predict the likelihood for intergranular crack nucleation. With increasing strain, 

the FIP values increase in magnitude. Note the scale in the 2nd row of images in Figure 11 

corresponds to a maximum FIP value of 5 x 10-3. This is the same value where a fatigue crack 

was observed to initiate within ~ 100,000 cycles in [34]. However, the FIPs plotted in Figure 11 

may not represent the extreme values for the entire 3-D microstructure. Further increases in the 

macroscopic strain led to increased FIP values with numerous other locations reaching 5 x 10-3 

or greater when residual strains are modeled. As observed in the predicted von Mises stress 

results, the predicted FIPs with and without residual strains converge near yield. Ultimately, for 

the maximum macroscopic strain shown post-yield, the two cases are indistinguishable.  



 

Figure 11. Simulated FIP plots at increasing macroscopic strain levels with (right column) and 

without (left column) residual strains. 

 



3.4 Impact of residual strains on fatigue life 

Fatigue crack nucleation is an extreme value problem, where grains with upper-tail FIP values 

generally limit fatigue life [59]. The FIP parameter has been previously demonstrated to have 

good agreement with experimental test data for prediction of fatigue life in HCF for an AM-

produced aluminum alloy [60]. Castelluccio and McDowell [34] have established a relationship to 

experimentally calibrate the FIP parameter with the measured number of cycles to nucleate a 

fatigue crack (𝑁𝑁𝑛𝑛𝑛𝑛𝑛𝑛) within a grain as shown in Eq. 12, where A is the irreversibility coefficient, 

𝑑𝑑𝑎𝑎𝑎𝑎𝑔𝑔 is the average grain size, and 𝐹𝐹𝐼𝐼𝐹𝐹𝐴𝐴𝑉𝑉𝐴𝐴 is the grain-averaged FIP value. Estimated 𝑁𝑁𝑛𝑛𝑛𝑛𝑛𝑛 values 

computed from Eq. 11 have shown good agreement and reliability when compared to fatigue test 

data [60].  

𝑁𝑁𝑛𝑛𝑛𝑛𝑛𝑛 = Α
𝑑𝑑𝑎𝑎𝑎𝑎𝑎𝑎

(𝐹𝐹𝐼𝐼𝐹𝐹𝐴𝐴𝑉𝑉𝐴𝐴)−2   Eq. 12 

Empirical cumulative distribution function (CDF) plots for the normalized grain-averaged 

fatigue life (number of cycles to nucleate a crack) for all 298 grains are provided in Figure 12. The 

empirical CDF plots were generated using the empirical CDF function in SciPy [61]. Multiple 

discrete CDFs are generated for several macroscopic strain levels from the simulations with and 

without the inclusion of Type-II residual strains. For some grains at low simulated strains, 

particularly when residual strains are neglected, the 𝐹𝐹𝐼𝐼𝐹𝐹𝐴𝐴𝑉𝑉𝐴𝐴  values may be close to zero, 

generating unrealistically high fatigue life estimates.  Hence, the maximum life plotted on the 

figure is 109 cycles. The normalized fatigue life was computed from Eq. 12. Lacking fatigue data 

for the LPBF IN-625 in this study, data is normalized by the leading term Α
𝑑𝑑𝑎𝑎𝑎𝑎𝑎𝑎

 consistently across 

all modeled scenarios (in essence assuming the ratio equals to 1). Figure 12 indicates a significant 

reduction in the estimated number of cycles to crack nucleation due to the residual strains at lower 

macroscopic strains. In fact, the inclusion of residual strains reduces the normalized estimated 

cycles to nucleation by roughly three orders of magnitude or greater when emacro = 1.2 x 10-3.  At 

this macroscopic strain, only ~2% grains have predicted cycles to nucleation less than 109 when 

residual strains are not included, compared to ~30% when residual strains are included. 



Additionally, the predicted cycles to nucleation for ~1% of the grains with were less than 106 cycles 

when residual strains were included for emacro = 1.2 x 10-3. As the macroscopic strain increases, 

the predicted cycles to nucleation tend toward convergence. After sufficient plastic strain  

(emacro = 4.4 x 10-3), the two CDFs are essentially equivalent. Therefore, the CDF plots further 

quantify the significant impact residual strains can have for HCF when cyclic strains are relatively 

low.  

 

Figure 12. Empirical CDF plot of normalized 𝑵𝑵𝒏𝒏𝒏𝒏𝒏𝒏 with and without residual strains included for 

multiple macroscopic strain levels from the simulation. 

 

4. Discussion 

The stress relief following standard commercial practice appears to have nominally relieved 

Type-I residual stresses (see average values in Table 1) but failed to relieve Type-II residual 

stresses at the grain-scale. The Type-II residual stresses measured in LPBF IN-625 specimen 

are significantly higher than expected, on the order of the yield strength of the material. Retained 

residual strains measured by ff-HEDM are likely lower than those in the initial build plate as the 



sample has been excised with wire EDM, which likely would have relieved some residual stress. 

Therefore, the stress relieving heat treatment practice needs to be explored to ensure the heat 

treatment successfully mitigates processing-induced residual stresses, including Type-II residual 

stresses. Ff-HEDM provides a well-suited measurement technique through which to characterize 

the impacts of residual stresses. Failure to relieve Type-II residual stresses at the microscale may 

have significant impacts for qualification, certification, and safe service life, particularly for nickel-

based superalloys given their usage in failure critical parts like turbine blades.  

4.1 Importance of modeling Type-II residual strains in AM materials 

In this study, the inclusion of initial Type-II residual strains shows a twofold effect, particularly 

prior to bulk plasticity. First, the residual strains added to the von Mises stress. Second, the 

residual strains increase the natural microscale heterogeneity in the von Mises stress from the 

CPFEM simulation when compared to the simulation without residual strains. The von Mises 

stress plots at lower strain values in Figure 10 show greater spread in the stresses at the grain 

scale. If the residual strains are significant, tension-compression asymmetry may be observed in 

the yield strength and strain hardening response [21]; however, compressive loading was not 

explored in this study. Often regions with strong heterogeneity occur along grain boundaries due 

to poor strain transfer. Therefore, the residual strains may increase the likelihood for grain 

boundary crack nucleation at these locations. 

FIP values have been shown to correlate with crack growth driving force, with higher values 

leading to lower fatigue life. The inclusion of residual strains led to a significant increase in inter- 

and intra-granular heterogeneity at the elastoplastic transition which was captured by increased 

FIP values. As reported in [32,62], higher FIP values detrimentally impact fatigue life and, as such, 

the presence of residual strains and stresses, such as those found in the AM IN-625 specimen, 

will reduce fatigue life as described in more detail in this section.  

Nominally, the hot regions in the ‘with residual stresses’ case emerge as hot regions in the 

‘without residual stresses’ case. This observation indicates that the orientation of the grain and/or 



the local neighborhood are the driving force for the location of the hot spot, not the initial residual 

strains. The residual strains simply amplify the overall magnitude of the FIP value. Therefore, 

residual strains will likely lower the number of cycles to fatigue crack initiation but may not alter 

the initiation location based on results in Figure 11.  

After yield, the impact of the residual strains was unnoticeable as the two simulations are 

visually indistinguishable. The initial magnitude of the residual strains is small. Therefore, the 

simulation results suggest that, when the applied macroscopic strain exceeds the residual strain, 

residual strains are relieved and the associated effects are negligible. Therefore, residual strains 

are of greater concern for HCF rather than low cycle fatigue in agreement with Refs. [63,64].  

4.2 Implications for application of LPBF and certification 

A primary concern for Type-II residual stresses observed in this study will be for high cycle 

fatigue applications where microscale residual stresses will strongly influence fatigue life. This 

study indicates that, while stress relief heat treatment may nominally minimize Type-I residual 

stresses, significant Type-II residual stresses may be retained. Stress relief heat treatment at 

higher temperatures has been shown to relieve greater residual stress. Heat treatment at 750°C 

or higher has demonstrated a 50% or greater reduction in residual stresses [65]. However, above 

800°C (the stress relief temperature in this study) the deleterious δ (Ni3Nb) phase may precipitate 

along grain boundaries, melt pool boundaries, and interdendritic regions [65]. Considering this 

material concern, heat treating at a higher temperature may not be practical for IN-625. 

Further study to correlate AM parameters with the associated microscale residual stress 

distributions are needed to guide AM process control to mitigate residual stresses [21]. Adaptation 

of processing parameters, like increasing power and decreasing scan velocity to reduce the 

solidification rate, can provide a reduction in the overall residual stress [66]. Additional post-

processing steps that may reduce Type-II residual stresses and/or induce favorable compressive 

residual stresses may need to be explored to improve fatigue performance [10]. For fatigue-critical 



applications, the minimization of Type-II, processing-induced residual stresses may be necessary 

for certification and to meet service life specifications.  

5. Summary, Conclusions, and Future Work 

Initial residual stresses were computed from ff-HEDM measured strains to reveal processing-

induced residual stresses in a specimen from an IN-625 LPBF build. The following salient findings 

are provided from the ff-HEDM study: 

• Ff-HEDM provided successful quantification of initial, Type-II residual strain tensors used 

to compute residual stresses, which is useful for assessing initial residual stresses and 

model instantiation. 

• Standard post-processing failed to fully relieve residual stresses in an IN-625 LBPF 

specimen.  

• Initial grain-averaged von Mises equivalent residual stresses estimated from ff-HEDM data 

ranged in magnitude from 26 MPa to 592 MPa (or 7% to 162% of the YS) with an average 

of 79 MPa (42% of YS). The grain-averaged mean stresses ranged from -299 MPa to 298 

MPa with an average of 5 MPa.  

Subsequent CPFEM simulation for the ff-HEDM microstructure with and without residual 

strains highlights the impact of the initial residual strains on mechanical performance. The CFPEM 

framework was successfully adapted to model initial ff-HEDM measured residual strains through 

the incorporation of the residual deformation gradient tensor, 𝐹𝐹𝑅𝑅. The following conclusions drawn 

from the CPFEM simulations results indicate that: 

• Initial residual strains cause macroscopic yielding to initiate sooner, lowering the 

proportional limit compared to the simulation where residual strains were neglected. 

• Residual strains influence the local stress hot spots and lead to increased heterogeneity 

within the microstructure compared to the simulation where residual strains were 

neglected. 



• Initial residual strains significantly influence fatigue life estimates for high-cycle fatigue, 

lowering the estimated number of cycles to nucleation by several orders of magnitude.  

• After sufficient plasticity has occurred, the effects of residual strains are negated and the 

two simulations with and without the inclusion of residual strains have similar local and 

global stress response and similar fatigue life estimates. 

Future work should address strategies to minimize Type-II residual stresses through AM 

process modifications, particularly when high-cycle fatigue performance is required. Additionally, 

experimental fatigue testing of LPBF IN-625 specimens should be performed to calibrate fatigue 

life predictions provided in this study using Eq. 12. Calibration will enable modeling predictions in 

this paper to be validated using experimental fatigue test data. Finally, a baseline comparison of 

residual strains in IN-625 wrought versus AM microstructures should be completed. This 

comparison will provide insights into how the qualification of AM parts should be considered 

differently from conventional manufacturing approaches. 
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