
Machine Learning Approach for Aircraft Performance 
Model Parameter Estimation for Trajectory Prediction 
Applications

Aida Sharif Rohani (USRA), Tejas G. Puranik (USRA), 
Krishna M. Kalyanam (NASA)



Outline of the talk

v Introduction
§ Background 
§ Literature

v Technical Approach
§ Total Energy Model
§ Data Pipeline
§ ML Features and Labels

v Results
§ ML Performance
§ ADK Validation

v Conclusion and contributions

1



Introduction Technical Approach Results Conclusion

2

Background
v Aircraft trajectory prediction is a major concern in air traffic management (ATM).
v An accurate and efficient trajectory prediction is required to solve inefficiencies 

and improve Estimated Time of Arrivals (ETAs) at meter fix.
v Ground-based decision support tools (DST) in ATM typically perform trajectory 

prediction using aircraft performance models (APM).
v Some APM parameters may not be publicly available due to their proprietary or 

competitive nature. Thus, the Base of Aircraft Data (BADA) serves as a valuable 
substitute. 

v Trajectory prediction accuracy can be improved by learning critical APM 
parameters such as drag coefficients, and takeoff mass. 

v Standalone physical models are constrained by oversimplifications and 
assumptions, whereas Machine Learning (ML) algorithms excel in capturing 
intricate dynamics from historical data without the need for precise 
knowledge of every pertinent physical law and parameter.

Climb Cruise Descent

Meter fix

Freeze horizon
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Literature Summary
v None of the methods simultaneously estimate mass, thrust, and drag parameters.
v Much of the work is conducted on climb phase data, with limited attention given to the 

descent phase. However, the descent phase is where there are lots of challenges and high 
sensitivity to APM parameters.

v In many of the approaches that use fitting, the temporal aspect of the data is not explicitly 
considered, and errors are minimized using trajectory points as data samples.

v Several past methods estimate the initial mass/weight but assume it to be constant 
during the sections that are being used to fit the data.
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Theoretical Background
v ATM-related trajectory prediction applications use a 

simplified, point-mass model known as the total energy 
model (TEM).

v The model can then be used in conjunction with flight data, 
operating procedures, and other data sources to predict 
trajectories.

Work done by forces acting on aircraft 
equated to change in total mechanical energy

Thrust

Weight

Lift

Drag

𝑇	 _ thrust
𝐷_ drag
ℎ̇	 _ rate of climb
𝑉𝑤 _ wind speed
𝑉𝑡 _ true airspeed

𝜓! _ wind direction
𝜓"_ heading
ℎ̇	_ rate of climb
𝑔 _ gravity acceleration
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ODE Equations
v By substituting the 𝐷 and 𝑇 (using their standard models), and 

assuming a clean drag configuration and neglecting wind-related 
components, the ODE equations are:

v The APM parameters are calculated by fitting the ODEs to reconstruct 
the altitude profile of a historical flight with minimal error. 

v The estimated APM parameters (drag coefficients and initial aircraft 
mass) are our labels or ground truth data in the ML solution.

ℎ̇ =
𝜹

(𝒎𝟎 −𝑚")
𝑇#$%𝑉&
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𝒎𝟎 −𝑚"
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𝑚̇ = −𝑓

Altitude ODE (rate of climb) Mass ODE (fuel burn)

𝑪𝑫𝟎 _ parasite drag coefficient 
𝜿 _ induced drag coefficient
𝒎𝟎

 _ starting mass
𝜹	_ thrust settings 
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Data Processing and ML Pipeline

• Historical flight data from one 
year at four airports (DEN, 
DFW, LAX, MSP) and three 
airframe types (A320, B737, 
B738)

• ODE-fitting is required to 
obtain ‘labels’ for the flight 
trajectory and train the ML 
model

• ML model will capture 
relationship between the flight 
features and APM coefficients
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ML Solutions: Feature Sets

1. Aircraft type
2. Month
3. Day of week
4. Destination
5. Start hour
6. Current temperature/pressure
7. Airline
8. Total distance traveled
9. Avg. Mach in cruise
10. Avg. altitude in cruise
11. Engine

1. Avg. Rate in climb/descent
2. Avg. CAS in climb/descent
3. Avg. Mach in climb/descent

Solution 1

Solution 2Potentially known prior to 
flight departure
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Features and Labels

Feature and label space are one-dimensional.

Labels
CD0 , Κ , m0

0.023, 0.031, 71

0.022, 0.041, 68

0.020, 0.032, 77

0.025, 0.043, 69

Features
Sample Aircraf

t
Airline Month Distance …

1 B738 AAL 01 252

2 A320 ASA 10 665

n A320 UAL0 12 243

3 B737 DAL 09 393
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Performance Metrics

v MSE (mean squared error): It is the sum of the square of the difference between the 
predicted and actual target variables, divided by the number of data points.

v MAPE (mean absolute percent error): It is the average of the absolute value of the 
difference between the predicted and actual target variables, divided by actual target 
values.
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ML Performance Scores

ML model MSE MAPE (CD0) MAPE (Κ) MAPE (m0)

Solution 1

Linear regression 0.025 3.03% 8.37% 5.3%

Random forest regression 0.024 3.19 % 6.21% 5.77%

XGBoost 0.031 3.22% 6.04% 7.0%

Solution 2

Linear regression 0.025 3.03% 6.93% 4.67%

Random forest regression 0.021 3.01% 6.07% 3.89%

XGBoost 0.026 2.95% 6.13% 45.61%
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True vs ML Predicted Labels
v It predicts the central tendency of CD0 and κ values but may not fully capture their variability.
v The model accurately predicts m0 with clear distinctions between different aircraft types.

(kg)
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Important Features
In both Solutions, "Aircraft Type" emerged as the most influential feature, underscoring its 
significant impact on the predicted outcomes.

Solution 1 Solution 2
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ADK Simulation
v After the ML portion of the work is 

complete, the ML-derived models are 
evaluated using NASA’s Airspace 
Autonomy Development Kit (ADK) 
simulation software.

v ADK includes models of airspace, airports, 
aircraft performance, wind, weather, and 
atmospheric conditions. 

v We performed two sets of predictions for 
each flight, one using the baseline BADA 
APM parameters (fixed) and a second one 
using the ML-derived APM parameters 
(customized based on a specific flight).
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Conclusion and Contributions

v The inclusion of in-flight summary values enhanced the accuracy of our ML predictions.
v Aircraft type was shown to have the highest importance among all features which signifies its strong correlation 

with the initial mass of the aircraft (one of ML labels).
v ML parameters showed better trajectory prediction compared to baseline/fixed parameters in the ADK 

simulation.

v Developed a novel ODE-fitting approach that estimates all four APM parameters simultaneously.
v Engineered two ML solutions to map APM parameters to flight data. One leveraged preflight information, 

while the other used features derived from in-flight data.
v Built a pipeline consisting of data processing, ODE-fitting, and ML modeling to obtain updated APM 

coefficients using historical flight data from one year at four airports and three airframe types. 
v Simulated several flights in ADK and compared predicted trajectories using BADA parameters and ML ones.

Contributions:

Conclusions:
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