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Abstract  11 
Decades lasting research on the pulsating aurora suggested that this phenomenon 12 
forms as result of interactions between the magnetospheric keVs electrons and 13 
whistler-mode chorus waves. Arase satellite observation reported the direct 14 
evidence for this process confirming in situ measurement of highly correlated 15 
precipitated electrons and chorus wave activity. This paper presents the theoretical 16 
analysis of this observational event based on the SuperThermal Electron Transport 17 
(STET) code that simulates the highly dynamic environment of measured waves 18 
and particle data. Specifically, the STET code simulated results confirms the 19 
delicate loss-cone observation results of this mission and further reveals the broader 20 
energy range of precipitated electron fluxes that was not measurable by Arase 21 
satellite. 22 
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 26 
Key points: 27 
 28 

- Applying Arase satellite observations for the kinetic simulation of pulsating aurora. 29 
- STET code simulated precipitated electron fluxes driven by whistler-mode chorus 30 

waves. 31 
- Revealing hidden pulsating aurora dynamics in Arase observation using STET code.  32 
 33 

1. Introduction 34 
 35 
It was widely accepted for the past several decades that pulsating auroras are the result of 36 
interactions between the high-energy magnetospheric electrons and whistler-mode chorus waves 37 
(Johnstone, 1978, Davidson, 1990, Lessard, 2012, and Jaynes et al., 2013). Whistler-mode chorus 38 
waves are more effective in pitch angle scattering at geocentric distances r ≤ 8 RE (Ni, Thorne, 39 
Horne, et al., 2011; Ni, Thorne, Meredith, et al., 2011; Thorne et al., 2010; Miyoshi, et al., 2015, 40 
Li et al., 2013) and they are also associated with the electron precipitation processes in the region 41 
of diffuse aurora (Ma et al., 2020). Nishimura et al. (2010) have suggested that chorus waves 42 
interact with equatorial electrons to produce pulsating auroras, while Mozer et al. (2017) examined 43 
the role of time domain structures in the formation of this phenomenon. The rocket-borne 44 
measurements of electron modulations within pulsating aurora by Yau et al. (1981) provided a clear 45 



indication that electrons of different energies were being injected with temporal variability from 46 
the near-equatorial plane. 47 
 48 
The direct Arase spacecraft observations of magnetospheric electrons and chorus waves presented 49 
by Kasahara et al. (2018a), with associated observation of auroral pulsations observed by the 50 
ground based All-Sky Imagers (ASIs) of the THEMIS mission, provided the clear evidence that 51 
the pulsating aurora was formed via interaction of modulated chorus wave activity with 52 
magnetospheric electrons. This is, however, not the end of the story because the case study by 53 
Samara et al. (2017) of a pulsating auroral event imaged optically at high time resolution presented 54 
observational evidence of the role of atmosphere in the formation of additional time dependent 55 
pulsating aurora structures. Specifically, for the first time, Samara et al. (2017) demonstrated that 56 
a certain type of pulsating aurora is caused by electrons bouncing back and forth between the two 57 
hemispheres. 58 
 59 
The theoretical studies of aurora, as atmospheric phenomena, we mentioned above were focusing 60 
on the magnetospheric driver of electron precipitation into the atmosphere. However, as was 61 
suggested by Khazanov et al. (2017a, 2021a), aurora is not only driven by pure magnetospheric 62 
processes. Magnetosphere-Ionosphere-Atmosphere (MIA) coupling of the precipitated electrons 63 
and their interplay between the northern and southern hemispheres is also an additional mechanism 64 
that proves to be an important contributor in the formation of different kinds of auroras (Khazanov 65 
et al., 2020; Khazanov et al., 2021b). Such kind of processes also play an important role in the 66 
pulsating aurora studies. Recently, using the time dependent SuperThermal Electron Transport 67 
(STET) code, Khazanov et al. (2023a) successfully modeled the event presented by Samara et al. 68 
(2017) and achieved perfect agreement between the data and simulated results. 69 
 70 
The Arase spacecraft observations (Kasahara et al., 2018a) that are mentioned above, provide the 71 
detailed data of the chorus waves and associated high-energy electron environment, including the 72 
delicate measurements of loss-cone precipitated electron fluxes. They used the following criterion 73 
for loss-cone measurements: when the angle between the center of the field of view of their 74 
detector and the magnetic field is smaller than 2°, the detected electrons are inside the loss cone. 75 
The instrument field of view angular width is 3.5°. As Kasahara et al. (2018a) mentioned, “This 76 
approach needs caution regarding contamination from electrons outside the loss cone, because a 77 
fraction of the field of view can extend outside the loss cone.” Kasahara et al. (2018a) carefully 78 
evaluated the effects of the field of view angular range, and found that the contamination from 79 
fluxes outside the loss cone was insignificant, although not negligible, during this event. Such a 80 
careful examination of the precipitated electron data leads to the restricted energy range of 81 
measured loss-cone electrons. This obstacle, however, does not diminish the importance of the 82 
study by Kasahara et al. (2018a) and opens an additional venue for further analysis of Arase 83 
spacecraft observations using STET model based kinetic capabilities. 84 
 85 
This paper is organized into the following sections. Section 2 describes the Arase satellite 86 
observations. STET code setting and simulation results are presented in the Sections 3 and 4. 87 
Follow-up Section 5 summarizes studies that are presented in this manuscript. 88 
 89 

2. Arase Satellite Observa0ons  90 
 91 



2.1.Geomagnetic Storm on 27 March 2017 92 
The chorus-induced electron precipitation and pulsating aurora event analyzed by Kasahara et al. 93 
(2018a) occurred during the main phase of a geomagnetic storm on 27 March 2017. The two-day 94 
variations of Sym-H, Kp and AE indices are presented in Figures 1a-c. The geomagnetic storm 95 
commenced at ~00 UT on 27 March, and Sym-H reached minimum at ~12:30 - 12:40 UT on 27 96 
March (Figure 1a). This storm is classified as a moderate storm because the minimum Sym-H is 97 
about -85 nT. However, the Kp index reached high values of 6+ shortly after the Sym-H minimum 98 
(Figure 1b), and the AE index reached above 1500 nT during 10 - 11 UT and 18 - 19 UT on 27 99 
March (Figure 1c). The high Kp and AE indices suggests strong plasma convection and injection 100 
activities, which may favor the chorus wave generation (Li et al., 2009, 2010; Meredith et al., 101 
2020). 102 
 103 

2.2. Instrumentation 104 
We use the waves and electron measurements by Arase satellite (Miyoshi, Shinohara et al., 2018) 105 
to analyze the formation of pulsating aurora during this event. The Arase satellite has an orbital 106 
perigee at ~400 km, apogee at ~32000 km and inclination of ~31°. The background magnetic field 107 
is measured by Magnetic Field Experiment (MGF) at 8-s resolution (Matsuoka et al., 2018). The 108 
local electron gyrofrequency (fce,local) is calculated using the measured magnetic field, and the 109 
equatorial electron gyrofrequency (fce) is estimated using fce,local and the scaling of a dipole field 110 
geometry. The Plasma Wave Experiment (PWE) measures the wave electric and magnetic power 111 
spectral densities over a broad frequency range (Kasahara, Kasaba et al., 2018c). We use the 112 
Onboard Frequency Analyzer (OFA) of the Low-Frequency Wave Receiver (Matsuda et al., 2018) 113 
to obtain the chorus wave frequency spectrogram from 0.05 fce to fce frequencies. The OFA 114 
instrument also provides the data product of wave properties, including the wave normal angle, 115 
ellipticity and Poynting flux angle, inferred using the Singular Value Decomposition method 116 
(Santolik et al., 2003). The High Frequency Analyzer (HFA) of the High-Frequency Wave 117 
Receiver measures the wave electric power spectral densities from 2 kHz to 10 MHz (Kumamoto 118 
et al., 2018). We use the total electron density provided in the data products of HFA instrument, 119 
inferred by identifying the upper hybrid emissions.  120 
 121 
The Low-Energy and Medium-Energy Particle Experiments - Electron Analyzer (LEP-e and MEP-122 
e) measure the electron fluxes for different pitch angles at ~19 eV – 19 keV and ~7 keV – 90 keV 123 
energies, respectively (Kazama et al., 2017; Kasahara, Yokota et al., 2018b). We use the electron 124 
fluxes measured by LEP-e at energies below 7 keV and MEP-e at energies from 7 keV to 90 keV, 125 
and the measurements from the first and last energy channels are excluded. We estimate the local 126 
pitch angle of loss cone at the Arase location assuming a dipole magnetic field geometry and 127 
identify the observed precipitating electron fluxes as the electrons with pitch angles smaller than 128 
the loss cone pitch angle using MEP-e measurements. This method relies on the dipole assumption 129 
and does not account for the look-direction width of the electron detectors, so some electron fluxes 130 
outside the loss cone may be included. However, as will be shown in Section 2.3, our method 131 
captures the major features of the precipitating electron fluxes obtained by Kasahara et al. (2018a). 132 
 133 

2.3. Particle and Wave Data 134 
The Arase measurements during 08 – 13 UT on 27 March 2017 are presented in Figures 1d-g. 135 
Arase was travelling from the southern hemisphere (-26.3° magnetic latitude) to the northern 136 
hemisphere (6.5° magnetic latitude), from L = 2.8 to L = 6, and over the nightside (23.5 h to 4.4 h 137 



magnetic local time, MLT). Figure 1d shows the waves measurement at 2-500 kHz frequencies 138 
overplotted with the local electron gyrofrequency and the upper hybrid resonance frequency (fUH). 139 
The plasmapause crossing is identified at ~08:20 UT, after which the electron cyclotron harmonic 140 
(ECH) waves were observed at frequencies between fce,local and fUH. The ECH waves are 141 
significantly intensified after ~09:30 UT.  142 
 143 
Figure 1e shows the whistler-mode wave observation at frequencies from 50 Hz to 20 kHz. Lower 144 
band chorus (LBC) waves were observed during 09:20 - 13:00 UT over 0.05 - 0.5 fce frequencies, 145 
and upper band chorus (UBC) waves were observed during 10:30 – 12:30 UT over 0.5 - 1 fce 146 
frequencies. The LBC wave intensity reached the high values of 100 pT2/Hz. The waves were 147 
highly bursty during 10:00 – 12:20 UT, showing fast temporal variation of wave power within a 148 
few minutes or less. After 12:20 UT, the LBC waves present less significant short-time variation 149 
but still have high wave intensity. Figure 1f shows the chorus wave Poynting flux angle at 0.05 – 150 
1 fce frequencies for the wave intensities higher than 0.01 pT2/Hz. The Poynting flux angle shows 151 
that the lower and upper band chorus waves propagate from equator to high latitudes towards the 152 
Earth; i.e., the waves in the southern hemisphere propagate in the direction opposite to the field 153 
line before 11:35 UT, and the waves in the northern hemisphere propagate along the field line after 154 
11:35 UT. The wave propagation property suggests that the waves are generated at the equator. 155 
 156 
Figure 1g shows the electron flux measurements by the LEP-e and MEP-e instruments. Some 157 
electron injections at 0.1 – 10 keV energies were observed after 09:20 UT, and higher energy (> 158 
10 keV) electron flux enhancements were observed during 10:10 – 11:10 UT. The energetic 159 
electrons from injections may interact with the chorus waves and be scattered into the loss cone.  160 
 161 
We analyze 40-min period of 10:40 – 11:20 in Figure 2, when Arase was close to the equator at 162 
5.7 < L < 6, and strong chorus waves were observed. Figure 2a shows the total electron density 163 
inferred using the upper hybrid line (black), and the partial electron density calculated using the 164 
electron flux measurements by LEP-e and MEP-e instruments. The total electron density is about 165 
3 – 4 cm-3, and the density for electrons at > 19 eV energies is ≲ 50% of the total density.   166 
 167 
Figure 2b shows the bursts of chorus waves with strong intensity below 0.5 fce. The wave normal 168 
angle of LBC is primarily field aligned (below 30°) (Figure 2c), and the wave normal angle of 169 
UBC is larger although the magnetic intensity is much lower than that of LBC. Figure 2d shows 170 
the integral wave amplitude of LBC and UBC at ~1 sec time cadence. The peak of LBC wave 171 
amplitude is higher than 500 pT, and the majority of the wave amplitudes are in the range of 50 – 172 
500 pT. The amplitude of UBC wave amplitude is mostly below ~50 pT. 173 
 174 
Figures 2e-f show the electron fluxes measured by MEP-e instrument at pitch angles outside the 175 
dipole loss cone and inside the dipole loss cone, respectively. The precipitating electron fluxes 176 
measured during 10:45 – 11:15 UT overall agree with the features reported by Kasahara et al. 177 
(2018a). Although the measurements inside the loss cone are not always available for the full 178 
energy range of 7 – 90 keV during this period, some high electron fluxes are correlated with the 179 
LBC wave bursts (e.g., during 10:47 – 10:49 UT, 10:52 – 10:57 UT, and 11:11 – 11:16 UT). The 180 
UBC waves during 11:10 – 11:12 UT may be associated with the precipitating electron fluxes at 181 
energies below 10 keV despite the limited measurements at low energies. Simulations are required 182 



to produce the full energy spectrum of precipitating electron fluxes due to the observed chorus 183 
waves. 184 
 185 
Figure 3 shows the processed data of waves and electron fluxes which are used in the STET 186 
simulations. Because the time resolution of electron flux measurements by MEP-e is about 8 s, we 187 
averaged the chorus waves measurements in every ~8 s time window to unify the time cadence 188 
between waves and particles. The wave amplitude in ~8 s cadence is smoother in time and still 189 
shows the modulation of chorus wave bursts (Figure 3a). The electron flux measured outside the 190 
loss cone ("Trapped Flux") are interpolated in energy with a step of 1 eV (Figure 3b), which will 191 
be used as simulation input. The electron flux measured inside the loss cone ("Precipitating Flux") 192 
are also interpolated in energy with a step of 1 eV (Figure 3c), which will be used as comparison 193 
to the simulated electron fluxes in the loss cone. Considering the limitations of particle 194 
measurements inside the loss cone, data interpolation is performed to fill in the gaps of the 195 
measured precipitating flux as a function of energy (e.g., for ~15 – 45 keV energies during 0 – 2 196 
min after 10:40 UT) to obtain a better coverage of precipitating electron measurements. 197 
 198 

3. STET Code Se8ng 199 
 200 

3.1 Time-dependent STET code 201 
The Time-Dependent STET code to be used in this paper solves the gyro-average kinetic equation 202 
for electron energies above 1 eV and is well documented (Khazanov, 2011; Khazanov et al., 2021b). 203 
Applying this kinetic equation for the study of superthermal electron (SE) transport in the pulsating 204 
aurora this equation can be presented as  205 

!
"
#$
#%
+ 𝜇 #$

#&
− !'(!

)
(!
*
#*
#&
− +

,
) #$
#(
+ 𝐸𝐹𝜇	 #

#,
($
,
) 	= 𝑄 + ⟨𝑆⟩	,             (1) 206 

where the electron number flux Φ=2Ef/m2 is a function of time (t), s is the distance along the 207 
magnetic field, 𝜇 is the cosine of the pitch angle, E is the electron energy, and F is the electric field 208 
force. The right-hand side represents the source term Q due to photoionization and the loss terms 209 
⟨S⟩ due to the various electron collisional processes. The collision terms in STET code include 210 
elastic collisions between charged and neutral particles, all non-elastic collisions between electrons 211 
and neutrals for the electron energies above of 1 eV, and wave-particle interaction (WPI) between 212 
the electrons and the whistler-mode chorus using the data presented in the Section 2. STET code 213 
can provide the full energy and pitch-angle distribution of SE along the closed magnetic field lines 214 
without interruption between the magnetosphere and the ionosphere, thus providing a useful tool 215 
to understand the MIA coupling dynamics in the auroral regions. STET is a well-established code 216 
developed and improved in the past few decades. A detailed derivation of these collisional and 217 
WPI terms is given in Khazanov (2011) and Khazanov et al. (2015) and all of them are explicitly 218 
presented in the recent papers by Khazanov et al. (2020, 2021b).   219 
 220 
The multiple dissipation processes of magnetospheric electrons in aurora are associated with the 221 
cascading of high-energy electrons toward smaller energies and the production of secondary, 222 
tertiary, and further resultant electrons. Such ionization cascades can be treated with just a single 223 
kinetic equation that takes all the collisional processes into account and seamlessly propagate the 224 
solution of Equation (1) along the nonhomogeneous geomagnetic field lines in the presence of 225 
WPI processes and with participation of two magnetically conjugate regions of northern and 226 
southern hemispheres. 227 



 228 
As it was discussed in the book by Khazanov (2011), it is convenient to change variables in (1) 229 
from  to  , where 230 

                (2) 231 

with  and  denoting the magnetic field strength and the cosine of the pitch-angle at the 232 
magnetic equator of the flux-tube. After the change of variables, the mirror force in the equation 233 
of (1) disappears, and   now becomes a slowly varying function with s that greatly reduces 234 
computational effects associated with approximating errors in the derivatives (see Khazanov (2011) 235 
for the details). Figure 4, adapted from the paper by Khazanov et al. (2015), represents the regions 236 
for the solution of kinetic equation (1) using different pitch angle variables connected by (2).  237 
 238 
As we further discuss in Subsection 3.3, initiated electron precipitations from the magnetosphere 239 
to ionosphere-atmosphere region are driven by chorus wave activity presented in Figures 2, via 240 
their interactions with the trapped electrons that are shown in Figure 5. The boundary conditions 241 
were set up in velocity space above 19 eV (low energy limit of electron distribution function by 242 
Arase satellite observations) at the loss-cone (see red lines, 𝜇-.  and 𝜇𝑜-. 	in the Figure 4). As time 243 
progresses, electron fluxes at this boundary change. As it was discussed by Khazanov et al. (2015), 244 
here we allow the communication between the initially trapped magnetospheric electrons (yellow 245 
region in Figure 4) and the electrons with the same energies that initially scattered by chorus waves 246 
to the atmosphere and return to magnetospheric equatorial plane through the loss-cone (blue region 247 
in Figure 4) after multiple backscatter and degradation precipitated electrons in both magnetically 248 
conjugated regions. In another word, we allow (as it’s supposed to be) the magnetospheric 249 
electrons scattered by the atmosphere to communicate back and forth between the loss cone and 250 
trapped zones as they travel back to the magnetosphere and to the magnetically conjugate 251 
ionospheric regions, iterating the solution of (1) in variables at the lines of ∓𝜇/0(𝑠) =252 

81 − 𝐵1/𝐵(𝑠) as discussed by Khazanov et al. (2015). The quantitative analysis of these effects 253 
for the different energies and pitch-angles was presented by Khazanov et al. (2017b) in their 254 
Figures 3-5.  255 
 256 
The demonstration of this communication between the loss-cone and trapped regions also is 257 
presented below, in the Subsection 3.4, in the vicinity of Arase satellite location.  In the presence 258 
of the strong chorus wave activity measured by Arase spacecraft (Figure 2), such an approach 259 
naturally includes the multiple atmospheric electron backscatter in magnetically conjugate 260 
atmospheric regions and an exchange between the loss-cone and trapped regions. Further, we 261 
assume that trapped electron fluxes presented in Figure 3, measured for the pitch-angles outside 262 
the loss cone, are isotropic and their energy distribution change in time and space as is shown at 263 
this figure. 264 
 265 
The simulations that are presented below were performed in the tilted dipole magnetic field 266 
geometry as it is shown in Figure 5 and used the following inputs to the STET model. The neutral 267 
atmospheric model used is the MSIS-90 (Hedin, 1991). The plasma density structure in the 268 
ionosphere is based on the International Reference Ionosphere (IRI-2016) model (Bilitza et al., 269 
2017), and extended into the magnetosphere based on electron density measurements presented in 270 
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Section 2. Cross sections for elastic collisions, state-specific excitation and ionization were taken 271 
from Solomon et al. (1988). 272 
 273 

3.2 Quasi-Linear Modeling of Electron Diffusion 274 
To describe the interaction of chorus waves with the trapped energetic electron population, we use 275 
quasi-linear (QL) diffusion collision term that is symbolically included in the kinetic equation of 276 
(1) as ⟨S⟩, as all others collisional processes of precipitated electrons with the cold plasma and the 277 
neutral atmospheric components. All these specific collisional processes are described in all details 278 
in the book by Khazanov (2010) and will not be repeated here. The only term that we must mention 279 
here is an applicability of QL theory in the description of trapped magnetospheric electron 280 
interaction with such a strong chorus wave activity measured by Arase satellite and presented in 281 
Figures 2b-d and 3a.  282 
 283 
The QL theory assumes that the wave magnetic field is much weaker than the background magnetic 284 
field and the waves are broadband and incoherent (Kennel and Englemann, 1966). Following these 285 
assumptions, the particle phase space density evolution could be described as diffusive processes 286 
in the pitch angle and momentum spaces. The QL modeling is useful to evaluate the long-term (> 287 
10 min) particle dynamics due to resonant interaction with plasma waves. 288 
 289 
Large amplitude LBC waves in a broad frequency spectrum are observed during 10:40 – 11:20 UT 290 
(Figures 2b-c). The peaks of 8-sec average wave amplitude are about 500 pT, although the high 291 
amplitudes lasted for short timescales (Figure 3a). Gan et al. (2022) suggested that the difference 292 
between test-particle simulation which includes nonlinear effects and the quasilinear modeling is 293 
small for a broad band chorus with a wave amplitude less than 300 pT at L = 6, assuming that the 294 
wave normal angle is 0°. The threshold of wave amplitude may be higher than 300 pT if we 295 
consider a range of wave normal angle or the concurrent UBC wave activities. During this event, 296 
nonlinear interaction may have potential effects as the wave amplitude in 1-sec resolution reaches 297 
higher than 500 pT (Figure 2c), or at the times of 4 peak wave amplitudes (~500 pT) in 8-sec 298 
resolution (Figure 3a). However, the wave magnetic fields are much smaller than the background 299 
magnetic field (100 - 200 nT). In addition, the duration of the large amplitude chorus is very short. 300 
During the majority of the 40-min interval, the wave amplitudes are below 300 pT (Figure 3a), 301 
suggesting that the quasilinear theory is still applicable to simulate the overall features for most of 302 
the times. 303 
 304 
To account for the potential variation of wave frequency spectrum and background parameters 305 
(total magnetic field strength at the equator B0 and electron density Ne), we calculate the electron 306 
diffusion coefficients in every 10 min time interval of observations. Figure 6 shows the 10-min 307 
averaged observations of wave frequency spectrum, B0, Ne, and wave amplitudes of LBC (Bw,LBC) 308 
and UBC (Bw,UBC). The 10-min averaged wave amplitudes are below the threshold of nonlinear 309 
effects by Gan et al. (2022). The wave frequency spectrum of LBC is relatively stable, and the 310 
UBC wave appears during the last interval. The observed wave amplitudes (Figure 3a) will be used 311 
to scale the diffusion coefficients to account for the temporal variation of LBC wave bursts and 312 
the UBC wave activity. 313 
 314 
Using the wave frequency spectrum and parameters in Figure 6, we calculate the local diffusion 315 
coefficients from 0° to 20° magnetic latitude using the UCLA Full Diffusion Code (Ni et al., 2011; 316 



Ma et al., 2018). Ten orders of harmonic resonances and Landau resonance are included in the 317 
calculation. The total electron density is assumed to be a constant from equator to 20° magnetic 318 
latitude. The diffusion code uses a dipolar magnetic field model with the magnetic field strength 319 
scaled to the observation at the Arase latitude. The wave normal angle (𝜃) is assumed to be quasi-320 
field aligned. The wave magnetic power is assumed to be proportional to exp	(−(2345'2345"

2345#
))) 321 

with 𝜃6 = 0° and 𝜃7 = 30°. The quasi-field aligned wave normal angle assumption is consistent 322 
with the observation in Figure 2c. Oblique chorus waves have been observed in the previous 323 
studies (e.g., Li et al., 2016), and their precipitation effects (Goyal et al., 2017, 2018) and the 324 
subsequent MIA energy interplay will be an interesting future study. 325 
 326 
We computed the computed local diffusion coefficients which are inputs to the STET code. Figure 327 
7 shows the pitch angle diffusion coefficients at selected latitudes (0°, 5°, 10° and 20°), 328 
representative for the major features of pitch angle scattering effects. The pitch angle scattering 329 
rates due to chorus waves at lower latitudes are higher for low energy electrons than the waves at 330 
higher latitudes. The waves at higher latitudes could be the dominant source of electron scattering 331 
at high energies. For example, the waves at 0° latitude are less efficient in scattering > 20 keV 332 
electrons than the waves at 20° latitude. The < 30 keV electron scattering rates by chorus waves at 333 
latitudes higher than 20° are much smaller than the waves within 10° latitude. The electron 334 
scattering by LBC slightly shifts to lower energies as time evolves from the first interval (10:40 – 335 
10:50 UT) to the last interval (11:10 - 11:20 UT). The UBC effects are most evident during the last 336 
interval for the energies below 2 keV and pitch angles below 40° (Figure 7d). The diffusion 337 
coefficient variations during each 10-min interval will be incorporated in the STET simulations 338 
using the relation that 𝐷88 ∝ 𝐵7) . 339 
 340 

3.3 The Simulation Scenario 341 
The simulation scenario that is used below in the analysis of Arase satellite observation is like our 342 
previous STET code setting of aurora precipitation phenomena that, besides the chorus waves other 343 
magnetospheric waves were considered: electron cyclotron harmonics waves (Khazanov et al., 344 
2015); time domain structures (Khazanov et al., 2021c), and hiss waves (Khazanov et al., 2022b). 345 
In the analysis presented in these papers chorus waves were also considered and their relative role 346 
in electron precipitation phenomenon was examined focusing on steady-state conditions. 347 
 348 
Presented in Figures 1d-g and Figure 2 Arase satellite data are very dynamical, and their analysis 349 
requires the usage of a non-steady STET code formalism (Khazanov, 2011). This code was recently 350 
validated to analyze the electron precipitation temporal dynamics during two substorms on 16 351 
February 2010 (Khazanov et al., 2022a), simulate the electron thermal heat fluxes during the Saint 352 
Patrick's Days 2013 and 2015 geomagnetic storms (Khazanov et al., 2023b), and explain the 353 
pulsating aurora event that was imaged optically at high time resolution by Samara et al. (2017). 354 
This measurement provided direct observational evidence of the interhemispheric electron 355 
bouncing phenomena, previously predicted by STET code (Khazanov et al., 2015) and now 356 
quantitatively explained by Khazanov et al. (2023a) using these high time resolution optical 357 
observations. 358 
 359 
Figure 5, adapted from our previous studies, presents the simulation scenario of STET code in the 360 
analysis of Arase satellite observations on the time scale of 40 minutes as are shown in Figures 2-361 



3. Strong chorus waves (Figure 3a) in the equatorial plane of magnetosphere interact with the 362 
trapped electron fluxes measured outside the loss cone (Figure 3b) and create the electron 363 
precipitation into the loss cone. These fluxes are denoted in this figure as the Precipitating Primary 364 
Fluxes (large red and yellow arrows in Figure 5), have pure magnetospheric origin, and deliver 365 
their energy to both northern and southern magnetically conjugate regions at the same time. As it 366 
was discussed in our previous studies, some of the primary electrons that precipitate into the 367 
atmosphere are backscattered into the magnetosphere and are denoted as the Primary Reflected 368 
Flux in Figure 5. Impact ionization and collisions with neutrals cause the energy degradation of 369 
the primary electrons and the production of secondary electrons. The mixed population of primary 370 
and secondary (denoted as Escaping Secondary Flux (blue arrows in Figure 2)) electrons cascade 371 
toward lower energies and escape to the magnetospheric altitudes. 372 
 373 
When these primary reflected and escaping secondary electrons move back inside the loss-cone to 374 
the magnetosphere, passing the region of intense chorus wave activity, some of these electrons are 375 
scattered back to the trap zone (yellow region in Figure 4), become trapped by the magnetic field, 376 
and move between the magnetic point of reflections while continually losing their energy colliding 377 
with the thermal electron populations, forming so-called Returned Thermal Flux that is shown in 378 
Figure 5 by purple arrow.  Some of these primary reflected and escaping secondary electrons that 379 
ended up in the geomagnetic trap can be scattered back to the loss-cone and travel back and forth 380 
between the two magnetically conjugate regions, repeating these passes in the velocity and 381 
configurational spaces multiple times till they completely lose their energy. 382 
 383 
All these processes that we discuss above are hidden in the experimental data and can be only 384 
revealed during the specific setting of the STET code. We used such an approach in the past to 385 
reveal the role of multiple backscatter atmospheric processes in the formation of electron 386 
precipitation in the diffuse aurora (Khazanov et al., 2017; 2021a). In these two studies, we were 387 
setting the specifically designed simulation scenarios of the STET code to clearly distinguish 388 
between the magnetospheric and ionospheric contributions to the precipitating electrons in the 389 
region of diffuse aurora. As it was demonstrated in these papers, atmospheric collisional processes, 390 
and the overall MIA energy circulation dynamics, with the participation of two magnetically 391 
conjugate hemispheres, play a very important role in the formation of electron energy fluxes that 392 
are coming from the magnetosphere. We refer readers to these studies in the connection with 393 
results presented in this manuscript. 394 
 395 
Applying this simulation scenario to the analyses of Arase satellite observations, one should 396 
always keep in mind that trapped electron population presented in Figure 2e and used below in 397 
their interaction with strong chorus waves as shown in Figure 2b, already accounted for all above-398 
mentioned processes. By using these data, one only hopes to verify the precipitated loss-cone 399 
electron fluxes that are shown for some of the energies in Figure 2f and have not been used in the 400 
setting of STET simulation scenario. These data only capture the electron precipitation when the 401 
angle between the center of the field of view of Arase satellite detector and the magnetic field is 402 
smaller than the local pitch angle of loss cone (~2°). STET code, however, has no restriction in the 403 
representation of precipitated electron fluxes and can reveal all precipitated fluxes entering upper 404 
ionospheric altitudes at all considered energies. 405 
 406 



Proceeding to the STET simulated results presented in this manuscript that are associated with 407 
Arase satellite pulsating aurora observations we will return to this discussion above regarding the 408 
connection between the experimental and theoretical results.  409 
 410 

3.4 Electron Dynamics in the Vicinity of Arase Satellite Loca>on 411 
To demonstrate some of our points presented in the previous subsection, let us discuss electron 412 
flux formation dynamics near the magnetospheric equatorial plane where Arase satellite was 413 
located. As we mentioned in Section 2 of this manuscript the chorus wave data (Figure 2b) were 414 
measured with time resolution of ~1 second. On the other hand, the particle measurement had the 415 
time resolution of ~8 seconds. Apparently, because of this, in the correlation analysis presented by 416 
Kasahara et al. (2018a), wave and particle observations do not always coincide. That is why for 417 
the consistency between the wave and particle data in all STET simulation presented below, we 418 
average wave data over the time interval of 8 seconds to match the time resolution of electron 419 
fluxes (Figure 3). 420 
 421 
As we mentioned in the previous subsection, any particle experimental data include all these 422 
processes that are associated with the pulsating aurora formation we presented in Figure 5. Because 423 
the major focus in our manuscript is electron precipitation studies provided by Arase satellite 424 
observations, let us reveal the initial stage of particle as an exchange between the loss-cone and 425 
trapped zones as was shown and discussed in the Figure 4 in the vicinity of this satellite at the 426 
beginning of the measurements presented in Figure 3, at the time of 10.40. 427 
 428 
Figure 8 shows three loss-cone energy-time spectral windows at pitch-angles of 0o, 1.4o, 2.11o, 429 
along with the pitch-angle of 2.81o located in the trapped zone, in proximity from the loss-cone 430 
boundary that is indicated in Figure 4 by red line. This figure represents an artificial STET run 431 
scenario when electrons that are driven to the loss-cone area via WPI processes stay in this region 432 
(blue area in Figure 4) bounce back and forth between the two of magnetically conjugate regions, 433 
without an exchange with the magnetospheric trapped population located in the yellow region of 434 
Figure 4. Previously such case was analyzed using steady state STET code simulations (Khazanov 435 
et al., 2017b) where all electron distribution function peculiarities that characterize pulsating 436 
aurora were completely missing.  437 
 438 
Analyzing the dynamics in Figure 8, it is interesting to note that for 10s eV electrons, simulation 439 
results show that electron fluxes at 90-degree pitch-angles are smaller than those at lower ones 440 
inside the loss cone. The mechanism of such electron distribution function behavior is the 441 
following: the initially trapped high-energy electrons driven by WPI processes enter the loss cone, 442 
precipitate to the atmosphere and produce the secondary electrons in the energy range below 100 443 
eV. As shown in Figure 5, these electrons precipitate to both magnetically conjugate regions and 444 
travel back and forth inside the loss cone, elevating initially smaller fluxes in this zone. The effect 445 
of elevated upward-moving electrons has been seen in our previous kinetic studies (Khazanov et 446 
al., 2014, 2017b, 2021a) and is consistent with FAST (Fast Auroral SnapshoT explorer) 447 
observations by Dombeck et al. (2018). 448 
 449 
When precipitated magnetospheric electrons reach atmospheric altitudes in both magnetically 450 
conjugate regions, they lose some energy experiencing nonelastic collisions with atmospheric 451 
population and partly backscatter back to the magnetosphere from the northern and southern 452 



hemispheres (see Figure 5). As they travel back and forth between these two regions and cross the 453 
geomagnetic equatorial plane, the chorus wave activity that created electron precipitation to begin 454 
with to the atmosphere, partly scatter returning to the magnetosphere electrons back to the trap 455 
zone that represent the yellow region in Figure 4. Figure 9 that has the similar notation with Figure 456 
8 represents the non-steady STET code simulation when an exchange between the loss cone and 457 
trapped zones are naturally considered. As we mentioned in the Section 3.1, the quantitative 458 
analysis of these effects for the different energies and pitch-angles was presented by Khazanov et 459 
al. (2017b) in their Figures 3-5.  460 
 461 
Compared to the Figure 8, the latest plot shows the complexity in the electron precipitation 462 
dynamics that is one of the features of the pulsating aurora. It also shows returning from the 463 
atmosphere electrons that are trapped back to the magnetosphere. Apparently, some of the 464 
modulation of trapped magnetospheric electrons presented in Figures 3b and 9 partly represent the 465 
dynamics of magnetospheric electrons in the velocity space that corresponds to their multiple 466 
atmospheric backscatters in the magnetically conjugate regions (Khazanov et al., 2023a) as well 467 
as an exchange between the loss cone and trapped zones. 468 
 469 
4 STET Code Simulated Results 470 
 471 
Transitioning to the Arase satellite based non-steady state STET simulations, we note that all these 472 
results were obtained based on complete scenario of electron precipitation dynamics that we 473 
outlined in the Subsection 3.3 and presented in Figure 5. We also made time resolution of wave 474 
activity consistent with particle measurements by averaging wave data over the time interval of 8 475 
second and restricted the upper energy range of simulated results to the auroral electron energies 476 
of 30 keV (Figure 3). 477 
 478 

4.1 Precipitated Fluxes 479 
The lower energy electron observations in the Arase satellite data that correspond to the trapped 480 
magnetospheric electrons starts with energies of 19 eV (Figure 1g). Based on the results of analysis 481 
by Khazanov et al. (2021a), this is the energy flux of ionospheric origin. In fact, as presented in 482 
the above-mentioned reference, the transitional energy between the electrons of ionospheric and 483 
magnetospheric origins depends on the shape of the distribution function of magnetospheric 484 
electrons and lies in the range of 200-400 eV. This fact confirms the electrons traveling in the 485 
velocity space and the exchange between the loss cone and trapped zones as was demonstrated in 486 
Subsection 3.4.  487 
 488 
Now, let now us consider the electron precipitation that we mentioned in Section 2, organizing 489 
them in the logical loop of their formation as presented in the Figure 5. Figure 10a shows the 490 
experimental electron data outside of the loss-cone that are labeled as Trapped Flux Observations. 491 
These fluxes are presented for the time interval of 40 minutes with time resolution of 8 seconds 492 
from the beginning of this observational event, 2017-03-27/10:40, at the locations that are labeled 493 
on the bottom of Figure 2. Below Figure 10a, we show the corresponding to this time interval 494 
observations of wave data, Figure 10b, that were averaged over the 8 seconds to be consistent with 495 
particle observations and labeled as Arase Waves Observations. 496 
 497 



Both Figures 10a,b represent the inputs to the STET code that initiate the precipitating primary 498 
fluxes and the follow-up electron precipitation dynamics and energy interchange in the velocity 499 
and configuration spaces as is shown in Figure 5 and described in details in Subsections 3.3 and 500 
3.4. Because the electron and wave data before the time of 2017-03-27/10:40 are unavailable, the 501 
initial condition in the solution of (1) is assumed to be zero. Corresponding to the Figures 10ab 502 
measured by Arase satellite loss-cone energy fluxes are presented in Figure 10c on the same time 503 
interval with time resolution of 8 seconds and labeled as Loss Cone Observations.  504 
 505 
Compared to the trapped electron flux observations shown in Figure 10a, the loss-cone fluxes 506 
presented in Figure 10c have restricted electron energy and time ranges. Here the hidden electron 507 
precipitated fluxes are attributed to the fact that they are only measured when the angle between 508 
the center of the field of view of the electron detector and the magnetic field is smaller than 2° 509 
(Kasahara et al., 2018a). These authors found good correlation between the chorus waves and loss-510 
cone electron flux at the energy of 24.5 keV. This indicates that wave–particle interaction is indeed 511 
taking place, and it was concluded that combination of electron energy and wave frequency of 512 
0.38–0.64 kHz satisfies the cyclotron resonance condition.  513 
 514 
Kasahara et al. (2018a), in Figure 4 of their manuscript, discussed the variability in the quasi-515 
parallel electron flux (pitch-angles 20o-40o) outside the loss cone and found it nearly stable 516 
compared to the dynamic modulation of the loss-cone fluxes and chorus waves power. This 517 
conclusion, however, regarding near stable electron flux variations in the trap zone is relevant only 518 
for the high energy electron fluxes above of about approximately 1 keV. Below these energies, as 519 
is shown in the Arase based data in Figure 2f, one also can see the strong modulated electron fluxes. 520 
We cannot to explain the dynamical nature of this low energy trapped electrons modulation and 521 
only speculate that such a temporal variability of these electrons is not only because of changes in 522 
the chorus wave activity presented in Figure 10b. The electron energy exchange between the loss-523 
cone and trapped zones, that was discussed in Subsection 3.4 of this manuscript, in combination 524 
with their MIA coupling between the two of magnetically conjugate regions (Khazanov et al., 525 
2023a) also can be involved in such a modulation of lower energy electrons.   526 
 527 
Compared to the slow high energy electron viability in the trap zone, the precipitated electrons 528 
presented in Figure 10c follow the dynamic of chorus wave activity and their intensity visually 529 
correlate with the power of chorus waves that are shown in Figure 10b. For example, sharp drop 530 
of chorus wave intensity in the vicinity of 5 mins data (Figure 10b) leads to the corresponding drop 531 
of electron precipitated fluxes that covers the broad energy range of keV electrons. Also, the 532 
intensification of the wave activity in the vicinity of 25 minutes correspondingly leads to the 533 
increase the precipitated electron fluxes. Such tendencies in wave activity and precipitated high 534 
energy electrons remain to be the same when the loss-cone precipitations that are shown in Figures 535 
10bc are available. The correlation between the chorus wave activity and precipitated electron 536 
fluxes is nicely demonstrated in the original study by Kasahara et al. (2018a) in their Figure 4, and 537 
our simulations results seems consistent with this data. 538 
 539 
Finally, in this subsection we show the results of STET code simulation that are driven by the 540 
particle and wave data of Arase satellite measurements presented in Figures 10ab. Figure 10d 541 
presents loss-cone STET simulated results of electron precipitated fluxes. For convenience, these 542 
data are shown at the time and energies corresponding to the actual measurement of electron 543 



precipitation in Figure 10c when the angle between the center of the field of view of the electron 544 
detector and the magnetic field is smaller than 2o.  545 
 546 
Note, as we discussed in the Section 2, here, in Figure 10c, we show electron precipitating fluxes 547 
that include their interpolation in small time areas of 0-4 mins and around 32 mins after simulation 548 
were started. This has been done for two reasons: 1. To validate interpolation technique presented 549 
in the Section 2 and provide to experimentalists the guidance of revealing some of the uncertain 550 
observational data, and 2. Find additional simulation scenario for STET code validation. 551 
 552 
The general qualitative tendency of STET electron precipitation is in line with the experimental 553 
results and well correlated with behavior of chorus wave activity in Figure 10b. For example, sharp 554 
drop of chorus wave intensity in the vicinity of 5 mins data (Figure 10b) leads to the corresponding 555 
drop of electron precipitation fluxes, and the intensification of the wave activity in the vicinity of 556 
25 minutes correspondingly leads to the increase the precipitated electron fluxes. These are very 557 
similar to the experimental results shown in Figure 10c. Quantitatively, however, the experimental 558 
and theoretical loss-cone fluxes have some differences. For example, one can observe in Figure 559 
10d smaller fluxes (compared to Figure 10c) at the beginning of the simulation, that are related to 560 
the selected prehistory of electron fluxes which are assumed to be zero. This was done intentionally 561 
to demonstrate the electron flux precipitation development in the vicinity of the main phase of this 562 
magnetic storm. We also should not exclude the fact that the loss-cone at the altitudes of Arase 563 
satellite is very small, and the loss-cone measurement technique requires a very delicate analysis. 564 
As we discussed above, Kasahara et al. (2018a) mentioned that this “approach needs caution 565 
regarding contamination from electrons outside the loss cone, because a fraction of the field of 566 
view can extend outside the loss cone.” 567 
 568 
Interestingly to note here that the data presented in Figure 10c around 0-4 mins and 32 mins after 569 
simulation started, as results of interpolating loss-cone observational electron fluxes compare well 570 
with corresponding STET simulated fluxes in Figure 10d. The latter verifies the accuracy of 571 
interpolation procedure of these electron fluxes presented in the Section 2. 572 
 573 
Continue with electron precipitation analysis, Figure 10e presents electron fluxes in time-energy 574 
domain that were “hidden” in Arase satellite experiment because the angle between the center of 575 
the field of view of the electron detector and the magnetic field was apparently bigger than 2o, that 576 
is required for the registration of loss-cone fluxes. Electron fluxes in this figure are also seen at the 577 
very low energies down to 1 eV. These fluxes are below the lowest measurable energy in the 578 
trapped fluxes, 19 eV, presented in Figure 10a and resulted from MIA energy interplay as was 579 
shown and discussed in Figure 5. One can see the clear correlation of this “missing” fluxes with 580 
the activity of chorus waves in Figure 10b; at the times of about 3, 6, 20, 27, and 35 observational 581 
minutes, when wave activity drops, the intensities of electron precipitation are dropping for all 582 
presented energies and at the same time. 583 
 584 
The preliminary analysis of temporal variability of precipitated electron fluxes presented in 585 
Figures 10de shows the consistency of their periods with the auroral pulsations ranging from a few 586 
seconds to a few tens of seconds (e.g., Johnstone, 1978; Samara et al., 2017). In this manuscript, 587 
we do not consider any optical time-dependent emissions generated by the STET code simulations 588 



and assume that the electron energy flux, the major focus of our analysis, is roughly proportional 589 
to the total optical intensity of the aurora (Stenbaek-Nielsen et al., 1998).  590 
 591 
As was discussed by Ozaki et al. (2018), coordinated Arase and Ground-based network 592 
observations (PWING) of a pulsating aurora provide the observational evidence that pulsating 593 
auroras reflect the rapid spatiotemporal evolution of the wave-particle interaction region on 594 
timescales of less than 1 s. As follows from their study the “intensity modulations of a pulsating 595 
aurora are clearly related to successive discrete chorus elements and also possibly associated with 596 
chorus subpacket structures at a time scale of tens of milliseconds”. Another time scale that relates 597 
to the optical emission in the pulsating aurora is associated with the bouncing time of precipitated 598 
electrons between the northern and southern hemispheres (Khazanov et al., 2023a). 599 
 600 

4.2 Global View of Electron Distribution Function 601 
Continuing the discussion of Arase experiment, Figure 11 shows the global view of SE fluxes as a 602 
function of distance along the magnetic field line, and their velocity space characteristics 603 
associated with Arase experiment at three different selected times after the time of 2017-03-604 
27/10:40. The first column presents SE omnidirectional fluxes along the magnetic field line from 605 
150 km to the magnetic equator. The second column demonstrates pitch-angle/energy 606 
configurations at the magnetic equator, and the third column shows equatorial energy distribution 607 
for the pitch angles of 0º – 90º.  608 
 609 
The simulation output and some plotting scales in Figure 11 are chosen in a way to survey and to 610 
show prominent features of electron distribution function. This includes irregular distance grids 611 
for the first column (y-axis) with finer spacing at lower distances, finer grids at lower energies in 612 
the second column (x-axis) and irregular pitch-angle intervals in the third column (x-axis). This, 613 
however, shows pretty accurate representation of the line plots that were created for the comparison 614 
of these results but not shown here. We refer reader to the similar approach that was used by 615 
Khazanov et al. (2022b) to verify similar representation of simulation results. 616 
 617 
Figure 12 is very similar to the second and third columns in Figure 11, but instead of showing 2D 618 
pitch-angle-energy spectrogram, illustrates the 3D representation of electron distribution function.  619 
This figure shows the sharp gradients in the velocity space that are an indication of the potential 620 
sources of plasma instabilities (Mishin, 2019; Mishin and Streltsov, 2021) that are out of the scope 621 
of this manuscript. 622 
 623 
Electron fluxes presented in Figures 11 and 12 are clearly modulated by activity of chorus waves 624 
presented in Figure 10b. Close to the energies of 10’s eV such a modulation is less pronounced 625 
because electrons with these energies are of ionospheric origin (Khazanov et al., 2021a) coming to 626 
the magnetospheric altitudes after they experienced multiple collisional processes with the charged and 627 
neutral atmospheric populations.  628 
 629 

4.3 Particle and Energy Fluxes Entering Upper Ionosphere 630 
The STET simulated results presented in Figures 8-12 were focusing on the magnetospheric 631 
dynamics of electron distribution function, revealing some of its features that were hidden from 632 
the Arase satellite observations. The only results that are comparable with the data were loss-cone 633 
electron precipitated fluxes in Figures 10cd that covered a very restricted time-energy domain. As 634 
we discussed in the Subsection 4.1, qualitative tendency of loss-cone STET electron precipitation 635 



presented in Figure 10d are in line with the corresponding experimental results shown in Figure 636 
10c, and well correlated with the behavior of chorus wave activity in Figure 10b. Quantitatively, 637 
however, the experimental and theoretical loss-cone fluxes have slight differences that could be 638 
related to the imperfection of selected theoretical approach that we used in our manuscript as well 639 
as the difficulties in the analysis of Arase satellite observations outside the trapped zone. 640 
 641 
Now we present particle and electron energy fluxes that enter upper ionospheric altitude in the 642 
northern hemisphere at the altitude of 800 km. Figure 13 shows the time-energy spectrograms of 643 
directional downward (a), upward (b) particle fluxes, and their ratios (c). Downward fluxes, Figure 644 
13a, are clearly modulated by equatorial wave activity presented in Figure 10b, and the upward 645 
fluxes, Figure 13b, generated well below 800 km via different kind of collisional processes, 646 
respond to this electron precipitation correspondingly, with the intensities proportional to the 647 
values of precipitated electrons.  648 
 649 
In the energy region of about 100 eV and below, with the chosen upper limit of the bar in Figure 650 
13c at 1.2, the saturation of the color of this plot indicates domination of upward flux over the 651 
corresponding downward one. Depending on the time and energy, the UP/DN ratio in this area 652 
vary from 1.2 to 7 (not shown here). This is consistent with previous theoretical (Khazanov et al., 653 
2021a) and experimental (Dombeck et al., 2017) studies in the region of diffuse aurora and has a 654 
simple explanation (Khazanov et al., 2014) that is based on the collisional redistribution of 655 
precipitated electron fluxes that we discussed in the Section 3 and illustrated in Figure 5. Upward 656 
electron flux in this energy range (below 100-200 eV), at the altitude of 800 km, builds up by 657 
escaping secondary electrons and degrades to these energies of precipitating electrons of 658 
magnetospheric origin (with participation of two magnetically conjugate regions) that contribute 659 
to the upward fluxes after they experience elastic collisions with the neutral atmosphere. 660 
 661 
Looking at the ratio presented in Figure 13c, one also can notice that at some of simulation times, 662 
this parameter exceeds the value of 1 in the high energy range, indicating domination of the upward 663 
fluxes well above of 100 eV, reaching energies of 10s keV. Such a situation cannot be explained 664 
by the energy redistribution as in the case in the region of diffuse aurora that was mentioned above. 665 
To explain this phenomenon, let us look at Figure 13c during simulation times about of 6, 19.2, 666 
and 27.3 minutes where such a ratio behavior is the most pronounced, and pay attention to the 667 
chorus variability presented in Figure 10b. Right before these times, the wave intensity sharply 668 
drops at the corresponding times of 5.5, 18.7, and 27 minutes. Because the precipitating fluxes and 669 
chorus wave activity are highly correlated, this leads to the decrease of downward flux with follow 670 
up decrease, but with some time delay of upward fluxes. Such a situation does not exist in the 671 
region of diffuse aurora and is only in the feature of the pulsating aurora. 672 
 673 
Here we want to remind the reader again that in this manuscript, we do not consider any optical 674 
time-dependent emissions generated by the STET code simulations and assume that the electron 675 
energy flux, the major focus of our analysis, is roughly proportional to the total optical intensity 676 
of the aurora (Stenbaek-Nielsen et al., 1998). That is why we are using pulsating aurora 677 
terminology applying it to the variability of precipitating electron fluxes that are the source of the 678 
real optical emissions that are observed in the sky of auroral region. 679 
 680 



To conclude this subsection, Figure 14 presents the histograms of total particle (a), energy (b), 681 
electron thermal (c) fluxes, and electron temperature (d) at the different moments of Arase satellite 682 
observations. Total particle and energy fluxes integrated over the energy range of 1eV – 30 keV 683 
based on the directional fluxes are presented in Figures 13ab. Compared to the differential electron 684 
fluxes, the total downward particle and energy fluxes always dominate their counterparts, the total 685 
upward particle and energy fluxes, during entire simulation time presented in Figures 14ab.  At the 686 
time of 26.8 mins, after simulations started, particle and energy fluxes dropped in both directions 687 
when the chorus wave activity that is shown in Figure 10b sharply went down.  688 
 689 
Two places in the manuscript by Kasahara et al. (2018a) provide discussions regarding the total 690 
energy fluxes that cause the pulsating aurora. In the main body of their paper, they noticed: “when 691 
the loss cone is filled, the measured electron energy flux in the atmosphere is sufficient to excite 692 
visible aurorae. Specifically, it is several times 109 keV cm−2 s−1 or several erg cm−2 s−1— 693 
comparable to, but above, the threshold for visible aurorae (Yahnin et al., 1997)”. Further, in the 694 
METHODS section they estimated precipitating electron energy flux around the energy of 20 keV 695 
and “obtain a downward electron energy flux of about 5x109 keV cm−2 s−1, or 8 erg cm−2 s−1.” 696 
 697 
Unfortunately, Kasahara et al. (2018a) did not indicate the exact time of these measurements in 698 
their 40 minutes observational window. Our calculations presented above estimated the average 699 
energy flux over the entire time domain to be about 23.5 ergs cm−2 s−1 and from the Figure 14b 700 
one can see the downward electron energy flux about 8 erg cm−2 s−1 in the simulation time domain 701 
between 3 and 8 minutes.  702 
 703 
The electron heat fluxes in Figure 14c were calculated by STET code as it was described in 704 
Subsection of 4.1 of recent publication by Khazanov et al. (2023b). They visibly correlate with the 705 
total energy fluxes of high energy electrons presented in Figure 14c, but their intensities are about 706 
three orders of magnitudes less than these values. As we have described in the Section 3, they are 707 
generated by trapped secondary electron population, always directed toward the upper ionospheric 708 
altitudes. These heat electron thermal fluxes are the major sources of electron temperature, Te, that 709 
is an important parameter in the determination of total integrated content of the ionospheric plasma. 710 
The value of Te is presented for the same simulated times in Figure 14d. This parameter was 711 
calculated based on the analytical relation between electron temperature and electron heat flux 712 
developed by Khazanov (2011), and is recently validated using DMSP observations (Khazanov et 713 
al., 2023).  714 
 715 
5 Concluding Remarks  716 
 717 
Multi-years lasting studies on the pulsating auroras suggested that this phenomenon forms as result 718 
of interactions between the magnetospheric keVs electrons and whistler-mode chorus waves. 719 
Relatively recently, however, Arase satellite observation reported the direct evidence for this 720 
process confirming in situ measurement of highly correlated precipitated electrons and chorus 721 
wave activity (Kasahara et al., 2018a). As shown in Section 2 of this manuscript, the chorus waves 722 
and precipitated electrons observed by Arase are very dynamic, and the data analysis of this 723 
mission requires the time-dependent simulation technique as it was briefly presented in Section 3. 724 
 725 



This STET code provides the full energy and pitch-angle distribution of SE along the closed 726 
magnetic field lines without interruption between the magnetosphere and the ionosphere, thus 727 
providing a useful tool to understand the MIA coupling and time-dependent dynamics in the region 728 
of pulsating aurora. As it was mentioned above in Subsection 3.3, this code was recently validated 729 
to analyze the electron precipitation temporal dynamics during two substorms on 16 February 2010 730 
(Khazanov et al., 2022a), simulate the electron thermal heat fluxes during the Saint Patrick's Days 731 
2013 and 2015 geomagnetic storms (Khazanov et al., 2023b), and explain the pulsating aurora 732 
event that was imaged optically at high time resolution (Khazanov et al. (2023a). These STET 733 
code validations results ensure the analysis of Arase satellite observations presented in this 734 
manuscript. Comparison with the available electron precipitated fluxes from Arase mission shows 735 
clear similarity to the corresponding results of STET code simulation that are shown in Figures 736 
10c-d.  737 
 738 
To conclude our study, we must emphasize again that applying STET code simulation scenario to 739 
the analyses of Arase satellite observation, presented in Subsection 3.3, one should always 740 
remember that trapped electron population presented in Figure 10a and used in their interaction 741 
with strong chorus waves as shown in Figure 10b, already accounted for all processes that are 742 
considered in equation (1) and illustrated by Figure 5. By using these data, we only hoped to verify 743 
the precipitated loss-cone electron fluxes that are shown for some of the energies in Figure 10c 744 
and succeed in doing this as illustrated in Figure 10d. These data, however, only capture the 745 
electron precipitation when the angle between the center of the field of view of Arase satellite 746 
detector and the magnetic field is smaller than 2°.  747 
 748 
STET code has no restriction in the presentation of precipitated electron fluxes and can reveal all 749 
precipitated fluxes entering loss-cone domain at all considered times and energies that are not 750 
available from Arase satellite observation. These results were revealed in Figure 10e with notation 751 
of “Hidden LC Precipitation in ARASE Experiment”. The same can be said about all other Figures 752 
11-14 that simply demonstrate the peculiarities of electron fluxes at magnetospheric and 753 
ionospheric altitudes that reveal some of the not measurable electron distribution features in the 754 
region of pulsating aurora.  755 
 756 
Additional studies would be required to understand the spatiotemporal evolution of electron fluxes 757 
in the pulsating aurora provided by Arase satellite observations and their connection with the 758 
modulation source of the chorus wave activity. 759 
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Figure Captions 984 
 985 
Figures 1. Overview of the Arase measurements during the geomagnetic storm on 27 March 2017. 986 
(a-c) Geomagnetic indices of Sym-H, Kp and AE. (d) Wave electric power spectrogram measured 987 
by HFA instrument at 2 – 500 kHz frequencies, where the white dashed and solid lines are the local 988 
upper hybrid resonance frequency and electron gyrofrequency. (e) Wave magnetic power 989 
spectrogram measured by OFA instrument at 0.05 – 20 kHz frequencies, where the white solid, 990 
dashed and dotted liens are equatorial electron gyrofrequency (fce), 0.5fce and 0.05fce, respectively. 991 
(f) Wave Poynting flux angle of whistler-mode chorus waves. (g) Spin-averaged electron flux at 992 
19 eV – 90 keV energies measured by LEP-e and MEP-e.  993 
 994 
Figures 2. Detailed observation of chorus waves and electrons during a 40-min interval. (a) Total 995 
electron density (black) inferred using the upper hybrid resonance frequency and integral electron 996 
density (blue) using electron measurements by LEP-e and MEP-e. (b) Wave magnetic power 997 
spectrogram, where the white solid, dashed and dotted liens are fce, 0.5fce and 0.05fce, respectively. 998 
(c) Wave normal angle. (d) Wave amplitudes of LBC (black) and UBC (blue), and total magnetic 999 
field strength (red). (e) Average electron flux outside the loss cone measured by MEP-e instrument. 1000 
(f) Average electron flux inside the loss cone, where the white area indicates the energies and times 1001 
where the measurements are not available inside the loss cone. The electron fluxes inside or outside 1002 
the loss cone are identified by comparing the pitch angle of measurements with the local loss cone 1003 
pitch angle modeled by a dipole field geometry. 1004 
 1005 
Figures 3. Processed data for STET simulation. (a) Wave amplitudes of LBC (black) and UBC 1006 
(blue) and total magnetic field strength (red), averaged in every 8 sec, which is the same time 1007 
cadence as the electron measurements. (b) Electron flux measured outside the loss cone pitch angle 1008 
interpolated in energy with a step of 1 eV. (c) Same as (b) but for electron flux measured inside the 1009 
loss cone, where the gaps of electron measurements at ~15 – 45 keV energies during 0 – 2 min 1010 
after 10:40 UT are also filled through interpolation. 1011 
 1012 
Figure 4. Regions where we solve the kinetic equation (1) using different pitch angle variables 1013 
(left) 𝜇 and (right) 𝜇o, which are connected by equation (2). The blue region corresponds to the 1014 
loss cone and the yellow region to the trapped zone, where lines illustrate the trajectory of bouncing 1015 
particles. The loss cone/trapped zone boundary is shown in red. This figure is adapted and modified 1016 
for the manuscript by Khazanov et al. (2017b). 1017 
 1018 
Figure 5. The physical scenario for this paper illustrating MIA exchange and WPI interaction 1019 
processes. WPI (orange) causes primary precipitation (large red and yellow arrows) which can 1020 
ionize the neutral atmosphere and produce secondary electrons. Secondary electron fluxes can also 1021 
escape (blue) and precipitate into the conjugate region. This figure is adapted and modified for the 1022 
manuscript by Khazanov et al. (2023b). 1023 
 1024 
Figures 6. Wave frequency spectrum, total electron density, magnetic field strength, and wave 1025 
amplitudes of LBC (black) and UBC (blue), averaged during each 10-min interval of Arase 1026 
observation. These parameters are used as inputs to calculate the local diffusion coefficients in 1027 
Figure 7. 1028 
 1029 



Figures 7. Local diffusion coefficients due to LBC and UBC waves as a function of equatorial 1030 
pitch angle and energy, for each magnetic latitude and each time interval. The wave amplitudes 1031 
are shown in Figure 6. To be used as inputs of STET simulation, the diffusion coefficients will be 1032 
scaled using the measured amplitudes in 8-sec cadence (Figure 3a). 1033 
 1034 
Figure 8. An artificial STET run scenario when electrons that are driven to the loss-cone area via 1035 
WPI processes stay in this region bounce back and forth between the two of magnetically conjugate 1036 
regions, without an exchange with magnetospheric trapped. 1037 
 1038 
Figure 9. The non-steady STET code simulation when an exchange between the loss cone and 1039 
trapped zones was considered. 1040 
 1041 
Figure 10. The comparison of the Arase satellite data with STET code simulation as discussed in 1042 
Subsection 4.1. 1043 
 1044 
Figure 11. 2D global view of SE fluxes as a function of distance along the magnetic field line 1045 
(a,d,g) and their velocity space characteristics (b,e,h; and c,f,i) associated with Arase experiment 1046 
at three different selected times after the date of 2017-03-27/10:40. 1047 
 1048 
Figure 12. 3D representation of electron distribution function, showing it’s sharp gradients in the 1049 
velocity space at four different selected times after the date of 2017-03-27/10:40. 1050 
 1051 
Figure 13. Time-energy spectrograms of downward (a), upward (b) particle fluxes, and their ratios 1052 
(c). 1053 
 1054 
Figure 14. Total particle (a), energy (b), electron thermal (c) fluxes, and electron temperature (d) 1055 
at different covered energy ranges for different moments of Arase satellite observations. 1056 
 1057 


