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The design of an active flutter suppression (AFS) control law for upcoming wind tunnel tests
in the Transonic Dynamics Tunnel (TDT) at the NASA Langley Research Center (LaRC) with
the Integrated Adaptive Wing Technology Maturation (IAWTM) sub-project is presented. The
test article is a highly flexible half-span model of a transport airplane and tests will focus on
the transonic regime. The control law is based on the concept of collocation, sometimes called
identically located accelerometer and force (ILAF), which uses local velocity feedback to increase
damping for all aeroelastic modes. A multiple-input multiple-output (MIMO) extension of this
architecture is used for performance and robustness improvements. Simulation results and
analyses showed that the proposed control law stabilizes the design models over the conditions
planned for experimental testing and successfully extends the flutter boundary to higher Mach
numbers and dynamic pressures.

Nomenclature
𝑎𝑥 , 𝑎𝑧 = forward and vertical accelerometer outputs, g
𝑗 = imaginary number, =

√
−1

𝐾 = gain, deg/g
𝑠 = Laplace variable
𝑡 = time, s
𝑥, 𝑦, 𝑧 = body axes
𝛿 = control surface deflection, deg
|.| = absolute value

Superscripts
𝑇 = vector or matrix transpose

I. Introduction

The NASA Advanced Air Transport Technology (AATT) project aims to develop concepts and technologies that
improve the energy efficiency and lessen the environmental impact of fixed-wing transport aircraft [1]. One

current effort within AATT is the Integrated Adaptive Wing Technology Maturation (IAWTM) sub-project, which is a
collaboration involving multiple NASA centers and Boeing. The sub-project will test a side wall-mounted, half-span,
wind tunnel test article based on the NASA Common Research Model (CRM) [2] but with an increased wing aspect
ratio and flow-through engine nacelles. Three entries in the Transonic Dynamics Tunnel (TDT) at the NASA Langley
Research Center (LaRC) in Hampton, VA are currently scheduled during 2024 and 2025. Goals of the IAWTM include
validating feedback control law design techniques for real-time drag minimization, maneuver load alleviation (MLA),
gust load alleviation (GLA), and active flutter suppression (AFS).

The AFS control laws are of particular importance to the sub-project. First, as previously mentioned, a demonstration
of closed-loop flutter suppression is one goal for IAWTM. Second, the AFS control laws are planned to run concurrently
during tests with other control laws to increase safety and efficiency of testing. Lastly, although the TDT has numerous
safety features designed to minimize facility damage due to a catastrophic aeroelastic divergence [3, 4], the AFS control
law serves as another safeguard against incurring this situation, which potentially results in damage to the model and the
tunnel, as well as a loss of time and research potential.
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Several factors make AFS control design for the IAWTM difficult. For one, the test article was designed to be
very flexible with numerous closely spaced structural modes at relatively low frequencies. Due to this dense spacing,
the modes are strongly coupled, which increases the size and complexity of the analytical models needed for control
design. Another issue is that the large range in tunnel conditions and model configurations of interest creates significant
variations in the system dynamics for which the control law must compensate. In addition, there is a relatively high
level of uncertainty in the aerodynamic models used for control design, which makes robustness important. To perhaps
complicate or confuse the control design process, there are numerous sensors and effectors available. These and other
factors necessitate a simple and robust design.

There have been many successful AFS control laws in the past. In Ref. [5], Livne gives a comprehensive summary
and covers designs based on classical control (loop shaping, root locus, Nyquist techniques), modern control (linear
quadratic techniques, pole placement, eigenstructure assignment), advanced techniques (adaptive control, fuzzy logic,
neural networks), and others. Livne [5] and others [6, 7] also note that while much attention and effort has been spent
designing and tuning modern control law designs based on large multiple-input multiple-output (MIMO) models, these
designs are not decisively superior to the less popular classical control approaches based on single-input single-output
(SISO) models, which typically yield simpler designs. This contrast was evident in the NASA Active Flexible Wing
(AFW) program, where a classical design using accelerometer output feedback successfully extended the flutter envelope
of a wind tunnel test article, whereas other competing control laws based on modal rate feedback and linear quadratic
techniques had insufficient robustness to modeling errors [7–10]. More recently, this contrast was also examined in the
flight testing of a subscale airplane built at the University of Minnesota and based on the Lockheed Martin Free-Flight
Aeroelastic Demonstrator, in which three different control laws were all able to extend the flutter envelope but had
varying degrees of complexity and resulted in notably different closed-loop dynamics [11]. In the recent NASA X-56A
flights, which successfully demonstrated stable flight beyond the flutter boundary, both classical and modern techniques
were applied in tandem [12, 13].

This paper discusses one of two AFS design approaches currently being pursued for the IAWTM. This approach is
based on a collocated accelerometer feedback technique, sometimes called identically located accelerometer and force
(ILAF), which has been applied to large space structures [14–16], large aircraft [17–20], and subscale aeroelastic flight
demonstrators [11, 21]. The names collocation and ILAF are used mostly interchangeably in this paper. The primary
advantages of ILAF are that it is based on physical insight into the system, it can be tuned using simple classical control
techniques, and it typically results in a transparent and low-order controller with favorable theoretical properties. ILAF
therefore provides some guidance in designing simple and effective AFS control laws that mitigate the aforementioned
difficulties. A drawback of the approach is that when perfect collocation is not achieved, ad hoc approaches are needed
for additional compensation, for which there are relatively few examples in the literature. As such, a goal of this paper is
to document and share the design philosophy and process for this application.

The rest of the paper is organized as follows. Section II describes hardware and planned tests for IAWTM. Section III
summarizes the design plant models used for simulation and control design. Section IV presents the collocation-based
AFS control law design, and Section V provides some analysis of the closed-loop system. Section VI concludes the
paper.

II. Experimental Facilities
Figure 1 is a photograph of the IAWTM test article mounted on the side wall of the TDT. It weighs about 1800 lbf

and has a 13.3 ft fuselage length, 12.9 ft wing half-span distance, and 13.5 wing aspect ratio. Horizontal and vertical
tail surfaces are not included nor intended for this model.

Testing will involve three configurations of the test article and wind tunnel, which are summarized in Table 1. In
configuration B1, the model is connected to the tunnel balance for directly measuring aerodynamic forces and moments
during low-speed static tests. In configuration B2, the tunnel balance is disconnected to protect against reaching load
limits during higher-speed dynamic testing. In place of the balance, shims are installed in the mounting assembly.
Configuration B3 is the same as B2, except a flutter ballast is added to the wing tip to lower the Mach numbers and
dynamic pressures at which the model flutters. The ballast is aerodynamically shaped, weighs 7.7 lbf, has a 24 in length,
and can travel 7 in relative to the spar elastic axis. Configuration B3 is specifically with the ballast in the full-aft position,
which is the most unstable case. AFS control design results presented in this paper only focus on configuration B3,
although configurations B1 and B2 are still of interest because the control law will remain active during those tests.

Figure 2 is a drawing of the IAWTM planform with relevant instrumentation. There are 10 control surfaces, which
are alternately painted orange and black. The control surfaces labeled 𝛿𝑎1 , 𝛿𝑎2 , and 𝛿𝑎3 are the three hydraulic ailerons,
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Fig. 1 The IAWTM wind tunnel test article (credit: NASA / Mark Knopp).

Table 1 Configurations for the test article and wind tunnel

Name Balance Shims Ballast Description
B1 ✓ ✗ ✗ static tests at low speed
B2 ✗ ✓ ✗ dynamic tests at high speed
B3 ✗ ✓ ✓ flutter tests at high speed

which are intended for higher-bandwidth tasks such as AFS. The 7 unlabeled control surfaces are the electric miniature
plane flaps (MPFs) which are intended for lower-bandwidth tasks and are not used in the AFS control laws.
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Fig. 2 Relevant instrumentation layout for the IAWTM test article.

Figure 2 also indicates the locations of 22 linear accelerometers installed in the wing and engine nacelle pylon:
5 aligned in the body-axis 𝑥 direction, 3 in the 𝑦 direction, and 14 in the 𝑧 direction. The single-axis accelerometers
are represented by the smaller blue and green circles, whereas the three-axis accelerometers are represented by the
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larger red circles. The 8 vertical accelerometers used for feedback in this AFS control design are labeled in the figure.
Additional instrumentation not used here includes the remaining 14 accelerometers, 20 strain gauges, 3 fiber-optic strain
sensor (FOSS) strands with about 40 strain measurements each, and an upstream angle of attack vane.

During testing, the IAWTM test article will be mounted to the side wall of the TDT 16 ft by 16 ft test section using
the Electric Turntable (ETT), as shown in Fig. 1. The tunnel can operate at Mach numbers up to 1.2 and dynamic
pressures up to 320 lbf/ft2 in air or 550 lbf/ft2 in the heavy gas R-134a. References [3, 4] provide more information
about the TDT capabilities, safety features related to aeroelastic testing, and past tests. The design point for the model,
which is also the main condition discussed in this paper, is 0.85 Mach and 230 lbf/ft2.

Three tunnel entries are planned for the IAWTM. The first entry will test static aerodynamic characterization, system
identification of the actuator and aeroelastic models, real-time drag minimization, and simulated pull-up maneuvers
with the MLA control laws. The second entry will test the GLA control law and additional system identification at
higher speeds. The third entry is for flutter testing at high dynamic pressures. For all three entries, the design point is
the most severe case to be tested, in terms of both Mach number and dynamic pressure.

III. Dynamic Modeling
Figure 3 is a block diagram of the closed-loop architecture for the AFS controller and the IAWTM. The design

plant model G(𝑠) is shaded in blue, and the control law H(𝑠) is shaded in red. The variable r is the set of reference or
excitation signals, 𝜹𝑐 are actuator commands, 𝜹 are control surface deflections, y are measurements, and z are feedback
signals. In this paper, vectors and matrices are bold lowercase and uppercase symbols, respectively, and scalar quantities
are the non-bold equivalents. This section will discuss the components of the design plant model, specifically the
hydraulic actuators, aeroelastic (AE) model, and the data acquisition system (DAQ). The control law is discussed next in
Section IV. All models are linear and represent perturbation dynamics in continuous time, although the control laws
will be implemented in discrete time. Actuator models and finite element models (FEMs) have already been correlated
with experimental data.

Actuators
Aeroelastic

Model

Data
Acquisition

System

Surface
Mixing

Washout
Filter

ILAF
Lead

Network
Sensor

Blending

r 𝜹𝑐 𝜹 y

z

−

Design Plant Model, G(s)

Control Law, H(s)

Fig. 3 Block diagram of the design plant model and AFS control law.

A. Plant Subsystems
The actuators were assumed to be irreversible and were modeled by third-order transfer functions. These models

were identified from laboratory tests using frequency responses obtained from orthogonal multisines and logarithmic
frequency sweep inputs. The hydraulic actuators for the ailerons had a −3 dB bandwidth of about 134 rad/s or 21 Hz.
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The structural dynamics were modeled by FEMs in MSC Nastran®∗ with 38,667 grid points that consisted of rigid
beam, flexible beam, flat plate, shell, and solid hexahedral elements. The models retained 24 vibration modes, which
spanned from about 2 to 100 Hz. One FEM was constructed for each of the three model configurations, and these were
tuned to match ground vibration test (GVT) data collected while the model was mounted in the TDT. Frequencies and
descriptions of the first eight vibration modes, which span the bandwidth of the actuators, are given in Table 2 for
configuration B3. Figure 4 illustrates the first four of these vibration mode shapes, which are primarily bending type
modes and interact to form the flutter mechanisms, as discussed later. The flutter ballast is visible in these images at the
aft section of the wing tip.

Table 2 Descriptions of the first eight vibration modes, configuration B3.

Natural Frequency
Mode rad/s Hz Description

1 16.8 2.7 1st wing vertical bending
2 46.9 7.5 1st fuselage pitch / wing 1st vertical bending
3 48.4 7.7 1st wing fore/aft bending
4 52.3 8.3 2nd wing vertical bending
5 77.4 12.3 2nd wing fore/aft bending
6 86.8 13.8 2nd wing vertical bending / fuselage pitch
7 95.3 15.2 1st nacelle pitch / 1st inboard wing torsion
8 112.2 17.9 1st nacelle lateral

(a) Mode 1 (b) Mode 2 (c) Mode 3 (d) Mode 4

Fig. 4 First four vibration mode shapes (red is upward deflection, blue is downward), configuration B3.

The aerodynamics were modeled using ZAERO™, by ZONA Technology Inc., which employs panel methods and
assumes potential flow [22]. Flat plate elements were used for the wing and pylon, and body elements were used for the
fuselage and engine nacelle. Roger’s method [22] was used to fit rational function approximations (RFAs) with 12 lag
states to each of the 24 generalized aerodynamic forces (GAFs) using 39 reduced frequencies from 0 to 0.7. Coupled
together, the structural dynamics and the aerodynamics constitute the aeroelastic model shown in Fig. 3.

The data acquisition system model mimics the measurement process. Measurement noise was added to the
accelerometer measurements, but sensor dynamics were neglected because data sheets indicated these bandwidths
were at least two decades higher than the dynamics of interest. The data acquisition system in the TDT typically uses
four-pole Butterworth anti-aliasing filters with corner frequencies of 400 Hz on the sensor measurements, which were
included in the model. Latencies from sampling, signal conversions, and computing feedback signals were modeled as a
pure time delay of two 1000 Hz frames, or 0.002 s.

∗The use of trademarks or names of manufacturers in this report is for accurate reporting and does not constitute an official endorsement, either
expressed or implied, of such products or manufacturers by the National Aeronautics and Space Administration.
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B. Assembled Design Plant Models
The design plant models were constructed as state-space objects in MATLAB®, by MathWorks, with 14 inputs,

160 outputs, and 1054 states. These models were calculated at 18 Mach numbers between 0.3 and 0.95, and over 26
dynamic pressures between about 50 and 300 lbf/ft2, which totaled 468 different tunnel conditions for analysis. This
process was repeated for each of the three configurations, which resulted in 1404 linear models. Many conditions
analyzed are beyond the 0.85 Mach and 230 lbf/ft2 limits expected for the tunnel entries.

Figure 5 gives a survey of the design plant model for configuration B3. Figure 5(a) shows the variation in poles with
Mach number (given by color, linearly increasing from red to violet over 0.3 to 0.95) and dynamic pressure (given by
saturation, linearly increasing from dark to light over 50 to 300 lbf/ft2). The plot covers the actuator bandwidth and
focuses on the first eight aeroelastic modes, which originate near the imaginary axis and are labeled “AE” near the
genesis vibration mode. Some of the lower-frequency unsteady aerodynamic roots are also visible in the lower-left
region. Only half of the complex plane is shown for simplicity. In comparison to other similar wind tunnel models
[10, 23], the IAWTM is significantly more flexible, has more aeroelastic modes within the bandwidth of the actuators,
and has modes more closely spaced together. As the Mach number and dynamic pressure increase over the respective
ranges, modes 5AE to 8AE traverse farther into the left-half plane (LHP), becoming more damped, and remain stable.
However, modes 1AE to 4AE coalesce and contribute to the flutter instability, which changes with Mach number: 3AE
drives the instability up to Mach 0.4, 2AE is the driver from Mach 0.4 to 0.65, and 1AE is the driver above Mach
0.65. The AFS control law must couple into the different types of bending and torsion exhibited by the corresponding
vibration modes shown in Fig. 4. Also labeled in Fig. 5(a) is the flutter region where poles traverse from the LHP to the
right-half plane (RHP) near 40 rad/s.
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Fig. 5 Survey of the design plant model, configuration B3.

Figure 5(b) shows the 468 analysis conditions as a function of Mach number and dynamic pressure for configuration
B3. The green circles indicate conditions at which the design plant model is stable, whereas the red squares are unstable.
Previous investigations using the FUN3D computational fluid dynamics (CFD) solver [24–26] indicate that the panel
method results for the flutter boundary were too high by about 50 lbf/ft2. In other words, the CFD predicts the model is
more unstable than the linear models used for control design, which again signifies the need for a robust control law.
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The orange dashed lines denote the regions in which load limits restrict the control surface deflections to 10 and 20 deg.
The lines at Mach 0.95 and 300 lbf/ft2 also represent the structural limits of the wing. The design point of 0.85 Mach
and 230 lbf/ft2 is indicated by the purple diamond. For the design point with configuration B3, the model is well beyond
the flutter boundary, with mode 1AE having the pole +9.5 ± 40 𝑗 rad/s and a time to double of 0.073 s. This extreme
instability limits the achievable performance and robustness of the system [27, 28].

IV. Control Law Design
The purpose of the AFS control law is to dampen the wing motion and delay the onset of flutter. No formal

requirements on tunnel conditions or margins were stated by the sub-project for any of the three model configurations.
However, it is necessary that the AFS control law run simultaneously with other control laws operating at lower
bandwidths on the TDT control equipment. In addition, the control law should not reach actuator position or rate limits,
and should also be robust to measurement noise, disturbances, and modeling errors. Furthermore, the control law should
provide stable operation over the maximum envelope of tunnel conditions for all three model configurations. Ideally, the
design is also simple and transparent so that it can be easily understood and quickly updated based on new information.

A. ILAF Design Concept
The proposed AFS control design is largely based on the idea of collocation between a sensor and an actuator.

According to Schmidt [20], the basic operation of the ILAF concept is:

(1) if a force applied to an object is proportion to, and in the opposite direction from the velocity of the
object, the result is to increase the damping in the motion, and (2) if the force and measured velocity are at
the same location on a flexible structure, the proper phasing will always be present. By proper phasing we
mean that the force will [increase the damping of all elastic modes]†.

Therefore, integrating an accelerometer measurement and feeding it back to a collocated force input will increase the
damping of all aeroelastic modes, regardless of the accuracy of the dynamic model or the number of aeroelastic modes
considered. This is a simple and powerful concept based on physical insight. Collocation of sensor and actuator creates
a unique structure of alternating poles and zeros near the imaginary axis in the complex plane, where the associated gain
root locus [29] has trajectories that all traverse farther into the LHP and become more damped [7, 17, 20, 30, 31]. As a
result, collocation provides infinite positive gain margins and robustness to model errors [31].

When applied to atmospheric flight vehicles, this theory is significantly abused in at least two ways. First,
conventional control surfaces change the distributed pressure around the aircraft rather than create a point force. Forces,
moments, and generalized forces on the aeroelastic modes are all created by moving a control surface. Therefore, exact
collocation will not be achieved in practice [11]. This is sometimes referred to as the dual or type requirement that
is in addition to spatial collocation [16, 31]. Second, ILAF does not consider the effect of other so-called “parasitic”
dynamics in the system, such as the dynamics associated with sensors and actuators, which can alter the unique structure
of poles and zeros created by collocation. Although the theory provides significant insight for control design, these
practical aspects are dealt with in an ad hoc manner.

B. Input-Output Selection
Selecting sensors and actuators is the most critical step in designing a successful ILAF control law and achieving the

benefits of collocation. Many choices can lead to unfavorable root loci, non-minimum phase zeros, and instability. This
selection was performed using the aeroelastic model for configuration B3 at the design point while assuming perfect
actuation and sensing, i.e., without parasitic dynamics.

To begin this process, 𝛿𝑎3 was initially used as the (single) input because it is the most effective surface, both in
terms of magnitude and modal controllability, as determined from Bode plots of the aeroelastic model. Root loci
from input 𝛿𝑎3 to numerous accelerometer outputs were examined. In terms of achieve higher damping ratios for the
aeroelastic modes without destabilizing other modes, the nearby vertical accelerometers 𝑎110𝑧 , 𝑎303𝑧 , and 𝑎111𝑧 were
the most promising. To mitigate deficiencies in any one individual feedback path, a linear combination of the sensors
was then investigated. At one point, an optimization was applied to determine the sensor blending that produced the
highest sensitivity in moving the 1AE mode towards the LHP. However, because this effort produced blendings that

†Updated by the author of Ref. [20] for this paper.
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significantly weighted a large number of accelerometers, and because those weightings changed significantly with the
tunnel condition, this approach was abandoned. Instead, the simple spatial average of the nearby vertical accelerometers

𝑧3 =
1
4
(2 𝑎110𝑧 + 𝑎303𝑧 + 𝑎111𝑧) (1c)

was used for all conditions and configurations. Equations (1a) and (1b) are discussed below for the other related
feedback signals. In terms of achieving collocation, Eq. (1c) approximately collocates the blended outboard vertical
accelerometers with the lift response of outboard aileron, but ignores the pitching moment and generalized force
responses. Using three accelerometers instead of one also attenuates measurement noise in the feedback path and
provides some redundancy in case of a sensor failure.

Figure 6 shows the root locus for this 𝑧3 → 𝛿𝑎3 loop closure‡ at the design point. The locus in blue only includes
the aeroelastic model and the ideal ILAF transfer function

𝛿𝑎3 (𝑠)
𝑧3 (𝑠)

= −𝐾3

𝑠
(2)

The actuator dynamics, data acquisition system, and other elements of the control law are ignored at this stage to
assess potential of the design. The root locus shown in red includes these and other dynamics, and is discussed later in
Section IV.C. Equation (2) integrates the blended accelerometer output to attain a local translational velocity, and feeds it
back as a damper system. Viewed another way, Eq. (2) provides integral action with accelerometer feedback. As the gain
𝐾3 increases, the unstable aeroelastic mode 1AE is stabilized and all other modes (including those at higher frequencies
and not shown) remain stable. With the exception of 4AE and a few other high-frequency modes, the trajectories curve
farther into the LHP and can achieve larger damping ratios. All modes do not exhibit this desired behavior because exact
collocation was not achieved from the input-output selection. At the cost of additional complexity in the control law
design, another optimization could perhaps be used to further tune the sensor weighting and better achieve collocation
or other goals [33], but significantly different results are not expected.
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Fig. 6 Root locus of z3 → 𝜹a3 , configuration B3 at the design point.

As 𝐾3 increases, the closed-loop 1AE poles tend towards the zeros placed between the 1AE and 2AE modes by
collocation. For the design point, these zeros are located near the imaginary axis at −2.8 ± 44 𝑗 rad/s. Although this
locus is stabilizing, large gains of at least 161 deg/g are needed for mode 1AE to pass into the LHP. In general, high
gains decrease robustness to modeling errors and can lead to instabilities from actuator rate saturation or other modes
going unstable. This situation also limits the set of feasible gains and the maximum gain margin possible. All of these
characteristics become more restrictive for conditions with higher Mach numbers and dynamic pressures. This situation

‡The notation 𝑧 → 𝛿 is shorthand from Ref. [32] indicating a loop closure where the output variable 𝑧 is fed back to the input variable 𝛿.
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was also encountered by Waszak and Srinathkumar in Ref. [10] using a SISO accelerometer feedback for stabilization.
An inverted notch filter was added in that work to approximately cancel the zeros near the imaginary axis, and to replace
them with other zeros further in the LHP, which attracted the unstable mode and reduced the feedback gain. Due to the
wide range of tunnel conditions and model configurations, uncertainty in the design plant model, and the tightly spaced
aeroelastic modes, an inverted notch filter was not expected to be a viable solution for the IAWTM. Instead of adding
compensation to a SISO loop, a MIMO design was considered and the signals

𝑧1 =
1
4
(2 𝑎102𝑧 + 𝑎302𝑧 + 𝑎101𝑧) (1a)

𝑧2 =
1
4
(2 𝑎110𝑧 + 𝑎108𝑧 + 𝑎109𝑧) (1b)

were additionally fed back to 𝛿𝑎1 and 𝛿𝑎2 with gains 𝐾1 and 𝐾2, respectively. In closing these three loops, the critical
zero can be pushed much farther into the LHP for the same value of 𝐾3 due to the additional contributions from the
other two ailerons and the MIMO coupling of the system.

With the current design, there are three feedback paths. Although 𝛿𝑎1 is smaller than the other two and is less
effective for flutter control, it was still included in the design because preliminary testing indicated possible bandwidth
reductions for 𝛿𝑎2 . In the future as system identification tests are performed and models are refined, these loops may be
reconsidered in the control law architecture.

It was also considered to gang together 𝛿𝑎2 and 𝛿𝑎3 using an analogous blending of the outboard five vertical
accelerometers. However, this configuration could not achieve the same zero placement as when separating the two
loops, and was not pursued further.

To summarize, the current AFS control design includes commands for the three aileron commands based on eight
accelerometer measurements. In Fig. 3, the block labeled “Sensor Blending” implements Eq. (1) as a static gain matrix.
The block labeled “Surface Mixing” is another static gain matrix that simply routes the feedback signal to the appropriate
hydraulic actuator command. The control law is a MIMO system, although it was developed using pseudo-variables as
three separate SISO loops. This fact complicates the analysis of the system but offers potential in terms of performance
and robustness.

C. Loop Shaping
In the previous section, the inputs and outputs for the control law were selected based on the aeroelastic model

while assuming perfect actuation and sensing. In this section, those assumptions are relaxed and the parasitic dynamics
are now included, as well as additional changes to the control law made for practical implementation. Because these
new considerations are significant and can destabilize the system, classical loop-shaping techniques are applied to help
recover lost performance and robustness.

The parasitic dynamics that are modeled include the hydraulic actuators, anti-aliasing filters, and the time delay.
Within the bandwidth of interest, these dynamics contribute significant phase loss. Specifically, near the 41 rad/s flutter
instability at the design point, the actuators contribute 7 deg of lag and the measurement process contributes 20 deg.
Without additional compensation, this additional phase loss destabilizes the system.

For practical implementation, two additional changes were made to the control law. First, the ILAF element shown
in Fig. 3 and described by Eq. (2) was approximated by a first-order lag with a corner frequency of 2 rad/s, which
is a decade below the 1AE mode for all conditions of interest. Differences are negligible above 20 rad/s, and this
approximation avoids issues associated with implementing a pure integrator. Second, a washout filter was added with a
corner frequency also at 2 rad/s. The washout filter reduces sensitivity to biases in the accelerometer measurements and
decouples the AFS control law from other lower-bandwidth control laws.

The goal of the loop-shaping procedure for this problem is to add compensation to the control law that counters the
parasitic dynamics where needed to regain lost performance and robustness of the closed-loop system. Rather than
examining the entire open-loop function, as is traditionally done for SISO servomechanisms, only the loop dynamics
outside the aeroelastic model (i.e., from an accelerometer output to a control surface deflection) are investigated, which
is an equivalent but simpler problem. These dynamics should maintain close to the ideal 𝐾/𝑠 transfer function over the
bandwidth of interest.

Figure 7 illustrates the ideal 𝐾/𝑠 loop shape as a Bode plot, drawn in blue. The red line shows the dynamics of the
data acquisition system, ILAF lag network, washout filter, and the actuators. This plot follows the ideal 𝐾/𝑠 magnitude
from about 10 to 100 rad/s, which is approximately the desired bandwidth, and rolls off at both lower and higher
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frequencies. Over this range, however, is significant phase loss. Although closing the loops with this control law will
stabilize some aeroelastic modes, several other modes are quickly destabilized with increasing gains.
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Fig. 7 Bode diagram of the loop shape, excluding the aeroelastic model.

To help recover the desired loop shape, lead compensation was included to add a maximum 40 deg of phase at 100
rad/s. Figure 7 shows these updated dynamics as the orange line. The phase is better maintained near −90 deg from
10 to 100 rad/s, although there is a slight increase in the gain that delays the departure from the ideal curve to higher
frequencies, near 300 rad/s, meaning that more aeroelastic modes are affected by the control. Closing the 𝑧3 → 𝛿𝑎𝑐3
loop with the added lead established a useful range of stabilizing gains at the design point.

Numerous other incarnations were attempted to further improve the loop shape. For example, efforts were made to
both roll off the control law at a higher rate, and to do so at a lower frequency. The reasoning was to not interfere with
the higher-frequency modes, which are stable for the conditions of interest, or to limit the controller bandwidth and
actuation rate requirements, respectively. These efforts resulted in closed-loop systems in which other modes began
to go unstable due to the lack of pure collocation, or in sensitive combinations of compensator poles and zeros that
increased the model order and reduced robustness to model errors. Additional lead was considered to better compensate
for the phase loss but resulted in too much gain addition at higher frequencies. It was also suggested to feed back the
accelerometer outputs without the ILAF lag as in Refs. [10, 11], which would provide another 90 deg of phase lead.
However, this altered the pole-zero structure of collocation such that the 1AE poles approached the origin from the RHP
and would have required additional loop shaping to robustly stabilize. All these efforts were abandoned.

The final dynamics of the AFS control law for each of the three feedback loops were

𝐻𝑖𝑖 (𝑠) =
𝑠

𝑠 + 2
· 𝐾𝑖

𝑠 + 2
· 4.60 (𝑠 + 46.6)

(𝑠 + 214.5) for 𝑖 = 1, 2, 3 (3)

The first term in Eq. (3) is the washout filter, the second is the ILAF lag, and the third is the lead compensator. Except
for the gains 𝐾𝑖 , which are discussed next in Section IV.D, all feedback loops are the same. This control law added
three states per feedback loop, or nine states in total. The control law is relatively simple, with each input, output, and
component having an important and understood contribution. Furthermore, because the parasitic dynamics are not
expected to change significantly, the only term in Eq. (3) that potentially needs to be scheduled with the tunnel condition
is the gain set 𝐾𝑖 .

As discussed previously in Section IV.B, Fig. 6 shows root loci for the outboard aileron loop where the blue line
corresponds to perfect actuation and sensing. The red line shows the same root locus but includes the full system
model. There are some additional dynamics near the origin, due to the washout filter and ILAF lag, that alters the
trajectory of the 2AE mode. Otherwise, the two loci for the first eight aeroelastic modes are very similar, meaning
that the loop-shaping procedure recovered the closed-loop performance in this range. At frequencies of 550 rad/s and
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higher (not shown in the figure), some aeroelastic modes are driven unstable at higher values of gain for this condition.
However, the MIMO design helps to distribute the control effort amongst the hydraulic actuators and lower the feedback
gains, resulting in a feasible set of control gains that stabilize the system. Furthermore, note that the 6AE and 8AE
modes can achieve a slightly higher damping ratio for a given value of 𝐾3 with the full system over the original design.

D. Gain Selection
The only remaining part of the control design is the gain selection, which was done using two approaches. In the

first approach, the root locus method was used to close the 𝑧3 → 𝛿𝑎𝑐3
loop, followed by the 𝑧2 → 𝛿𝑎𝑐2

and 𝑧1 → 𝛿𝑎𝑐1
loops in succession, for configuration B3 at the design point. During this process, the 𝛿𝑎3 surface was weighted most
heavily, but its gain was reduced slightly to allow 𝛿𝑎1 and 𝛿𝑎2 to contribute and increase overall robustness. Some
iteration was necessary.

The second approach was a numerical optimization for the linear quadratic regulator (LQR) problem using output
feedback [34, 35] (which is different from the more common solution based on full-state feedback). The Nelder-Mead
Simplex optimization [36] was used to determine the stabilizing gain matrix K = diag{𝐾𝑖} that minimized the cost
function

𝐽 =
1
2

∫ ∞

0
x𝑇 (𝑡) R x(𝑡) + u𝑇 (𝑡) Q u(𝑡) 𝑑𝑡 (4)

subject to the associated Lyapunov equation. Starting values for the gains were obtained from the successive loop
closure approach. The Q and R weighting matrices were adjusted until stable closed-loop systems were obtained that
approximately balanced peaks in the maximum singular values of the sensitivity transfer function matrix, similar to 𝐻∞
control [37, 38]. The Q matrix had diagonal values of 1 for the first four vibration mode displacements and velocities,
0.1 for the remaining vibration mode displacements and velocities, and 0 for the remaining states. The R matrix had
diagonal values of 100, 300, and 500. The resulting values of the gains were

K =


44.2 0 0

0 77.4 0
0 0 99.5


deg
g

(5)

Although the values in Eq. (5) appear high, note that the Bode gain of Eq. (3) with 𝐾𝑖 = 1 is about 0.25 or −12.0 dB,
which makes the effective gain about four times smaller. The optimization converged in 128 iterations, which took about
13 min on a standard laptop computer. Most of that time was attributed to assembling the large state-space matrices
and solving the Lyapunov equation. Although performance improvements were observed with LQR, the primary
motivation for using it was to have an automated capability for closing all three loops simultaneously, potentially for
many conditions.

As a first pass and for the results shown in Section V, these gains were held fixed for all conditions associated with
configuration B3. As the models are updated from system identification analyses and as the control architecture is
reassessed, the gains will be retuned. The possibility remains to gain schedule the control law with Mach number and
dynamic pressure, which could be accomplished by fitting a smooth polynomial surface to each gain using a small
number of conditions, or by running the LQR solution at each condition.

V. Closed-Loop Analysis
The control law in Eq. (3) and the gains in Eq. (5) were applied to all the tunnel conditions for configuration B3.

Figure 8 indicates the stability of these closed-loop models. In comparison with Fig. 5(b), which shows the open-loop
case, the control law significantly extends the flutter boundary to higher Mach numbers and dynamic pressure. In
that region of unstable closed-loop conditions, there is no feasible set of control gains with this control law because a
closed-loop mode that originates in the unsteady aerodynamics destabilizes near 200 rad/s before the 1AE mode can be
stabilized. However, none of the unstable conditions will be tested in the TDT entries.

Figure 9 shows a time-domain simulation for configuration B3 at the design point and demonstrates stability of the
closed-loop model beyond the open-loop flutter boundary. The first row of plots, shown in blue, are sequential doublet
excitations on the aileron reference commands. These have 2 deg amplitudes and pulse widths of 0.08 s, which target
the open-loop 41 rad/s flutter instability. The second row of plots, shown in red, are the aileron deflections. Deflections
are less than 2 deg in amplitude and rates are less than 65 deg/s in magnitude, which is low compared to actuator rate
limits for related wind tunnel tests [10, 23]. The third row of plots, shown in orange, are the three outboard vertical
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Fig. 8 Stable (green) and unstable (red) closed-loop conditions.

accelerometer measurements. The mean output for these signals is 0 g rather than −1 g because linear perturbation
models are used. Measurement noise with a standard deviation of 0.1 g was added at the aeroelastic model output and
before the data acquisition system input. Relatively little noise is fed back to the actuator commands because of the
sensor blending and integration in the ILAF network. Accelerometer outputs remain within about a 1 g amplitude and
exhibit damped oscillations at about 42 rad/s.
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Fig. 9 Closed-loop responses to doublet excitations, design point for configuration B3.

Figure 10 is a survey of the closed-loop system in the frequency domain. Figure 10(a) shows frequency responses
from the input 𝑟𝑎3 in deg to output 𝑎110𝑧 in g units, which is the strongest input-output pairing used in the control design.
The blue curve shows the case with the control law off, whereas the red curve is with the control law on. This plot
therefore shows the effect of the control system, which is most evident from 10 to 300 rad/s. Over this range, the peaks
of most of the aeroelastic modes are attenuated, but some are also amplified. One peak is at 42 rad/s, near the open-loop
flutter frequency, where the phase is significantly altered from the open-loop case to stabilize the 1AE mode. Another
peak is near 200 rad/s, which is the frequency at which a mode originating in the unsteady aerodynamics goes unstable.
The peak near 271 rad/s is a loss in damping for the closed-loop 14AE mode, which is a 4th wing vertical bending mode.

Figure 10(b) shows the variation in the three singular values of the sensitivity transfer function matrix over frequency.
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Fig. 10 Closed-loop system analysis, configuration B3 at the design point.

This plot illustrates how robustness in one frequency range and direction is traded for robustness in another frequency
range and direction through the control law [27–29, 39]. At low and high frequencies, the sensitivity goes to 0 dB,
which is characteristic of damper-like control systems. The minimum singular value drops to about −8 dB before the
open-loop flutter mode frequency and provides good disturbance rejection up to about 300 rad/s. However, because
sensitivity is conserved [29], the maximum singular values have peaks of about 15 dB at 42, 200, and 271 rad/s. These
peaks are at the same frequencies as the peaks in Fig. 10(a) and correspond to the closest points of the multivariable
Nyquist curve to the critical point, which therefore indicates a measure of robustness. Recall the LQR tuning described
in Section IV.D was selected to approximately balance these peaks.

Despite the system having multiple inputs and outputs, it is still useful to examine broken-loop responses where each
of the feedback loops is opened one at a time with the other loops remaining closed. Table 3 lists the minimum positive
and negative gain and phase margins (where applicable) for these responses. Stability margins, which are defined as
the shortest distance from the frequency response curve to the critical point in the complex plane [29, 39], are also
listed. Although these metrics indicate less robustness than typically desired in requirements (at least ±6 dB and 45 deg
gain and phase margins, and stability margins larger than 0.5 [39, 40]), these were close to the ±4 dB and ±30 deg
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margins used for design in Ref. [10]. Note however that these SISO metrics are optimistic in comparison to the MIMO
singular values. Figure 10(c) shows the broken-loop responses as a Nichols chart, which has the critical point at the
center. The plot is zoomed to highlight the minimum positive and negative gain and phase margins for the 𝑧2 → 𝛿𝑎𝑐2
and 𝑧3 → 𝛿𝑎𝑐3

loops, which covers up to about 600 rad/s in frequency. This plot and Table 3 indicate an approximate
balance of the robustness metrics, similar to the singular value plot in Fig. 10(b). These plots, or rather their Bode plot
representations (not shown), reveal that the peaks at 42 and 200 rad/s in the singular value diagram are mostly from the
𝑧3 → 𝛿𝑎𝑐3

loop, whereas the peak near 270 rad/s is mostly due to the 𝑧1 → 𝛿𝑎𝑐1
and 𝑧2 → 𝛿𝑎𝑐2

loops. Although there
is plenty of margin remaining on the 𝑧1 → 𝛿𝑎𝑐1

gain, 𝐾1 was limited due to this fact.

Table 3 Minimum SISO robustness metrics, configuration B3 at the design point.

Loop Stability margin Gain margin Phase margin

𝑧1 → 𝛿𝑎𝑐1
0.66 @ 272 rad/s

— —
+11.4 dB @ 275 rad/s —

𝑧2 → 𝛿𝑎𝑐2
0.26 @ 271 rad/s

−7.0 dB @ 42 rad/s −59.1 deg @ 40 rad/s
+3.1 dB @ 274 rad/s +27.9 deg @ 183 rad/s

𝑧1 → 𝛿𝑎𝑐1
0.32 @ 196 rad/s

−3.3 dB @ 42 rad/s −96.9 deg @ 25 rad/s
+4.1 dB @ 210 rad/s +34.7 deg @ 153 rad/s

To summarize this section, the collocation-based AFS control law with fixed gains was able to stabilize the design
plant model over all the analysis conditions except for the highest combinations of Mach number and dynamic pressure.
The closed-loop flutter boundary, based off these models, was extended to conditions beyond the limits of upcoming
wind tunnel tests. Of course, these predictions are expected to be optimistic due to parametric model error, unmodeled
dynamics, turbulence in the test section, and other factors. Time histories of doublet responses demonstrated the
closed-loop model at the design point was successfully stabilized and uses reasonable amounts of control effort.
Frequency-domain analyses quantified the robustness of the control system using singular values and traditional SISO
margins. Reported margins for the design point were lower than desired. However, the 1AE mode at the design point is
severely unstable, and much of the control effort was spent on stabilization with little leftover for robustness [27, 28]. At
conditions with lower dynamic pressures and Mach numbers, the instability is less severe or stable, and the robustness
metrics are significantly higher. Although not addressed in this paper, future work is planned for testing the closed-loop
simulation models to disturbances using gust models with spectra specific to the TDT test section [41].

VI. Conclusions
An active flutter suppression (AFS) control law design was described for the Integrated Adaptive Wing Technology

Maturation (IAWTM) test article. The control law was based on the technique of collocation between sensor and
actuator, sometimes called identically located accelerometer and force (ILAF). Linear models of the system over Mach
numbers from 0.3 to 0.95 and dynamic pressures from 50 to 300 lbf/ft2 were used for analysis. The designed control
laws were able to stabilize the simulation model over most of the analysis points, and all conditions to be tested in the
wind tunnel. Additional analysis was presented for the design point, at 0.85 Mach and 230 lbf/ft2, which is highly
unstable and significantly past the open-loop flutter boundary.

Three tunnel entries are planned from 2024 to 2025, during which system identification tests will be conducted. As
the design plant model is updated and some experience is gained with the ILAF control law at lower Mach numbers and
dynamic pressures with stable configurations, the control gains will be retuned and additional changes to the control law
structure will be considered.

The main goal of this paper is to document the design process for the collocation-based AFS control laws. Other
findings and contributions of this work are summarized as the following points:

• ILAF is a useful approach in designing low-order AFS control laws for the IAWTM based on physical insight.
• A simple spatial blending of vertical accelerometers sufficiently achieved collocation in the wing lift response.
• A MIMO ILAF control structure provided performance and robustness enhancements over SISO designs.
• The control architecture and gains can be updated quickly using a variety of techniques.
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