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In the near future, RANS computations will continue to play a significant role in the design
of hypersonic vehicles with complex geometries. Therefore, it is imperative to continue testing,
benchmarking, and refining the RANS models. In the present study, we evaluate RANS-like,
transport equations-based models for predicting laminar-turbulent transition over a full-scale
scale model of the BOLT flight configuration that was tested in the CUBRC LENS-II wind
tunnel test facility. Based on the availability of the experimental results, comparisons are made
between computations from several pre-existing transition models and Computational Fluid
Dynamics (CFD) codes, with an emphasis on using the same computational meshes and flow
conditions for all computations. The analysis covers the sensitivity of the transition predictions
to the input parameters for five different transition models (four mainstream models designed
for low-speed flows and a uniquely high-speed model), grid resolution, and the details of model
implementation across three different flow solvers. The results show that the phenomenological
models can describe significant aspects of the measured transition front. However, a number of
additional improvements are required before these models can offer more reliable estimates of
transition in high-speed flows.

I. Nomenclature

𝑑𝑤 = Wall distance, m
𝐻𝑒 = Helicity, s
𝑘 = Turbulent kinetic energy, m2/s2

Ma = Mach number
Re𝑉 = Vorticity-based Reynolds number
R̃e𝜃 = Local transition onset momentum-thickness Reynolds number
Re𝜃𝑐 = Critical momentum-thickness Reynolds number
𝑆 = Distance from the primary surface symmetry to the lateral surface symmetry, m
𝑇𝑢 = Turbulence intensity level
𝑈 = Velocity magnitude, m/s
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𝑉 = Wall normal velocity, m/s
𝛾 = Intermittency
𝜆𝜃 = Pressure gradient parameter
𝜔 = Specific dissipation rate, 1/s
®𝜔 = Vorticity vector, 1/s
Ω = vorticity magnitude, 1/s

Subscripts

𝑒 = boundary layer edge
𝐿 = local

II. Introduction
Accurate modeling of Boundary Layer Transition (BLT) will be important for the success of future “Apollo” or

“Shuttle”-like spacecraft programs and other concepts based on air-breathing propulsion. Since transition to turbulence
in a hypersonic boundary layer can amplify the local surface heating by a factor in excess of five with respect to laminar
conditions, the process of selecting and sizing the Thermal Protection System (TPS) becomes highly dependent upon
the state of the boundary layer. Therefore, using suitable modeling strategies at several levels of the design process can
drastically improve our ability to converge toward disruptive, novel designs.

Because of the intricate interactions between several components that impact the transition process, including
freestream disturbances and surface roughness, pressure gradients and surface temperature, it is difficult to effectively
capture the transitional flows encountered in aerospace applications. RANS computations, while inherently limited
in their capability to fully resolve the complex flow physics, strike a balance between computational accuracy and
cost-effectiveness. As a result, they are an essential tool for the design and analysis of hypersonic vehicles. However,
given the inherent variety as well as the complexity of the transition mechanisms in hypersonic flows, integrating them
all into a single transition model remains an ongoing, yet potentially elusive pursuit.

To tackle the challenge of transition prediction using a RANS-like approach, Langtry and Menter introduced the
innovative framework of local correlation-based transition modeling (LCTM). Unlike the conventional approach of
directly modeling the underlying physical mechanisms, LCTM incorporates meticulously derived correlations in terms
of locally constructed quantities into RANS-like transport equations. This unique characteristic enables the framework
to effectively accommodate and incorporate a diverse array of transition mechanisms, enhancing its overall predictive
capabilities, albeit in an empirical manner. Examples of mainstream models of this type include the well-known models
developed by Menter, which are based on the solution of one or more differential equations [1, 2] or even on a fully
algebraic framework[3, 4]. More recently, extensions targeting the hypersonic flow regime have been developed[5, 6].
Another prominent model type is the Amplification Factor Transport (AFT) model developed originally by Coder and
Maughmer [7] for low-speed streamwise instabilities and more recently extended by Carnes and Coder [8] for crossflow
transition. The AFT model is fully compatible with RANS solvers, but has only been partially explored for hypersonic
flows [9]. In all of these cases, a large number of constants is required to tune the model performance to a wide range of
test cases.

This paper will assess the performance of several of these RANS-based transition models for a three-dimensional
configuration that is representative of the forebody of a hypersonic vehicle. The aim is to evaluate the prediction
capabilities of different models for a geometry where multiple transition mechanisms may coexist. The configuration
selected herein is the one being used for the International BOundary Layer Transition (BOLT) series of Flight
Experiments, which was specifically designed to have multiple instability mechanisms that may interact with each other.
The geometry was extensively tested in several wind tunnels, including full-scale tests at the CUBRC LENS II wind
tunnel[10].

Three different codes will be used, CEDRE[11], a code developed in-house by ONERA, the commercial code
Ansys® FLUENT®[12] developed by Ansys Inc. and used by CIRA, and the NASA OVERFLOW [13] code adopted for
the computations at the NASA and the Pennsylvania State University. The predictions based on these three solvers
will be compared on a common experimental test case from a specific run at CUBRC. A special emphasis is placed on
adopting, as far as possible, the same freestream boundary conditions, the same computational mesh, and the same
transition models. The sensitivity to freestream boundary conditions, mesh convergence, and particular model features
will then be thoroughly analyzed, either by comparing multiple codes at once or by concentrating on a single code.
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III. Model Description

A. Local-Correlation Transition Models
RANS-coupled transition models are often associated with an intermittency transport equation, such as the one

initially formulated by Suzen et al. [14], or a more complex formulation as that proposed by Steelant and Dick [15]. The
intermittency factor 𝛾 represents the relative fraction of time that turbulent spots are present at a given spatial location
within the transitional flow. It is therefore a measure of the progress of the transition process from a laminar to a turbulent
flow in the boundary layer. The abovementioned models [14, 15], however, rely on non-local information to induce the
onset of transition. In 2009, Langtry and Menter [1] introduced a Local Correlation-based Transition Modeling (LCTM)
framework to address this issue. Building upon this initial model, several new models were subsequently developed. In
this class of models, the transport equation for the intermittency 𝛾 is generally formulated as follows:

𝜕𝜌𝛾

𝜕𝑡
+
𝜕
(
𝜌𝑢 𝑗𝛾

)
𝜕𝑥 𝑗

= 𝑃𝛾 − 𝐷𝛾 + 𝜕

𝜕𝑥 𝑗

[
(𝜇 + 𝜇𝑡 )

𝜕 𝛾

𝜕𝑥 𝑗

]
. (1)

where 𝑃𝛾 and 𝐸𝛾 are the production and the destruction terms for 𝛾:

𝑃𝛾 = 𝑐𝑎1𝐹length𝜌𝑆 (𝛾𝐹onset)𝑐𝑏 (1 − 𝛾) , 𝐸𝛾 = 𝑐𝑎2𝜌Ω𝛾𝐹turb
(
𝑐𝑒2𝛾 − 1

)
. (2)

The solution of the above equations relies on a series of calibration coefficients, the values of which depend on
the model selection.These values will not be provided in this study; readers are encouraged to refer to the relevant
publication for further details.

The intermittency factor 𝛾 obtained from Eq. (1) is used to control the production and destruction terms in the
turbulent kinetic energy equation of a 𝑘 − 𝜔 SST turbulence model:

�̃�𝑘 = 𝛾𝑃𝑘 , �̃�𝑘 = max [𝛾, 0.1] 𝐸𝑘 . (3)

In addition, the blending function 𝐹1 in the 𝑘 − 𝜔 SST turbulence model, [16], is modified for transition simulations
according to Langtry and Menter [1].

Medida and Badaer [17] suggest that the Spalart-Allmaras turbulence model can be coupled with the intermittency-
based model in a similar fashion:

�̃��̃� = 𝛾𝑆𝑃�̃� , �̃� �̃� = max [𝛾𝑆 , 0.1] 𝐸 �̃� , (4)

where, �̃��̃� and �̃� �̃� are the production and destruction from the original model and 𝛾𝑆 =
min[𝛾,1/𝑐𝑒2 ]

1−1/𝑐𝑒2
.

1. Langtry, Menter 2009 (MODEL-1) [1]
In the Langtry Menter transition model, both 𝐹onset and 𝐹length are function of the local transition onset momentum-

thickness Reynolds number (R̃e𝜃𝑡 ) which is obtained by solving a differential equation:

𝜕 (𝜌R̃e𝜃𝑡 )
𝜕𝑡

+
𝜕 (𝜌𝑈 𝑗 R̃e𝜃𝑡 )

𝜕𝑥 𝑗

= 𝑃𝜃𝑡 +
𝜕

𝜕𝑥 𝑗

[
𝜎𝜃𝑡 (𝜇 + 𝜇𝑡 )

𝜕R̃e𝜃𝑡
𝜕𝑥 𝑗

]
. (5)

The initial model considers only streamwise transition and is denoted here as MODEL-1A. In 2015, Menter et al. [2]
expanded the model to include crossflow transition. This variant, referred here to as MODEL-1B will also be analyzed.

2. Smirnov, Menter 2015 (MODEL-2) [2]
The intermittency transition model proposed by Smirnov and Menter in 2015 [2] is a further development based on

the 2009 Langtry and Menter 𝛾 − R̃e𝜃𝑡 transition model which solves only one transport equation for the turbulence
intermittency and avoids the need for the second differential equation. The model was initially developed to take into
account only for streamwise transition but it was later expanded to incorporate crossflow transition as well [18]. The
function 𝐹onset is here evaluated by taking the maximum value between the streamwise and crossflow contributions,
computed as follows:

𝐹onset = max
[
𝐹onset,s, 𝐹onset,CF

]
,

𝐹onset,s =
Re𝑉

2.2Re𝜃𝑐
, 𝐹onset,CF = min

[
max

[
100

(
𝐶𝑅𝑆𝐹

150
(𝐺ΨRe𝑉 ) − 1

)
, 0
]
, 1
]
.

(6)

3



The streamwise triggering function, 𝐹onset,s, is determined by an algebraic expression for Re𝜃𝑐 that depends on the
turbulence intensity level, 𝑇𝑢𝐿 and the pressure gradient, 𝜆𝜃𝐿 , calculated using local variables as follows:

𝑇𝑢𝐿 = min

[
100

√︁
2𝑘/3
𝜔𝑑𝑤

, 100

]
, 𝜆𝜃𝐿 = −0.1111

𝑑𝑉

𝑑𝑦

𝑑2
𝑤

𝜈
+ 0.1875. (7)

The crossflow triggering function, 𝐹onset,cf , was instead based on the Arnal’s C1 criterion [19]. It is formulated using
local variables and maintains Galilean invariance. The crossflow indicator function Ψ is a non-dimensional measure of
the local crossflow intensity in relation to the streamwise intensity and it is computed based on the wall normal change
of the normalized vorticity vector, ®𝑒𝜔 , and the distance from closest wall 𝑑𝑤:

Ψ =

��� ®𝜙��� 𝑑𝑤 , ®𝜙 = ®𝑛 · ∇®𝑒𝜔 , ®𝑒𝜔 =
®𝜔
| ®𝜔 | .

(8)

The model variant considering only the streamwise correlation will be denoted as MODEL-2A, whereas with the
inclusion of both streamwise and crossflow correlations it will be marked as MODEL-2B.

3. Algebraic Model (MODEL-3), [3]
The latest advancement within the LCTM framework, developed by Menter et al. in 2022 [3], is the algebraic

transition model. This model introduces a further simplification, allowing the determination of the intermittency factor
𝛾 through an algebraic equation, thus obviating the need to solve any differential equations. The intermittency factor is
calculated by:

𝛾 = tanh

[(
ReV22
Re𝜃c

)2
]
, (9)

where

Re𝑉22 = min
[
Ω̃𝑑2

𝑤

2.2𝜈
, 5000

]
, Re𝜃𝑐 = 𝑔

(
𝑇𝑢𝐿 , 𝜆𝜃𝐿

)
, (10)

are function of the local turbulence intensity level, 𝑇𝑢𝐿 and the local pressure gradient, 𝜆𝜃𝐿 . MODEL-3 does not
include a crossflow onset function.

4. Hypersonic Transition Model (MODEL-4) [5]
Liu et al. [5] used the LCTM framework to propose a fully local three-equation transition model for hypersonic

flows. Their model takes into account different transition mechanisms, including stream-wise instability, nose-bluntness
effects, and crossflow-induced transition. Similar to the Menter model, the function 𝐹onset is evaluated in this case by
determining the maximum value between the streamwise and crossflow contributions, calculated as follows:

𝐹onset = max
[
𝐹onset,s, 𝐹onset,CF

]
,

𝐹onset,s =
Re𝑉

𝑓 (Ma𝑒𝐿 , 𝑇𝑒𝐿)Re𝜃𝑐
, 𝐹onset,CF =

Δ𝐻CFRe𝑉
𝑓 (Ma𝑒𝐿 , 𝑇𝑒𝐿)𝐶CF,crit

.
(11)

In the streamwise triggering function, 𝐹onset,s, the component 𝑓 (Ma𝑒𝐿 , 𝑇𝑒𝐿) is based on self-similar boundary layer
profiles obtained without pressure gradient. These profiles are parameterized through local estimations of Mach and
temperature at the boundary layer’s edge. Conversely, the value of Re𝜃𝑐 is obtained through an algebraic correlation that
depends on the local turbulence intensity level 𝑇𝑢𝐿 . The crossflow triggering function is instead based on the concept
of local helicity, 𝐻𝑒, which is dimensionless with respect to wall distance and velocity magnitude, and then increased by
the eddy-to-molecular viscosity ratio as:

Δ𝐻CF =
𝑑𝑤𝐻𝑒

𝑈

(
1.0 + min

[
𝜇𝑡

𝜇
, 0.3

] )
. (12)

Unlike the crossflow triggering function of MODEL-2B based on the indicator function Ψ, the present triggering
function does not feature Galilean invariance. Two versions of the model will be employed, namely MODEL-4A and
MODEL-4B, depending on whether only the streamwise correlation or both the streamwise and crossflow correlations
are activated, respectively.
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Model References Variants Available in:
MODEL-1 Langtry, Menter 2009,[1] Baseline (A), Crossflow (B) FLUENT1, OVERFLOW
MODEL-2 Smirnov, Menter 2015, [2] Baseline (A), Crossflow (B) FLUENT, CEDRE, OVERFLOW1

MODEL-3 Menter 2022, [3] Baseline FLUENT, CEDRE
MODEL-4 Liu, [5] Baseline (A), Crossflow (B) CEDRE, OVERFLOW
MODEL-5 Coder, Maughmer [7, 8] AFT2019b (A), AFT2019b+CF (B) OVERFLOW

Table 1 Summary of the adopted transition model nomenclature.
1 available, but not used in the present work.

B. Amplification Factor Transport (AFT) Transition Model

1. Coder AFT2019b Model (MODEL-5) [7, 8]
The AFT model was originally developed by Coder and Maughmer [7] as a PDE-based realization of the approximate

envelope linear-stability method. The specific version used in this study is the AFT2019b model, which is completely
described in Ref. [8]. It requires the solution of two auxiliary transport equations: one for the transported amplification
factor,

𝜕 (𝜌�̃�)
𝜕𝑡

+
𝜕
(
𝜌𝑈 𝑗 �̃�

)
𝜕𝑥 𝑗

= 𝜌Ω𝐹crit𝐹growth
𝑑�̃�

𝑑𝑅𝑒𝜃
+ 𝜕

𝜕𝑥 𝑗

[
𝜎𝑛 (𝜇 + 𝜇𝑡 )

𝜕�̃�

𝜕𝑥 𝑗

]
, (13)

which effectively tracks the margin to transition and incorporates upstream flow history, and a modified intermittency
variable,

𝜕 (𝜌�̃�)
𝜕𝑡

+
𝜕
(
𝜌𝑈 𝑗 �̃�

)
𝜕𝑥 𝑗

= 𝑃𝛾 − 𝐸𝛾 + 𝜕

𝜕𝑥 𝑗

[ (
𝜇 + 𝜎𝛾𝜇𝑡

) 𝜕�̃�

𝜕𝑥 𝑗

]
. (14)

The modified intermittency relates to the standard intermittency variable by the relation �̃� = ln 𝛾. This change of
variables ensures that transported intermittency is non-negative. In Eq. 13, the function 𝐹crit captures the influence of
the critical Reynolds number on boundary-layer instability growth. In Eq. 14 the production and destruction terms are
calculated in a fashion similar to Eq. 2, with a function 𝐹onset which takes into account for both the streamwise and the
crossflow transition:

𝐹onset = max
[

�̃�

𝑁crit
,

Re𝑉
2.2ReSCF

]
. (15)

Unlike the LCTM models used in this study, the AFT model is coupled with the one-equation Spalart-Allmaras eddy
viscosity model [20] with the Secundov compressibility correction. The AFT model will be labeled MODEL-5A
when employing only the streamwise transition function, whereas it will be indicated as MODEL-5B when both the
streamwise and crossflow transition functions are applied.

IV. Brief Overview of Flow Solvers

A. Ansys® FLUENT®

Ansys® FLUENT® is a widely used commercial computational fluid dynamics (CFD) software package developed
by Ansys, Inc. It is designed for engineers and scientists to simulate and analyze fluid flow, heat transfer, and related
phenomena in a variety of industries and applications. Ansys® FLUENT® has been adopted here as a reference solver
owing to its integral contribution to the development of several key models, largely attributable to Ansys chief scientist
Florian Menter. The extensive integration of these models within the solver is widely acknowledged and regarded as a
robust and entrenched practice within the scientific community.

The simulations conducted using Ansys® FLUENT® in this study are carried out using a density-based solver for
the turbulent Navier-Stokes equation on unstructured meshes. Numerical fluxes are computed with the AUSM+ [21]
approximate Riemann solver and second-order accuracy is obtained by a multidimensional linear reconstruction
approach [22], together with a Minmod limiter. The steady-state solutions are obtained by means of the implicit Euler
temporal scheme solved using Incomplete Lower Upper factorization (ILU), in conjunction with an algebraic multigrid
(AMG) method adapted for coupled sets of equations.

The objective was to explore the impact of the transition model on the distribution of wall heat flux. Two models
were examined: the intermittency transition model, both without and with the activation of the crossflow transition
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correlation (MODEL-2A and MODEL-2B, respectively), and the algebraic intermittency transition model, (MODEL-3).
They have been coupled to the 𝑘 − 𝜔 SST turbulence model [16].

B. ONERA CEDRE
The multi-physics software suite CEDRE [11] is developed at the French aerospace lab (ONERA) by the Department

of Multi-physics for Energetics (DMPE). Within CEDRE, the flow solver CHARME handles the RANS computations
of single-phase flows, and transition models have been recently added to it at the ONERA Center of Toulouse to extend
its modeling capabilities. CHARME solves governing sets of equations on general unstructured elements through
cell-centered finite volume schemes. The present computations rely on a second-order in space, multislope Monotonic
Upwind Scheme for Conservation Laws (MUSCL) [23], together with the van Leer limiter. Numerical fluxes are
computed with the AUSM+ approximate Riemann solver. The steady-state solutions are obtained by means of the
implicit Euler temporal scheme associated to the Generalized Minimal RESidual (GMRES) method. No preconditioning
is applied and the number of internal iterations to solve the implicit system is kept fixed at 20 per time step.

The transition models that have been coded in CHARME include MODEL-2A, MODEL-3, MODEL-4A and
MODEL-4B. All are coupled to the 𝑘 − 𝜔 SST turbulence model [16]. The two variants of MODEL-4 are used here
without the compressibility or nose bluntness correction terms activated – see the original model for details of these
terms [5].

C. NASA OVERFLOW
OVERFLOW is a structured overset RANS solver with a variety of turbulence, transition, and flow modeling options

[24]. The software is developed and maintained by NASA Langley Research Center. OVERFLOW has been used for
many aerodynamic flow problems, ranging from incompressible flows to the hypersonic regime.

The NASA simulations are performed using a version of OVERFLOW 2.3e that has been modified to include the
hypersonic SST-𝛾 model of Liu et al. [5] (MODEL-4). OVERFLOW simulations conducted by NASA participants
utilized the HLLE++ upwinded flux scheme with SSOR and the van Albada limiter. These simulations did not utilize
QCR, the SST rotational correction, or any turbulence-sustaining terms. The compressibility and nose bluntness
corrections provided by Liu et al. [5] are implemented in the OVERFLOW version of the model [25], but were not used
in these computations, analogous to the ONERA simulations.

The Pennsylvania State University (PSU) simulations used the OVERFLOW 2.2 version where the AFT (MODEL-5)
transition model is coupled to the Spalart Allmaras 1-equation turbulence model.

Computational meshes used in the OVERFLOW simulations are point-matched with the Ansys® FLUENT® and
ONERA meshes but split into 4 blocks to satisfy the input requirements of the overset format. More information about
overset meshes is provided in Ref. [26].

V. Description of the CUBRC Experiments
The computational test cases in this paper model a specific run from the CUBRC ground facility experiments

involving the geometry of the BOLT (BOundary Layer Transition) project, which was designed to investigate the
hypersonic boundary layer transition on a low-curvature concave surface with highly swept leading edges seen in
Figure 1. A full-scale model of the BOLT geometry underwent extensive ground test experimentation in the LENS-II
hypervelocity reflected shock tunnel at CUBRC, and here the conditions of RUN-03 in [10] will be used as reference.
These conditions are here briefly summarized: 𝑀 = 5.17, Re𝐿 = 3.92 · 106 m−1 based on the model’s 0.86 m length,
with stagnation pressure and temperature equal to 1.5 MPa and 1130 K, respectively. A wall temperature of 294.4
K was imposed. With the usual free-stream noise levels observed to be within the 3-5% span in LENS II[27], the
turbulence intensity level at the freestream has been approximated to fall within the 0.42% to 0.7% range, adopting the
approach proposed in [28]. However, to better investigate the effects of free-stream turbulence on the transition onset, a
broader range was considered for the turbulent intensity in the simulations, selecting four turbulence intensity levels
𝑇𝑢 = 0.1, 0.3, 0.5, 1.0%, and three values of the viscosity ratio, 𝜇𝑡/𝜇 = 1, 5, 10.

Exploiting both symmetries of the forebody geometry, only one quarter of this geometry was included in the mesh
used for the CFD computations. Three shock-fitted structured multi-block meshes with 3.5M, 24M, and 60M cells
were created using Ansys® IcemCFD®, and are labeled as GRID-C (coarse), GRID-M (medium), and GRID-F (fine),
respectively. These meshes were subsequently converted to the appropriate format for each flow solver.
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Fig. 1 (left) BOLT geometry, from [10]; (right) domain decomposition for a quarter of the body.

VI. Results - CUBRC
In this section, the comparisons between the numerical results and experimental data are reported. These consist of:
• Wall heat flux contours on the primary surface of the BOLT test article, which are juxtaposed with Thermal

Sensitive Paint (TSP) maps to provide a qualitative assessment of the transition front;
• Numerical heat flux profiles compared with Thin Film measurements taken along the primary symmetry lines,

and three transverse rows on the surface of the test article.
First, we describe the results derived from each individual solver, with an emphasis on highlighting the sensitivity

to the freestream boundary conditions and to the resolution provided by the computational mesh. Following this, we
present a comprehensive comparison of the predictions obtained using multiple flow solvers. This comparative study is
expected to provide useful insights into the variations in performance and inherent limitations of these transition models
as implemented within different computational codes.

A. Ansys® FLUENT® results

1. Mesh resolution sensitivity
Results based on the different transition models are shown in Figure 2. These plots showcase the contours of wall

heat flux on the BOLT surface and results are obtained for all three meshes with each of the transition models. It appears
that the heat flux has become approximately grid converged with the intermediate grid level (GRID-M), as there are no
significant differences between the results on this level and the finest one (GRID-F); for this reason, only the results on
this intermediate level will be discussed in all subsequent analyses by CIRA with the Ansys® FLUENT® code.

Comparison of the computed heat flux distributions with the TSP contour map in the top right corner of Figure 2
indicates that all three transition models provide a reasonable alignment with the experiment when the 𝑇𝑢 is set at 0.5%.
There is no significant difference between the predictions of MODEL-2A and MODEL-2B for this particular free-stream
turbulent intensity. However, MODEL-3 systematically predicts an earlier transition than the other two models within
the central part of the primary surface (i.e., along the symmetry plane in the simulations). The aforementioned tendency
becomes more apparent in Figure 3, which provides a quantitative comparison between the experimental and numerical
heat flux profiles. When observing the temperature-sensitive paint (TSP) data on the same graph, it becomes evident that
the experiment shows a gradual increase of heat flux and, hence, an extended transition zone spanning approximately 0.3
meters. Conversely, the simulations predict a faster but delayed transition, with MODEL-3 displaying slightly less delay.

2. Free-stream turbulence sensitivity
Figure 4 shows quite clearly the dependence of the transition front position on the free-stream turbulence intensity

level enforced at the inlet boundary. It is evident that MODEL-2A and MODEL-3 show a significant dependence of
their transition front position on 𝑇𝑢, with a trend towards earlier transition for increasing 𝑇𝑢 levels as expected by
these models in this kind of applications, [29, 30]: at extremely low 𝑇𝑢 levels, both transition models tend to converge
towards the laminar solution (not reported here for the sake of brevity). On the other hand, when the correction for
cross-flow transition is activated by using MODEL-2B (and BOLT geometry was specifically designed to experience
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EXP. TSP: MODEL-3
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EXP. TSP: MODEL-3

GRID-F
Tu = 0.5%
𝜇𝑡 /𝜇 = 10

Fig. 2 Ansys® FLUENT® (CIRA): mesh sensitivity analysis, 𝑻𝒖 = 0.5% and 𝝁𝒕/𝝁 = 10. Each row corresponds
to a specific model and the mesh resolution increases from the left to the right; the measured data from the
experiment is plotted on the top right.

(a) Primary surface symmetry line (b) cut-line at 𝒙 = 0.254 m

(c) cut-line at 𝒙 = 0.508 m (d) cut-line at 𝒙 = 0.762 m

Fig. 3 Ansys® FLUENT® (CIRA): model comparison. Heat flux profiles along the main surface symmetry line
and three transverse cut lines. TSP —, Thin films ▼, Turbulent —, Laminar —, MODEL-2A —, MODEL-2B – • • –,
MODEL-3 • • •. Turbulence freestream conditions: 𝑻𝒖 = 0.5%, 𝝁𝒕/𝝁 = 10. GRID-M mesh level. Note that the
MODEL-2B results almost match with those from MODEL-2A, thus it is not possible to clearly discern one
curve from the other.

this mode of transition) the solutions seem to be less sensitive to the 𝑇𝑢 levels, suggesting that crossflow term is entirely
responsible for predicting a transition front even at very low 𝑇𝑢 levels: only at the highest value considered, 𝑇𝑢 = 1%,
the streamwise onset terms became predominant and shift significantly forward the transition front.

Figure 5 reports the same sensitivity analysis but this time focusing on the ratio between the eddy and laminar
viscosities enforced at the inlet. In contrast to the previous observation, it appears that the transition front based on
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Fig. 4 Ansys® FLUENT® (CIRA): sensitivity to free-stream turbulent intensity level, GRID-M mesh level. Each
row corresponds to a specific model and the inflow turbulent intensity increases from the left to the right
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Fig. 5 Ansys® FLUENT® (CIRA): sensitivity to free-stream eddy-to-laminar viscosity ratio, GRID-M mesh level.
Each row corresponds to a specific model and the viscosity ratio increases from the left to the right

the wall heat flux is not significantly influenced by this parameter, except for the case when 𝜇𝑡/𝜇 = 1: however, it is
noteworthy that MODEL-3 appears to be less sensitive with respect to MODEL-2A even for the smaller ratio.

B. ONERA CEDRE Results

1. Mesh resolution sensitivity
The grid convergence studies carried out with CEDRE reveal that differences can still be observed between the heat

flux maps obtained with GRID-M and those with GRID-F, as can be seen in Figure 6. A finer grid would be required to
confirm that results with GRID-F are indeed converged. However, a general remark can be made on the basis of Figure 6,
which is that some models exhibit larger degrees of grid sensitivity than others. For instance, MODEL-2A shows a
comparatively lower degree of grid sensitivity between GRID-M and GRID-F than MODEL-3, hinting at the fact that
while MODEL-3 may cost one transport equation less, it can require finer grids to converge and hence prove more
expensive overall. Another salient feature of insufficient resolution appears to be an early transition in the vicinity of the
forebody leading edge, most visible in GRID-C with MODEL-3 and MODEL-4.

Figure 7 shows that at 𝑇𝑢 = 0.3%, all transition models exhibit a later transition than that observed experimentally
along the primary surface symmetry line, with MODEL-3 predicting the most upstream transition location amongst
the four transition models. The cut lines at a constant streamwise location exhibit the correct behavior for the most
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Fig. 6 CEDRE (ONERA): mesh independence analysis, 𝑻𝒖 = 0.3% and 𝝁𝒕/𝝁 = 10. Each row corresponds to a
specific model and the mesh resolution increases from the left to the right.

(a) Primary surface symmetry line (b) cut-line at 𝒙 = 0.254 m

(c) cut-line at 𝒙 = 0.508 m (d) cut-line at 𝒙 = 0.762 m

Fig. 7 CEDRE (ONERA): model comparison. Heat flux profiles along the main surface symmetry line and
three transverse cut lines. TSP —, Thin films ▼, Turbulent —, Laminar —, MODEL-2A —, MODEL-3 • • •,
MODEL-4A – – –, MODEL-4B – • –. Turbulence freestream conditions: 𝑻𝒖 = 0.3%, 𝝁𝒕/𝝁 = 10. GRID-F mesh
level.

upstream location (fully laminar solutions), while at the two further downstream locations, the complex transition front
is reproduced with varying degrees of agreement. MODEL-4A predicts transition the latest. A curious point to note is
that MODEL-4A totally fails to predict transition along the primary surface line, while MODEL-2A and MODEL-3 do
trigger within the forebody surface. Neither of these three models is designed to capture transition induced by crossflow,
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Fig. 8 CEDRE (ONERA) sensitivity to free-stream turbulent intensity level, GRID-F mesh level. Each row
corresponds to a specific model and the turbulent intensity increases from the left to the right

according to their developers. So the difference could result from the fact that MODEL-2A and MODEL-3 are
calibrated in order to take into account adverse pressure gradient effects. Yet in changing from MODEL-4A to
MODEL-4B, no pressure gradient effects are added into the modeling strategy (MODEL-4 stems from self-similar
boundary layer profiles obtained without pressure gradient [5]), but the transition along the primary surface line and
which is captured by MODEL-2A and MODEL-3 becomes apparent. In conclusion, similar transition results can be
arrived at through model correction terms that attribute transition to different mechanisms.

2. Free-stream turbulence sensitivity
The results discussed in the previous section were limited to a single value of freestream 𝑇𝑢. We now look at

the effect of this parameter on the transition front location, with results displayed in Figure 8. Overall, the trend is
consistent with an earlier transition for increasing freestream 𝑇𝑢. However, other subtle cross-model differences worth
highlighting appear at different 𝑇𝑢 values. Taking for instance 𝑇𝑢 = 0.1%, the differences between MODEL-4A and
MODEL-4B are drastic. The difference along the symmetry line (where MODEL-4A predicts fully laminar flow)
has already been discussed above. But the area around the mid-span region is where the largest differences are to be
found between the two models, and can be entirely attributed to the cross-flow onset term. At 𝑇𝑢 = 0.5%, however, both
MODEL-4A and MODEL-4B exhibit similar transition fronts in the mid-span region. The only explanation is that the
𝑘−dependent streamwise onset term in MODEL-4 causes MODEL-4A to transition at 𝑇𝑢 = 0.5%, while at 𝑇𝑢 = 0.1%
it does not – but the crossflow onset term in MODEL-4B can still trigger at this low 𝑘 setting. This confirms that similar
transition predictions can be arrived at through different onset terms. But even at 𝑇𝑢 = 0.5%, MODEL-4A does not
show transition along the symmetry line, hinting at the fact that MODEL-2A, MODEL-3 and MODEL-4B all have
some feature allowing them to be more accurate than MODEL-4A.

Turning towards MODEL-3, it can be seen that at 𝑇𝑢 = 0.5% a transitional front stemming from the lateral leading
edge appears as a "third lobe". This front has been observed to be highly dependent upon grid resolution as its size is
considerably larger with GRID-M, and can thus be attributed to a mesh size effect that would most probably disappear
with finer meshes.
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Fig. 9 OVERFLOW (NASA): mesh independence analysis, 𝑻𝒖 = 0.5% and 𝝁𝒕/𝝁 = 10.

(a) Primary surface symmetry line (b) cut-line at 𝒙 = 0.254 m

(c) cut-line at 𝒙 = 0.508 m (d) cut-line at 𝒙 = 0.762 m

Fig. 10 OVERFLOW (NASA): model comparison. Heat flux profiles along the main surface symmetry line
and three transverse cut lines. TSP —, Thin films ▼, MODEL-4A – – –, MODEL-4B – • –. Turbulence inlet
conditions: 𝑻𝒖 = 0.5%, 𝝁𝒕/𝝁 = 10. GRID-F mesh level.

C. NASA-PSU OVERFLOW Results

1. Mesh resolution sensitivity
NASA conducted a mesh sensitivity analysis using the OVERFLOW solver with MODEL-4B by imposing a

turbulence intensity level of 𝑇𝑢 = 0.5% at the freestream boundary. The comparison in Figure 9 between the GRID-M
and the GRID-F mesh level solutions indicates a comparable transition behavior at the apex of the transition front,
whereas a discernible sensitivity is observed in the outboard region, indicating the importance of mesh resolution in
capturing detailed flow features. Furthermore, the analysis of the GRID-C mesh level demonstrates a somewhat earlier
transition.

The comparisons in Figure 10 emphasize the impact of the crossflow transition correlation on the overall solution,
particularly near the symmetry line of the primary test surface. Notably, the MODEL-4A model demonstrates an
inability to predict any transition along the symmetry line, even at the highest turbulence intensity level tested, i.e.,
𝑇𝑢 = 0.5%. Conversely, the results from MODEL-4B exhibit a distinct transition at that location for all three turbulence
intensity levels, albeit still delayed in comparison with the measured data.

Concerning the comparison with experimental data, the transition fronts inferred from the wall heat fluxes demonstrate
qualitative alignment with the TSP maps for all three grid levels, but suggest an earlier transition for the highest level of
freestream turbulent intensity (𝑇𝑢 = 0.5%).

In conjunction with NASA, Pennsylvania State University also conducted simulations using the OVERFLOW solver,
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with a specific focus on exploring the capabilities of MODEL-1 and MODEL-5. Notably, in contrast to all the other
simulations presented in this study that are based on the Menter SST turbulence model, the MODEL-5 includes a
coupling with the Spalart Allmaras 1-equation turbulence model.
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Fig. 11 OVERFLOW (PSU): mesh independence analysis, 𝑻𝒖 = 0.5% and 𝝁𝒕/𝝁 = 10.

(a) Primary surface symmetry line (b) cut-line at 𝒙 = 0.254 m

(c) cut-line at 𝒙 = 0.508 m (d) cut-line at 𝒙 = 0.762 m

Fig. 12 OVERFLOW (PSU): model comparison. Heat flux profiles along the main surface symmetry line
and three transverse cut lines. TSP —, Thin films ▼, MODEL-1A —, MODEL-1B – • • –, MODEL-5A – – –,
MODEL-5B – • –. Turbulence inlet conditions: 𝑻𝒖 = 0.5%, 𝝁𝒕/𝝁 = 10. GRID-F mesh level.

Figures 11 and 12 depict the comparisons between the numerical wall heat flux and experimental TSP maps, as
well as between numerical heat flux profiles and experimental Thin Film measurements. These comparisons are for
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Fig. 13 OVERFLOW (NASA) sensitivity to free-stream turbulent intensity level, GRID-F mesh level. Each row
corresponds to a specific model and the turbulent intensity increases from the left to the right

MODEL-1 and MODEL-5, with and without an active crossflow transition correlation. Observations suggest that the
crossflow transition correlation plays a small but significant role for both MODEL-1 and MODEL-5. Specifically, when
this correlation is inactive, the solutions for MODEL-1A seems akin to the laminar solution, lacking any indications
of a transition to turbulence. Conversely, when the crossflow transition is activated, its effect is rather pronounced.
MODEL-1B initiates the transition, yet the region of turbulence does not spread across the spanwise extent of the test
surface, whereas MODEL-5 exhibits a more pronounced transition front, and at least along the symmetry line. The
MODEL-5B exhibits one of the closest agreements with the Thin Film measurements and TSP profile reported in this
paper. However, the visually inferred transition front from the wall heat flux on the main surface is narrower compared
to the TSP experimental map.

Interestingly, the wall heat flux, as depicted in the contour maps in Figure 11, ranges from 0 to 75,000 W/m2, closely
aligning with the experimental range, unlike the other numerical results presented in this paper where the maximum wall
heat flux exceeds the experimental maximum, almost reaching a value of 100,000 W/m2. This distinction arises from
the coupling of MODEL-5 with the SA turbulence model, in contrast to the SST used in the other models, alongside the
advantageous effect of a less aggressive transition.

2. Free-stream turbulence sensitivity
NASA carried out a sensitivity analysis to freestream turbulence intensity level for MODEL-4, with and without the

crossflow transition correlation activated. The results of this analysis are shown in Fig. 13. Apart from the previously
mentioned influence of this modeling option close to the symmetry, the crossflow transition correlation appears to
play a significant role in initiating the transition at lower 𝑇𝑢, taking priority over the streamwise transition correlation.
Specifically, MODEL-4B predicts a distinct transition front even at 𝑇𝑢 = 0.1%. Conversely, MODEL-4A, in accordance
with its modeling characteristics, shows strong sensitivity to the 𝑇𝑢 level, leading to the downstream shift in the transition
front as the freestream turbulence level decreases. Each of these cases achieved a normalized flow variable residual
below 1 × 10−9.

PSU also conducted an analysis of the sensitivity of MODEL-1A, MODEL-1B, MODEL-5A, and MODEL-5B to
freestream turbulence intensity, the results of which are shown in Fig. 14. These results show a smaller sensitivity to the
crossflow transition terms for MODEL-1 than is observed in the other models examined. Moreover, for the turbulence
intensity levels examined (𝑇𝑢 = 0.1% to 𝑇𝑢 = 0.5%), MODEL-1 does not predict transition for most of the streamwise
extent of the model with or wihthoug crossflow. For MODEL-5 it is observed that, for the cases where crossflow
is active, the transition location is insensitive to 𝑇𝑢, although the contours indicate that the turbulence intensity still
impacts the magnitude of the wall heat flux in the turbulent region.
D. Cross-code comparisons

1. Intermittency Transition Model, MODEL-2 (CIRA, ONERA)
Figure 15 shows the comparisons between the MODEL-2A results obtained with the Ansys® FLUENT® solver

(CIRA) and the CEDRE solver (ONERA), respectively. These comparisons correspond to the predictions on the finer
mesh corresponding to grid level GRID-F and a freestream turbulence level of 𝑇𝑢 = 0.5%. Even though both codes
demonstrate transition fronts based on the wall heat flux that approximate the experimental TSP map fairly well, notable
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Fig. 14 OVERFLOW (PSU) sensitivity to free-stream turbulent intensity level, GRID-F mesh level. Each row
corresponds to a specific model and the turbulent intensity increases from the left to the right
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Fig. 15 MODEL-2A, cross-code comparison. TSP —, Thin films ▼, Ansys® FLUENT® (CIRA) —, CEDRE
(ONERA) —. Turbulence inlet conditions: 𝑻𝒖 = 0.5%, 𝝁𝒕/𝝁 = 10. GRID-F mesh level.

discrepancies exist between the outputs of the FLUENT and CEDRE solvers, with FLUENT exhibiting a transition front
ahead of that of CEDRE. In the process of comparative analysis, the authors made concerted efforts to minimize the
disparities between the codes, focusing on aligning CEDRE with Ansys® FLUENT®. In fact, CEDRE’s source files are
accessible and amendable, unlike FLUENT, a commercial code with limited possibility for customized source code
modifications. Among the differences, the authors identified a discrepancy in the implementation of MODEL-2 which,
based on the information in the Ansys® FLUENT® User Guide, appeared to differ in certain coefficients from its original
publication [2]. While this modification was incorporated into CEDRE and showed a minimal but not negligible impact
on the solutions, it did not eliminate the disparity observed relative to FLUENT.
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2. Algebraic Model, MODEL-3 (ONERA, CIRA)
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Fig. 16 MODEL-3, cross-code comparison. TSP —, Thin films ▼, Ansys® FLUENT® (CIRA) —, CEDRE
(ONERA) —. Turbulence inlet conditions: 𝑻𝒖 = 0.5%, 𝝁𝒕/𝝁 = 10; GRID-F mesh level.

Figure 16 shows further comparisons between the numerical results obtained from the Ansys® FLUENT® solver
(CIRA), and from the CEDRE solver (ONERA). The transition model used here is MODEL-3 recently integrated into
the CEDRE solver to enhance its capabilities and enable further comparisons with Ansys® FLUENT®. The comparison
was carried out using the finer mesh corresponding to the grid level GRID-F and a freestream turbulence intensity level
of 𝑇𝑢 = 0.5%.

The transition front based on the wall heat flux demonstrates discernible disparities between the two codes, albeit
smaller in contrast to those reported with MODEL-2A. In particular, even though the predictions of the primary lobed
shape and the length of the transition front are similar between both solvers, the second and third lobes (the latter being
close to the forebody leading edge) are not prominent in the Ansys® FLUENT® solution, contrary to what is seen in the
CEDRE data. As mentioned in section VI.B.2, the intense lobe originating near the leading edge is known to be highly
mesh dependent and is thus most probably a grid resolution artifact. This confirms that, particularly for this specific
transition model, the CEDRE solver demonstrates notable sensitivity to the mesh resolution. It highlights the need for
further refinement of the computational mesh to accurately assess the results. The intermediate lobe in the CEDRE data,
however, does not originate on the leading edge of the BOLT geometry, is less affected when going towards GRID-M
than the third lobe (not shown), and is reminiscent of the one seen with MODEL-2A in the FLUENT data (Figure 15).

3. Hypersonic Transition Model, MODEL-4 (ONERA, NASA)
The two codes that include an implementation of MODEL-4 with and without the cross-flow onset term are CEDRE

(ONERA) and OVERFLOW (NASA). In this section, we compare the GRID-F solutions obtained using those two codes
for the case with 𝑇𝑢 = 0.3%.

As seen in Figure 17, the transition fronts based on the heat flux maps show some discernible differences between
the two codes. Looking at the cross-stream cuts along the spanwise distance, the differences between the two codes are
apparent along the second and third rows of thin film sensors. But overall, the disagreement is limited to the precise
boundary of the transition front while the heat flux values are very similar quantitatively for the laminar and turbulent
levels between the two codes. It is interesting to note in Figure 17 that along the symmetry line of the primary surface,
neither of the two codes shows a transition onset, while with the addition of the cross-flow onset term, both codes show
a transition as seen in Figure 18 for MODEL-4B. The fact that both codes exhibit the same change in behavior along
this symmetry line when activating the cross-flow onset term confirms the points raised in section VI.B.1.
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Fig. 17 MODEL-4A, cross-code comparison. TSP —, Thin films ▼, CEDRE (ONERA) —, OVERFLOW
(NASA) —. Turbulence inlet conditions: 𝑻𝒖 = 0.5%, 𝝁𝒕/𝝁 = 10; GRID-F mesh level
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Fig. 18 MODEL-4B, cross-code comparison. TSP —, Thin films ▼, CEDRE (ONERA) —, OVERFLOW
(NASA) —: Turbulence inlet conditions: 𝑻𝒖 = 0.5%, 𝝁𝒕/𝝁 = 10; GRID-F mesh level.
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VII. Conclusions
A comparative study of the performance of various transition models has been carried out by computing a common

test case that corresponds to a full-scale BOLT model experiment at the CUBRC facility. The transition models, all of
which are transport-equation based, are coupled to RANS turbulence models and coded in three different CFD solvers:
Ansys® FLUENT®, CEDRE (ONERA), and OVERFLOW (NASA). The majority of these models were developed
for transition prediction in low-speed flows, with only one model relying on correlations for Mack second-mode
transition. Three models feature onset terms catering for crossflow-induced transition. The present study includes the
first assessment of its kind for a complex three-dimensional hypersonic configuration exhibiting multi-mode transition
physics.

The sensitivity of the predicted transition front to parameters such as mesh resolution, free-stream turbulence
intensity, and viscosity ratios has been thoroughly examined. While nearly all chosen transition models showcased the
ability to predict a transition from laminar to turbulent flow in the analyzed test case, the accuracy of these predictions
was dependent upon the aforementioned parameters. A noteworthy trend emerged among models incorporating a
crossflow correlation, as they successfully predicted transition even at low freestream turbulent intensity levels. In
contrast, models lacking this correlation exhibited a stronger sensitivity in the transition front position relative to
freestream turbulent intensity level. These findings are consistent with the expectation that the BOLT geometry is
one where crossflow-induced transition plays a significant role. The differences in transition predictions evidenced by
cross-code comparisons with the same transition model have been carefully analysed and discussed, yet it remains a
challenge to attribute such discrepancies (when present) to differences in the underlying numerical methods, to grid
resolution effects or to residual modeling discrepancies. The latter is a noteworthy source of potential disparities
across results. While a concerted effort has been carried out towards matching precisely the models across codes, the
underlying turbulence models diverge from standard formulations in manners that are unique to each code and which
could not be altogether reconciled.

Further assessment of these models on additional BOLT tests spanning a broad range of Reynolds numbers and
freestream disturbance conditions would be very useful. Future research should also focus on refining these models to
better capture complex transition phenomena and to improve the accuracy of predictions whilst being able to determine
the associated uncertainties in practical engineering applications.
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