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The development of emerging complex aerospace systems will require new approaches for
capturing safety incident scenarios as early as possible in the design phase. However, for novel
systems, relevant data available is limited. In this work, we propose a framework informing
model-based mission assurance activities with historical incident reports, lessons learned, or
other relevant engineering documents using natural language processing. In doing so, we
investigate whether there is useful information in data sets that are relevant, if not identical,
to the system under design and whether, through rigorous systems engineering practice, this
information can be effectively leveraged through model-based failure analysis. In a worked case
study, we apply state-of-the-art topic modeling techniques to two data sets, a mission relevant
data set and a system relevant data set. The sets of topics are merged and interpreted to form a
preliminary list of failure topics that can be used to inform the identification of off-nominal
modes in the model-based failure modes and effects analysis development. Once data from the
system in operation is available, it can be used to update the topics identified. By extracting
information about likely failures from relevant historical data sets and utilizing model-based
mission assurance to ensure relevance and rigor, unanticipated failures can be reduced, and
projects can more effectively learn from past missions.

I. Introduction

HE increasing diversity and complexity of the National Airspace System (NAS) calls for a type of Safety Management

System (SMS) that is scalable. Today’s model of aviation SMS in the United States is very efficient. This SMS is
derived by the International Civil Aviation Organization (ICAO)’s SMS mandate, which is based upon the four pillars of
safety: Safety Policy, Safety Risk Management, Safety Assurance, and Safety Promotion (Fig. [T). However, as safe as it
is, this type of SMS is very labor intensive, sometimes reactive, and is not scalable [1]]. As increasingly autonomous
systems continue to enter the NAS ecosystem, calls for a more scalable model of SMS are growing. To that effect, the
National Academies of Science, Engineering and Medicine tasked the National Aeronautics and Space Administration
(NASA) with developing a prototype of an In-time Aviation Safety Management Systems (IASMS) [2]]. An effective
TASMS will facilitate the safe integration of complex emerging operations concepts into the NAS through sets of
services, functions, and capabilities (SFCs) that will continuously monitor the NAS, assess all safety risks, and mitigate
them in time [3]. To accomplish that, most, if not all, safety incident scenarios will need to be taken into account during
the design phase, but given the novelty of the operations in question, the availability of the data needed is very limited.
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Model-based systems engineering (MBSE) is a potential solution to this challenge, with rigorous modeling processes
capturing behaviors of complex systems and systematically documenting assumptions. Additionally, it is often useful
when developing systems to reference historical documents such as lessons learned and incident reports to avoid
repeating mistakes from past designs. Recently, state-of-the-art natural language processing (NLP) has emerged as
an option for analyzing large sets of historical documents, which can help engineers efficiently and effectively find
information from past incident reports, lessons learned, and other types of relevant documents [4] [3]. In particular,
applying NLP to historical documents enables a broader coverage of safety incident scenarios considered during design
phase. Essentially, this process enables the vast amount of knowledge from past missions to be leveraged in new projects.
For novel systems, however, failures extracted may be relevant (if the data set is chosen well), but either will not all be
relevant or may be similar, but not identical to the failures present in the system under design. When integrated into a
rigorous MBSE process, however, it is possible to gain the benefits of learning about failures from past missions while
ensuring the identified failures are relevant and rigorously modeled.
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In this paper, we propose a framework for integrating a pipeline for leveraging natural language-based engineering
documents to inform model-based failure analysis activities. In particular, this work investigates whether there is useful
information in data sets that are relevant, but not identical, to the system under design, and whether, through rigorous
systems engineering practice, those results can be integrated into a useful failure modes and effects analysis (FMEA)
for the system under design. Additionally, once these reports are available for the system in operation, they can be
used to update models and assumptions. During design, we use topic modeling, which is a natural language processing
approach to identifying themes in large sets of documents, to learn from relevant sets of engineering documents, which
may include incident reports, accident reports, and lessons learned. Then, we process those results and apply them to
inform modeling activities, specifically in the identification of failure modes in developing a FMEA.

II. Background
There is a large body of existing research and practice in Model-based Systems Engineering (MBSE) and model-based
failure analysis, including the use of Failure Modes and Effects Analysis (FMEA) in MBSE. We consider gaps in
current capabilities, in particular as they relate to sources of knowledge used. Additionally, we explore prior and related
work applying natural language processing to extract information from historic documents that is useful to MBSE and
model-based failure analysis more specifically.



A. Model-Based Systems Engineering (MBSE)

MBSE is an application of systems engineering that uses models in lieu of documents as a means to collaborate
within a project. MBSE provides a more systematic and holistic view of complex engineered systems throughout their
life cycle. The International Council on Systems Engineering defines MBSE as the “formalized application of modeling
to support system requirements, design, analysis, verification and validation activities beginning in the conceptual design
phase and continuing throughout development and later life cycle phases” [6]. The effective practice of MBSE relies
on foundations of the theory of modeling and models, including that models are by definition abstractions of reality
and may be produced at different levels of abstraction depending on the purpose of their use [7]. As MBSE has been
gaining traction within the NASA community, questions surrounding its application to mission assurance have emerged
[8]. To that effect, the Office of Safety and Mission Assurance developed Model-Based Mission Assurance (MBMA)
[9]. The overarching goal of MBMA is to leverage the system architecture captured through MBSE and facilitate the
automatic generation of reliability diagrams such as failure mode and effects analysis (FMEA) and fault tree analysis
(FTA). Early during the design phase, possible off-nominal conditions are modeled and studied, in an effort to figure out
their possible outcomes and inform barrier measures, as shown in Fig. |Zl Recent advances to the area have included
efforts to introduce a computational framework for system-level behavior [10], integrating MBSE with Multidisciplinary
Design Analysis and Optimization (MDAO) [11]], and easing the process of building out a safety case using models [12].
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Fig.2 The System Engineering ‘V Model’ With Safety Mission Assurance inputs (NASA material, not subject
to copyright in the US).

B. Failure Mode and Effects Analysis (FMEA)

The FMEA was first developed by the aerospace industry in the mid-1960s. The standard reference is U.S. MIL-STD-
1629 [13]]. As a part of the reliability-centered maintenance concept, FMEA is a method to identify where and how an
asset might fail and to assess the relative impact of different failures. Traditionally, it is used at all stages of system
development and failure analysis, from concept to implementation. The FMEA analysis describes inherent causes of
events that lead to a system failure, determines their consequences, and devises methods to minimize their occurrence or
recurrence [14]. As part of a criticality rating or the risk priority number (RPN) rating may also be determined for each
failure mode and its resulting effect [14]]. The rating is normally based on the probability of the failure occurrence, the
severity of its effect(s), and its detectability. Failures that score high in this rating represent areas of greatest risk, and
their causes should be mitigated.

More recently, FMEA may be applied within an MBSE process. Functional failures may be identified for a functional
decomposition in an MBSE tool such as Magic Draw [15]], which can then guide or generate an FMEA and other
reliability analysis artifacts [TI6H19]. Specialized plugins have been developed for this purpose [20]]. Tool pipelines for
generating FMEAS have also been proposed for other MBSE tools such as GENESYS [21]]. In general, existing tools



automatically generate an FMEA primarily either by reasoning using model elements or by using a database (or using
some combination of the two approaches). These approaches, while improving efficiency and consistency of system
development processes, still require the practitioner to utilize sources of knowledge to complete certain steps. There
have been some efforts to update existing FMEASs using operational data [22]], but these have primarily been limited to
updating quantitative aspects of the FMEA with limited ability to capture qualitative aspects such as failure modes
and effects. With recent advancements in natural language processing, it is becoming possible to evaluate large sets of
unstructured, narrative-based documents to build and update failure modes and effects in an FMEA.

C. Natural Language Processing (NLP) for Failure Analysis

A grand challenge to novel complex engineered systems is anticipating probable failures and testing out a given
system’s resiliency against those failure modes. The “learn-as-you-go” method can be costly both financially and from a
fatality standpoint as well [23]. With regards to that, it is of utmost importance that alternative means of identifying
risks inherent to the system of interest and recommend mitigative plans. One proposed solution is to leverage historical
data from closely similar systems to identify sources of failures and recommend how to mitigate them. However, said
data has a tendency to be unstructured, and voluminous, thus requiring non-trivial manpower to sort through. NLP
application has emerged as a credible remedy. The usage of NLP techniques to leverage lessons learned in an effort to
increase robustness of systems has been in applied in different areas such as, aviation [24} 25]], manufacturing [26]],
maintenance [27} 28], and space flights [18]], and its efficiency proven.

Aviation incident reports play a crucial role in facilitating failure analysis within the aviation industry. These reports
provide valuable data and insights into the root causes of accidents or incidents, enabling early reliability and resiliency
analyses during the design process. However, conducting thorough failure analysis from these reports can be a labor and
resource-intensive process, given the vast amount of data and technical jargon involved. Recent studies have shown
that applying NLP techniques, such as text mining and sentiment analysis, to these reports, the process becomes more
efficient and effective, allowing for quicker identification of patterns and trends that could prevent future incidents and
enhance aviation safety. Tanguy et al. [24] proposed applying NLP to sets of aviation reports, written both in English
and French, to demonstrate its effectiveness and extract lessons learned. Yun, Carlone and Liu [28]] applied a Dirichlet
allocation-based topic modeling method on a database of 20+ years of maintenance logs of a medical device to identify
failure trends and their frequency. Their experimental application of NLP techniques to a large, unstandardized database
proved successful. Topic modeling was used to automatically mine failure modes from a database of interest, and
temporal analysis was then applied to identify trends. The study showed a considerable decrease in time spent compared
to the traditional manual methods, thus, increasing efficiency. Prior work by the authors has extended such work to a
process for assembling NLP findings into useful systems engineering artifacts, in particular a fishbone diagram [29].

D. Natural Language Processing for Model-Based Systems Engineering

Efforts to leverage NLP capabilities to generate MBSE models have gained traction in recent years [30]. Oftentimes,
the migration from traditional, document-based systems engineering towards a more digitized, model-based systems
engineering can be labor-intensive, and system modelers rely on human performance to parse relevant documents
to inform model generation. Such an already non-trivial task can even require more attention when the documents
in question are not properly structured. NLP techniques offer the ability to automatically extract information from
said documents, regardless of their level of structure. Previous studies have shown that NLP can be used not only to
extract information, but also to automatically generate SysML models [31]. Researchers in this work demonstrated the
efficiency of the “text-to-model” theory by comparing the models generated from texts to manually developed models.
The results showed a precision rate of roughly 86% and a recall rate of about 66%), showing the accuracy of their
methodology [31]. Similarly, Zhong et al. proposed a methodology in which NLP is used to extract information from
different textual datasets and convert them into SysML diagrams, particularly structure and requirement diagrams [32]].

II1. Methodology
The proposed framework is summarized in Fig. [3| The methodology can be divided into three sections: (1) Natural
Language Processing Pipeline, (2) Hazard and Failure Mode Identification, and (3) Model-Based Failure Modes and
Effect Analysis Development. Within the Natural Language Processing Pipeline, topic modeling is performed in parallel
for both sets of documents. The purpose of topic modeling is to extract meaningful information from the sets of
documents. Topics are labeled and merged into a single set of topics — this is primarily a concatenation but if, for



example, similar topics are found in each data set, they are manually merged into the same topic. Expert interpretation of
the topics is then required in Hazard and Failure Mode Identification before integrating the results into the Model-Based
Failure Modes and Effects Analysis Development. In particular, the topic modeling results are used to inform the Failure
Modes Identification step in the FMEA development process. After the system is deployed, it is possible to update the
set of topics with new data. We withhold a portion of the original data sets and add the withheld portion back in to
demonstrate this process for updating the results once the system is in operation. These steps will be explained in more
detail in the remainder of this section.
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Fig.3 Proposed framework for informing and updating model-based FMEA development with topic modeling
of relevant sets of documents. A natural language processing pipeline is set up to inform the failure modes
identification step in model-based FMEA development. Topic models can be updated when current mission
documents are available.

We apply the proposed framework to a wildfire response mission in which an unmanned aircraft system (UAS) is
used for surveillance and fire line monitoring, which has been described in detail in prior work by the authors [33]].
Specifically, we consider the design of software for a UAS that may be used in such a mission. For the identified use
case, two general categories of documents will be useful: documents from (1) mission relevant datasets and those from
(2) system relevant data sets. In other words, since the selected use case is about applying a given system (UAS) to a new
mission (wildfire response), two different data sets are considered. In this case, designing software for an unmanned
aircraft system (UAS) that may be used in a wildfire response mission, data sets about the mission (wildfire response
incidents) as well as about the system (UAS incidents, particularly with similar software) are relevant. For the former,
we use documents from the ICS-209-PLUS data set from 2013 to 2014 (13,936 documents) [34]]. For the latter, we use
documents selected from NASA’s Aviation Safety Reporting System (ASRS) (filtered for UAS-relevant reports, 139
documents). If applying the proposed framework to a database without filtering capabilities, it is possible to build a
machine learning model to extract relevant documents [4].

A. Natural Language Processing Pipeline

Once appropriate data sets are identified, a natural language processing pipeline is used to extract information.
Topic modeling has been applied in previous research to extract hazards from large sets of engineering documents
[4]. In particular, in this study, we apply BERTopic topic modeling [35]. Topic modeling produces a list of themes,
each represented by a list of words. There are several approaches to topic labeling, with the simplest method being

*https://asrs.arc.nasa.gov/



to select the top n words to represent the topic. Alternatively, topic labels may be generated manually, or through
more sophisticated means such as a pointwise mutual information (PMI) extractor [36]. Literature has suggested a
preference for short phrases to represent topics, as single words tend to suggest too-broad themes and sentences can
overly constrain a theme [36]. In this study, we select the top n words with n = 5 to represent a topic. This provides a
balance of appropriate specificity while avoiding biasing or over-constraining a human analyst who will interpret the
topic for inclusion in the subsequent model-based steps.

The topic models are applied separately since the two sets of documents are sufficiently different such that high-quality
topics containing documents from both sets would be unexpected or rare. It is possible to merge topics later in the
process if such a situation is found. Once the two preliminary lists of failures are generated, they are merged and
interpreted by an expert. Similar topics are merged according to expert judgment. Low quality or irrelevant topics
representing failures are filtered out at this point and similar failures are combined.

B. Hazard and Failure Mode Identification

The NLP pipeline results in a list of topics extracted from the two data sets. Next, an expert reviews the list of
topics to determine whether each topic is in scope. If the topic is out of scope, it may be ignored. Remaining topics of
interest can be further explored by reviewing the best fit documents associated with each topic. Reviewing the original
documents that best describe the topic provides details that may help an expert define failure modes associated with a
topic and may provide context to better understand the topic. This context and detail is then used, alongside expert
judgment, to identify relevant functions and failure modes.

C. Model-Based Failure Modes and Effects Analysis Development

Once the failure topic list is finalized, it is used to assist in identification of off-nominal modes within the model-based
FMEA development. This is done systematically across the components and relationship of the modeled vehicle or
traffic management system architectures to help elicit failure modes for each function as well as to consider whether
there are external factors or subsystem interactions that may cause failure. The authors of this paper have demonstrated
the development of FMEA and fault tree analysis (FTA) in a descriptive system model of an aircraft using SysML, onto
which FMEA and FTA were applied in previous work [37]. Said analyses were done using the Tietronix [? ] FMEA
and FTA plugins. The methodology is as follows:

* Identification of system architecture and interfaces using Block Definition Diagrams (BDD) and Interface Block

Diagrams (IBD)
* Identification of the nominal functions of the system and allocation functions to the components performing those
functions

* Identification of the possible failures of the system’s components and creation of failure mode and effects signals

* Capture of components’ behavior and creation of States and State Machine Diagrams

* Identification of the activity occurring on entering each state as an entry activity to the state

* Identification of triggers causing transition between nominal or from nominal to fail states

* Identification of the effects of component failure and propagation of this failure to other components

While the aforementioned paper’s main contribution was to present a methodology for developing the FMEA and
FTA using system model elements, this work focuses more on using NLP to inform key model elements. The Tietronix
MagicDraw plugins to use with SysML require that the failure modes and their causes be modeled as signals stereotyped
accordingly as “Failures” or “Effects,” which we were able to identify by using NLP in this work.

D. Updating with New Data

After the system is in operation, the natural language processing pipeline can be re-run with new documents and the
results updated. In this study, to simulate this process, we withhold documents from one of the sets used in the initial
topic modeling step (ICS-209-PLUS) and add them back in to simulate new reports being generated. Then, we show
how this can be used to update the topic repository which, where appropriate, can be used to update the system model
and the FMEA.

IV. Results
Thirty-seven topics are initially extracted from the ICS-209-PLUS data set and eleven from the ASRS data set for a
total of forty-eight topics. Ten topics are merged and one removed for being low-quality, leaving thirty-five final topics,



Table 1 Topic counts from each step of the post-processing stage. Final counts as a result of the processing are
italicized.

ASRS | ICS-209-PLUS | Total
Original | 11 37 48
Merged 3 7 10
Removed | 0 1 1
Final 7 28 35

Table 2 Example merged topic, resulting from three original topics sufficiently similar to warrant treating as a
single topic.

No. | Topic Words
3 demobilization, resourced, demobilized, released, crew

resources, released, resources released, resources demobilized, demobilization

declared, controlled, called, declared controlled, contained

with twenty-eight being from the ICS-209-PLUS and seven from the ASRS. Topic counts from original set of results,
merged topics, removed topics, and from the final set of topics after merging and removing low quality topics are given
in Table[T} An example of a merged topic (i.e., at least two topics sufficiently similar to warrant treating as one) is given
in Table[2] The merged topic describes a theme of demobilizing resources due to a fire being declared controlled.

Of the thirty-five topics resulting from this post-processing, twenty-nine are considered in-scope based on the chosen
use case. This list of topics is provided in Table[3] In the case of merged topics, the top words of the one original topic
are shown. This table includes light edits (e.g., defining acronyms and removing redundant words). As a whole, the
topics are fairly human-readable for this method and do not take extensive time or effort to understand. More extensive
effort, specifically reviewing individual documents associated with a topic, is required in order model one of the topics.

To demonstrate the method for updating results with new data, we re-run the topic modeling algorithm to include
data from the latter half of 2012 in addition to the original set of 2013-2014 documents from the ICS-209-PLUS. Using
the same parameter settings, we gain an additional two topics for a total for thirty-nine. Topics generally are not identical
when running the topic modeling algorithm multiple times due to the stochastic nature of the algorithm, and therefore it
is not possible to clearly delineate new topics from old. However, analysis of the new set of results indicates a new topic
about landowners inadvertently starting fires when burning debris (destroyed, debris, landowner, pile, burning) and
another about mobilizing involved forestry department resources (forestry, mobilized, department forestry, forestry
incident management, forestry incident) with other topics being of the same general themes as the previous set of results.

In Fig. i and Fig. 5] we demonstrate how the NLP results can be used to inform modeling artifacts. Here, we used
an example where a geofence failure led to a flight in controlled airspace hazard. Topic number twenty-eight in Table
E], “airspace, controlled, controlled airspace, discussed, management”, points to this hazard. Documents associated
with this topic pointed to reports of said hazard, and after taking a detailed look at the associated narratives, we could
then assess the causes leading up to that. This process is outlined in Tabled} in which the narratives from the relevant
documents are shown alongside the expert identified failure modes, potential causes, and effects that are translated
into model elements. We uncovered that "Pilot Error" and/or "Faulty Equipment" can lead to a failure of the geofence
instrument, which would eventually lead to the undesired outcome (flight in controlled airspace).

V. Discussion
Performance of the NLP algorithms on this data set is as expected and aligned with previous work. Because of
the difference in size in the data sets, the results are more heavily focused on the ICS-209-PLUS (thirty-seven versus
eleven topics); however, this is expected to be a realistic situation if the proposed methodology were to be used in a
real engineering design project, and with separate topic models that allow for the ICS-209-PLUS-generated topics
to be comparatively broader than the ASRS-generated topics, is manageable. Both data sets resulted in high-quality
topics, with only one topic being removed due to low-quality (specifically, repetitive topic words with little meaningful



Table 3 Topics identified from the data sets used in the study, after merging and removing out-of-scope results.

No. | Topic Words

1 type, team, transition, type team, organization

2 acres, acreage, mapping, acre, accurate

3 demobilization, resourced, demobilized, released, crew

4 numerous spot overs, numerous spot, Spot overs, overs, numerous
5 destroyed, structure, lost, shed, debris

6 rain, received, precipitation, light, area

7 evacuation, road, highway, closure, effect

8 injury, firefighter, injuries, hospital, reported

9 rain, winds, thunderstorms, chance, weather

10 line, crews, critical, operations, division

11 surveillance, zone surveillance, flew, zone, reported

12 | helicopter, type, type helicopter, helicopters, crews

13 wilderness, creek, area, located, burning

14 smoke, interior, smoke impacts, smoke lifted

15 | responded, fire department responded, responded fire department, fire department
16 wind, winds, spread, relative humidity, low

17 district, grass, brush, miles

18 national, national forest, timber, timber, miles

19 | flag, red flag, red flag warning, warning, effect

20 monitor, continue monitor, continue, monitoring, ground

21 using indirect tactics, negative impacts, using indirect, negative
22 box, service, timber

23 | drone, flying, flight, regulations, registration

24 drone, set, drones, mission, GPS

25 aircraft, helicopter, drone, feet, altitude

26 | authorization, time, Low Altitude Authorization and Notification Capability (LAANC), request, flight
27 bridge, link, drone, lost, lost link

28 airspace, controlled, controlled airspace, discussed, management
29 operator, tree, adverse, state, left




Table4 Narratives from documents associated with topic twenty-eight identified using the NLP pipeline mapped
to failure modes, potential causes, and effects.

Narrative Failure Mode Potential Cause Effect
I originally checked the VFR sectional and misinter- | Geofence Failure | Pilot Error Flight in con-
preted the dashed magenta line and did not realize I trolled airspace

was flying in controlled airspace. I was not aware I
was flying in controlled airspace until management
reviewed my flight and made me aware of the situa-
tion. Management discussed with me how to properly
research controlled airspace. I also flew this same
location without prior authorization on [previous

dates].
Got to location failed to research the airspace. Was | Geofence Failure | Faulty Equipment | Flight in con-
relying on the manufacture’s Geo fencing to guide trolled airspace

me with airspace. Violation was discovered by com-
pany UAS coordinator. Violation was discussed and
corrective action for further use is understood. We
discussed and now understand the difference between
Geo fencing and the NAS. I going further; will look
up airspace before flights. I will not fly in controlled
airspace without proper authorization.

I made a residential structural SUAS using DJI GO4. | Geofence Failure | Pilot Error Flight in approved
Relied on DJI’s GEO Fencing to alert me when I airspace

was in controlled airspace instead of checking with
LAANC provider or FFA’s UASFM. The mistake was
caught during monthly flight review by manager. We
have discussed the error in flight planning and shall
verify all airspace before every flight using either
FFA LAANC provider or UASFM.

information).

The NLP tools are used in an assistive manner, in such a way as to help an expert brainstorm possible model
elements to then formalize. A possible barrier to this process is the human readability of the NLP results, especially for
a user who is not well-practiced in understanding this kind of machine-generated result. This problem is particularly
salient when using topic modeling. The authors have found results from BERTopic to be comparatively easier to
understand than other approaches, which can help mitigate this problem. Additionally, usage of an information retrieval
approach alongside topic modeling can help the user fine-tune results and quickly and accurately retrieve documents or
passages for more context and detail to a topic in question. Moreover, the assistive approach provides the benefits of the
large amount of information available in large data sets alongside rigorous modeling practice and careful engineering
judgment. However, it is also important that the information is presented to the user in such a way as to not imply that
the NLP results are complete or formalized in any way. Details of human interaction with an assistive NLP-powered
tool suitable for such an application will be explored in future work.

In addition to providing brainstorming input, the NLP-generated topics and accompanying original documents
can provide detail needed to fully define the model. For instance, specific causes or failure conditions may be readily
available in historical incident reports for a particular failure mode which may have, for example, been identified by an
expert independently of the NLP pipeline. Moreover, the original documents may provide justification for representation
of failure modes in the model, in addition to expert judgment.
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VI. Conclusions and Future Work

This paper has presented a framework for informing model-based failure modes and effects analysis development
with a natural language processing pipeline that uses BERTopic to extract preliminary failure modes from historical
documents. The generated topics can be updated once the system is in operation and new documents are available.
We show, through a worked case study, that it is possible to extract failures relevant to a new mission from documents
pertaining to related, but not identical, missions. By extracting failures from relevant data sets and filtering them through
the rigorous model-based development process, it is expected that unanticipated failures can be reduced. This will
support the development of (and ultimately improve the safety of) emerging complex aerospace systems which are
prone to difficult-to-predict subsystem interactions and emergent behavior.

Future work will extend the proposed methodology to building a digital assistant that interacts with an analyst
to carry out this process of gathering and translating NLP results into meaningful model elements and, ultimately,
entries in a finished FMEA. To support this effort, more extensive studies will also be performed to test this process
on a larger scale, particularly with more NLP results translated into FMEA elements and with applications in other
domains. Studies will also be performed with experienced analysts to measure and improve relevance of NLP results
and presentation of those results.
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