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Booster separation is a mission-critical event within the orbital ascent of the Space Launch
System (SLS). The complexity of the engine plume-affected, multibody, supersonic aerodynam-
ics is compounded by the large span of the likely trajectory space. Characterization of the mul-
tiple input, multiple output system requires a combination of wind tunnel testing and computa-
tional simulation, but additional data processing is also required before the sparse, high-fidelity
data can be fused into a continuous database with acceptable uncertainty quantification. This
paper outlines the state of this approach as it has been applied to the most recent SLS booster
separation aerodynamic loads database: that of the Artemis II launch vehicle.

Nomenclature
Ca = axial force coefficient
Cn = normal force coeflicient
Cy = sideforce coefficient
D = nonlinear operator representing a database
d = distance between two points in a data space
M = Mach number
i) = parameter state vector
q = quantity of interest vector
q = dynamic pressure
R = IDW interpolation hypersphere radius
Tesm = Dbooster separation motor thrust magnitude
TcsE = core stage engine thrust magnitude
Tsrp = booster thrust magnitude
Ucac = code-to-code uncertainty
Ucor = code-to-tunnel uncertainty
UCy = sideforce coefficient uncertainty
Unoda = modeling uncertainty
Uior = total uncertainty
w = inverse-distance weights
a = body-centered angle of attack
B = body-centered angle of sideslip
AeCS$ = difference in interpolation errors for the core stage yawing moment
AeC ]If, = difference in interpolation errors for the right booster normal force
Ax = preseparation core-relative booster nose distance in the core stage x-axis
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Ay = preseparation core-relative booster nose distance in the core stage y-axis

Az = preseparation core-relative booster nose distance in the core stage z-axis
A6 = preseparation core-relative booster pitch angle in the core stage axis
Ay = preseparation core-relative booster yaw angle in the core stage axis
A¢ = preseparation core-relative booster roll angle in the core stage axis
€ = pseudorandom trajectory dispersion parameter

o = standard deviation of a normal distribution

BSM = Booster Separation Motor

CAPE = Computational Aerosciences Productivity and Execution

CFD = Computational Fluid Dynamics

CFL = Courant-Friedrichs-Lewy condition

F&M = Force(s) and Moment(s)

IDW = Inverse-Distance Weighting

LAS = Launch Abort System

LOX = Liquid OXygen

MPCV = Multi-Purpose Crew Vehicle

RANS = Reynolds-averaged Navier-Stokes

SLS = Space Launch System

UPWT = NASA Langley Unitary Plan Wind Tunnel

I. Background and Motivation

OOSTER separation has been a component of NASA rocket ascent trajectories in many of its launch vehicles, in-
Bcluding the space shuttle and the Titan rockets. This event remains a staple of the Space Launch System (SLS)
mission profiles. The liquid-propellant SLS core stage, powering four RS-25 engines, augments the much more pow-
erful solid-propellant boosters during liftoff and initial ascent, which are mounted to either side of the vehicle. The
boosters provide the thrust necessary to lift the rocket, its fuel, and its payload off the launch pad and through the lower
atmosphere; at liftoff, the boosters provide approximately 75% of the total vehicle thrust. Once the boosters begin to
run out of fuel, which happens after the rocket sustains maximum dynamic pressure but before the core stage itself
jettisons from the interim cryogenic propulsion stage, the boosters separate and fall earthward as the core stage contin-
ues its ascent. This event is powered by several booster separation motors set between the boosters and the core stage.
These motors push the boosters away from the core stage, although there is no active thrust control during the firing
process.

During booster separation, as depicted in Figure m, three separate bodies traveling at supersonic speeds are moving
very close to one another; after initial separation, any core stage recontacts threaten the success of the mission, and
possibly the safety of the crew. This risk is most notable in the first several feet of separation, where the boosters must
clear the attachment hardware that had until that point ensured the three bodies remained locked together. Further
downstream, there is also a less critical risk of the boosters contacting one another. While this eventuality is not
desirable, it has not been deemed mission-critical because the boosters will not be recovered. The likelihood of such
contact events is calculated with Monte Carlo booster separation simulations, in which many permutations of operating
conditions and system predictions inform a separation trajectory envelope that enables a safe and successful mission.

The induced aerodynamics of this separation event are an essential element in predicting the separation trajectory
envelope. The vehicle aerodynamics in this flight window are inherently complex: the core stage creates a large bow
shock, with which the boosters may interact during separation; the RS-25 plumes are underexpanded due to the reduced
atmospheric density; the dwindling booster engine plumes also complicate the vehicle wake; the booster separation
motor plumes impinge directly on the core stage during initial separation; and the booster positions relative to the core
stage can vary within the resulting flowfield. Core recontacts are most likely in the first several feet of separation, in
which region viscous effects play a more significant role.

In this paper, we outline the latest procedure for developing an induced aerodynamic loads database for the SLS
booster separation event. Such an effort includes wind tunnel testing, thousands of computational fluid dynamics (CFD)
simulations, and a procedure for interpolating the resulting data space in such a way that is as high-fidelity as possible.
The development process is organized into two sections: that of the nominal database (§@) and that of the uncertainty
model (§@B. Trajectory simulations are then summarized (§@) to illustrate the influence of the resulting aerodynamic
database on the Artemis II booster separation event.



Fig. 1 Illustration of the SLS booster separation event, with core stage-relative booster position and rotation
parameters labeled.

I1. Nominal Database Development
As with other SLS aerodynamics databases, the booster separation database enables a dispersion of force and
moment (F&M) coeflicients with bounds defined by the uncertainty model and nominal values at the bound centers.
Within a single Monte Carlo trajectory simulation, several uncorrelated dispersion parameters €, bounded between -1
and 1, are held constant. During trajectory simulation, these dispersion parameters alter the nominal database loads
within the uncertainty bounds. For example, for the right booster sideforce, the dispersed nominal value would be found

based on the following equation:
CRSRB _ ~RSRB

RSRB RSRB
Y.disp Y.,nom + €y UCY (1)

In this section, the development and prescribed treatment of the nominal database values, e.g., C{fi’;ﬁ , is outlined.

There are three data sources that supply the booster separation database: FUN3D simulations, which serve as the
nominal source; a test in the NASA Langley Unitary Plan Wind Tunnel (UPWT), which provides data for uncertainty
quantification; and OVERFLOW simulations, which also provide data for uncertainty quantification. As illustrated
by the data pipeline in Figure E, the FUN3D data comprise a table of force and moment coefficients, which is then
interpolated by the data users.

A. FUN3D Run Matrix

The booster separation event can occur within a range of freestream flow conditions. After the initial separation,
each booster is pushed away from the core stage by eight separate motors. Although the first several feet of booster
travel are where core stage recontacts are most possible, the booster separation must be tracked for several hundred feet
downstream in order to ensure that separation anomalies will not affect the rocket mission. During Artemis I booster
separation database development [, ], a set of thirteen freestream and positional parameters were identified by which
the booster separation data space was defined:
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Fig. 2 Data pipeline for the Artemis II SLS booster separation database.

1,2) a, B: the core stage aerodynamic incidence and sideslip angles;
3,4) g, M: the freestream dynamic pressure and Mach number;
5) Tcsk: the average core stage engine (CSE) thrust;
6) Tsrp: the right solid rocket booster (SRB) thrust;
7-9) Ax, Ay, Az: the right booster nose position, in the core body axis, relative to its separation position;
10-12) A6, Ay, A¢: the right booster pitch, yaw, and roll, about the core body axis, relative to its preseparation
orientation; and
13) Tpsp: the average right booster separation motor (BSM) thrust.
This same parameter set served as the baseline for the Artemis II database development. The left booster characteris-
tics were set symmetrically, e.g., at any given run point, Axrsrp = AxrsrB, AYrsrp = —A¢rsgp. This simulated
symmetry stems from the assumption that the aerodynamics affecting one booster do not significantly influence the
aerodynamics of the other booster; the resulting database can be queried independently for LSRB and RSRB values
asymmetrically without violating this assumption of aerodynamic isolation. Verification and validation tests were con-
ducted to lend credence to this assumption. The averaged thrusts were likewise verified as an acceptable simplification.
Two separate run matrices were organized to fill the data space as well as possible. The first run matrix spanned
a wide range of possible conditions with a somewhat uniform point distribution. This, however, came at the cost of
high point concentrations in any particular data space locale. After a preliminary database was released based on this
encompassing run matrix, trajectory dispersions were simulated to identify a more focused data space of interest. A
second run matrix was then organized based on the thirteen-dimensional bounds of these initial trajectory dispersions,
this time with a less structured distribution that was based on a space-filling Sobol sequence. Plots in Figure E illustrate
how the original CFD run matrix spanned a wide data space and then the Sobol sequence run matrix provided additional
points where trajectories were more likely to travel. It is worth noting that these flattened data space visualizations do
not fairly represent the sparsity of the data space; when a 13 convex hull was defined around the Sobol sequence points,
all but approximately ten of the original run points were outside of that convex hull. This means that the initial trajectory
simulations were based largely on interpolations between a few dozen, out of thousands, of CFD points, where with
the addition of the Sobol sequence points, far more CFD data exist where the trajectories are expected to exist.
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Fig.3 CFD run points distributed in thirteen dimensions, plotted as flattened two-dimensional spaces.

B. FUN3D Simulations

Although the Space Shuttle Program booster separation aerodynamics database was based primarily in wind tun-
nel data, both technical and financial factors informed the decision to base the SLS booster separation aerodynamics
databases primarily on computational data. Wind tunnel tests, as discussed in §, were still used to develop the un-
certainties that bound the nominal database, but the nominal data were gathered from computational sources. Namely,
FUN3D was used to simulate thousands of points within the high-dimensional parameter space. Organization of so
many simulations was made more manageable by the recently developed Computational Aerosciences Productivity and
Execution (CAPE) software.

This work used FUN3D version 13.1 [E]. FUN3D is a fully unstructured Navier-Stokes flow solver developed at
NASA Langley Research Center. The solutions are steady-state Reynolds-averaged Navier-Stokes (RANS) solutions
with turbulence closure from the one-equation Spalart-Allmaras [@] turbulence model. The flow is considered turbulent
everywhere. No-slip, cold walls with the ratio of wall temperature to reference temperature set to 1 were used to model
the surface boundaries of the vehicle. The simulations used the perfect-gas version of FUN3D, so the exhaust is modeled
as high-temperature air and cannot match all three conditions: thrust, mass flow rate, and temperature. The throat and
subsonic regions of each nozzle were modified to match thrust and mass flow but not temperature. Thrust conditions
in the flow-through faces of 22 different nozzle plenums (where simulated fuel and oxidizer enters the flow) were set
using total to freestream ratios for pressure and temperature. This is FUN3D boundary condition 7011. When the
booster separation motors (BSMs) are not firing, these boundaries are treated as no-slip walls.

Individual surface meshes representing the geometry of the SLS core and both boosters were prepared using the
ANSA[B] preprocessor. Figure H shows detail of the resulting surface mesh. Here the boosters are shown in the stowed
position prior to separation, and the colors represent the different computational surfaces defined during surface mesh
generation.

Each surface along with mesh refinement sources were then translated and rotated to its correct position based on
values in the CFD run matrix. The CartSD[B] tool intersect was used to create a unique triangulation by combining
the resulting meshes with farfield boundaries. Then, an initial volume mesh with approximately 12 million points was
generated from the resulting triangulation using the AFLR3 [EI] software. Each case in the CFD run matrix receives
its own unique volume mesh. During runtime, two feature-based off-body (frozen viscous layer) mesh adaptation
cycles were performed by FUN3D using Mach number as the feature scalar key and the delta-1 option, with the
final volume mesh containing approximately 25 million points. Figure [j shows a slice of a representative volume mesh
near the forebody of the core body before and after feature-based adaptions were applied. Booster separation occurs
around Mach 4.0 allowing for relatively easy convergence when compared to a similar case run at transonic Mach
numbers. The solver was run steady state and relatively aggressively, with a maximum CFL number of 200. Ideally,
cases converged after 3000 iterations with the BSMs off and after 4000 iterations with the BSMs firing. Each case



Fig. 4 Surface mesh details at Ax = 0 ft.

was post-processed and inspected individually for convergence, which was determined when bulk flow variables (Cj4,
Cn, etc.) were observed to be unchanging or to have reached a stable limit cycle. Typical residual drops spanned
several orders of magnitude before solution convergence was identified. Typically, cases converged after 2000 or 3500
core hours (including mesh generation), depending on if the BSMs were off or on, respectively. All runtime case
management and post-processing was performed using the CAPE [E] software package. CAPE provided a set of tools
specifically designed to streamline database creation by automating problem setup and data extraction steps.

(a) Initial mesh (b) Mesh after feature-based adaptions

Fig.5 Representative z = 0 volume mesh slice.

C. Interpolation
Despite the large number of data points delivered via FUN3D simulations, in the context of the high data space
dimension, the database is in fact relatively sparsely populated. As such, a significant majority of trajectory simulation



samples reside amidst the delivered points, rather than precisely at the delivered points. Interpolation of the delivered
data tables is thus mandated.

In lower-dimensional data spaces, due to the generally smooth nature of aerodynamic trends, the nature of this
interpolation does not significantly affect the resulting values. However, in the high-dimensional, multibody domain
of booster separation, the interpolation method is an important aspect of the database itself.

Interpolation via inverse-distance weighting (IDW) was selected due to its robust behavior in high dimensions, its
capacity to handle sparsely populated data spaces, and its simplicity and efficiency of implementation. In particular, the
modified Shepard’s method was selected. The database itself can be represented by the nonlinear operator 9, which
receives a parameter state vector p and returns a quantity vector g, which in this case comprises force and moment
coefficients on the three separating bodies.

4d=D(p) 2

Given the tabulated structure of the database and the IDW interpolation scheme, where the point of interest is not
virtually identical to a provided point, the nonlinear operator D reduces to a weighted sum of N tabulated quantities

o-(Sn) /[0

n=1

Via the modified Shepard’s method, the weights are themselves a function of the queried parameter space point p:

W a2
o = (max (0, R —d(pn, Pq))) @

Rd(ﬁm ﬁq)

where R is the radius of a hypersphere that negates the influence of nonproximal database points and d(p,, pg) is the
Euclidean distance between the nth database point and the query point. For proper point distance calculation, the data
space was nondimensionalized such that all axes were unitless, e.g., axes with units of length and angle could be added
together to compute d. Based on the recommendations outlined in Algorithm 661 of the NetLib TOMS library [9], the
radius of influence R is set on a query-by-query basis such that no more than the closest 40 database points are used
for any given interpolation.

Although the CFD run matrix was organized in thirteen dimensions, there is no guarantee that this full-dimensional
space is a reasonable one for the tabulated data space. The data sparsity naturally increases exponentially as the dimen-
sion increases, but if the data space is itself not sensitive to one or more of these dimensions, then this increased sparsity
reduces the database fidelity without any benefit of meaningful parameter dependence. To mitigate this, a dimension
flattening study was performed to inform the final data space dimension: a subset of the initial thirteen.

The dimensional dropout analysis was organized as follows. A random subset of the FUN3D data was set aside as
the test data set and the remaining points were treated as the interpolation data set. The latter basis was then used to
interpolate the coefficients at the test points eleven times: once with all thirteen dimensions and once with each (except
the three core-relative booster Euler angles) dimension flattened, viz., not considered in the IDW process but with all
points still retained in the data set. The three Euler angles were never flattened because doing so would require the
booster coeflicients to be transformed into the core stage body axis, and the known importance of the angles to the data
space meant that this effort was not justifiable. The root-mean-square of the difference between test point interpolation
errors, e.g., eCy = |C;,merp — CSFP|, between the unflattened and each of the flattened interpolated values was then
recorded. This process was then performed fifty times with different random points set aside for testing; the random
points were selected such that 1) each point was used for testing approximately the same number of times and 2) the
test points were uniformly distributed in the Ax space because the database is organized based on that parameter. A
larger difference between a flattened and unflattened interpolation set indicates that the flattened parameter affects the
quantity of interest more, and that it is therefore less valid for flattening.

Representative results of this parameter flattening analysis are presented in Figure B Only two coefficient results
are plotted: those of the RSRB normal force and the core stage yawing moment, which are two of the more important
coefficients. Mean, maximum, and minimum sensitivities are plotted based on the 50 trials, for each flattened parameter
as labeled on the x-axes. As with many sensitivity analyses, a notable difference in parameter importance should present
itself as a roughly order-of-magnitude difference when comparing one dropped parameter sensitivity to another. For
example, the core and booster thrusts are notably less sensitive parameters for both plotted coefficients. However,
the booster normal force is more sensitive to freestream Mach number and dynamic pressure than is the core yawing
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Fig. 6 Dimension flattening sensitivities (min, mean, and max from several trials) for the right booster normal
force (top) and the core stage yawing moment (bottom).

moment; this makes sense intuitively, as the booster loads are more dependent on the nature of the engine plumes and
bow shock structure because they can impinge on them during the separation event.

In order to avoid skewing the physics representation, the final database must account for all parameters that are
important for at least one critical F&M coefficient. From this parameter sensitivity analysis, when considering all
relevant coeflicients and all flattened parameter sensitivities, it was determined that the parameters Tcsg and Tsrp
were unimportant enough that they could be flattened in the delivered nominal database.

III. Uncertainty Model Development

The nominal database values determine the F&M trends within the parameter space, but the uncertainty model
determines the magnitude of those trends for a particular dispersed trajectory simulation. The uncertainty model ac-
counts for mutually independent uncertainty sources that comprise the epistemic and aleatoric differences between the
database and reality. In total, the uncertainty model accounts for:

« differences between engine plume physics as captured by two different flow solvers;

« differences between simulated and physically observed supersonic flow physics of booster separation with only

separation motor plumes; and

« differences between simulated physics and physics inferred via database interpolation.
These three uncertainty sources, in order, are hereby referred to as code-to-code uncertainty Ucsc, code-to-tunnel
uncertainty Uco7, and model uncertainty U,,,4. Assuming statistical independence, these sources are reconciled into
a single uncertainty model U;,, via a root-sum of squares.

Utor = \/ Ugsc +Uor + U ®)

The uncertainty model is computed separately for each of the eighteen F&M coeflicients. In the remainder of this
section, the calculation of the three uncertainty sources will be outlined.

A. Code-to-code Uncertainty

A subset of the FUN3D cases were randomly selected to be simulated with the OVERFLOW flow solver [[10] for
code-to-code comparisons. OVERFLOW is a structured overset grid RANS flow solver, and version 2.3e was used for
this analysis. Seven cases were randomly chosen at 16 different Ax values for a total of 112 cases.



The geometries of the FUN3D and OVERFLOW simulations were nearly exact. Two small differences existed: one
at a strut in the aft attach hardware, and another slight difference at the SRB forward BSM nozzles. Both of these
differences were considered negligible for overall vehicle forces and moments.

The OVERFLOW mesh had an order of magnitude more grid points than the FUN3D mesh. OVERFLOW simulated
the nozzle plumes with a mixing (nonreacting) multispecies approach where each engine type (BSM, SRB, and CSE)
had effective properties for their exhaust gas.

These OVERFLOW simulations used the HLLC flux differencing scheme, the SSOR implicit scheme, and the SA
turbulence model [E|]. A locally varying time-step size with constant CFL was employed. Simulations were started
with full multigrid sequencing, and after the solution was somewhat developed, 25 cycles of adaptive mesh refinement
(AMR) [] were conducted for the off-body Cartesian grids. The simulation continued until the booster and core
forces and moments reached a steady state. Each case simulated in this matrix had its own SRB position.

The SRBs were positioned using two methods, where the method choice depended on the distance of the SRBs and
center body from each other. If the three bodies were far away from each other, the OVERFLOW built-in Geometry
Manipulation Protocol (GMP) [] was used to position the SRBs. If any of the three bodies were close to each
other, a Python routine was used to position the SRBs and the Pegasus5 [] code was used to preprocess the domain
connectivity. Figure ﬂ shows six examples of the structured overset surface mesh for these SLS simulations. From left
to right, top to bottom, the frames show the LAS abort nozzles, MPCV umbilical, SRB forward BSMs, LOX feed line
forward fairing, SRB forward attach hardware, and SRB aft BSMs. The images give an idea of the overset topography
of the mesh system as well as the refinement level.

Fig. 7 Examples of the structured overset surface mesh used for OVERFLOW simulations.

Figure E shows a slice of the volume grid on the symmetry plane for the structured overset grid system. The center
body and the left SRB are seen in the image. The curvilinear near-body grids of the center body can be seen, as well
as the Cartesian off-body grids that fill the domain. The Cartesian off-body grids were automatically generated by
OVERFLOW []. AMR in the off-body grids was employed and can be seen predominantly in the plume region of
the center body.

Each grid had a different SRB position and AMR results, but the total number of grid points was limited to approx-
imately 425 million. The surface grids and near-body volume grids were generated using Chimera Grid Tools and its
Tcl scripting library [, ].

The domain connectivity for all OVERFLOW simulations utilized a hybrid approach between the Pegasus5 pre-
processing code [] and the Domain Connectivity Function (DCF) [] process that is internal to OVERFLOW. The
Pegasus5 code performs the overset connectivity, performs hole-cutting of any overlapping grids that are internal to one
of the bodies, and it optimizes the overset regions based on matching cell size. The DCF approach is built into OVER-
FLOW, it does not optimize overset regions, and it uses a relatively coarse hole-cutting procedure that requires more



Fig. 8 Post-AMR example of the structured overset volume mesh used for OVERFLOW simulations (left) and
a snapshot of the simulation itself (right).

user input and expertise. The CAPE software suite [E] was used for case and file management, solution post-processing,
and the development of the databases required for the code-to-code uncertainty quantification.

An example of an OVERFLOW booster simulation is shown in Fig. |§. In the figure, the plume exhaust is visualized
where the BSM exhaust is cyan, SRB exhaust is blue, and CSE exhaust is red. The surface is colored by pressure
coefficient. For the case visualized, BSM plume impingement is significant.

Plots in Figure E present the absolute differences in C)IfSRB and C IISISRB between all repeated FUN3D and OVER-
FLOW simulations, as a function of Ax. The plots also present the 99.7t percentile as computed by grouping these
points into several Ax bins. This upper percentile denotes the code-to-code uncertainty as it was used in the uncertainty
buildup.
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Fig. 9 Point-by-point comparisons between FUN3D and OVERFLOW simulations (in black dots) and a 99.7t
percentile bound that defines the code-to-code uncertainty for the right booster side and normal force coefficients,
both as a function of Ax.

Readers will note that a small number of points define a majority of the uncertainty space. These “outliers” were
points within the test set in which the plume chemistry was deemed more significant; as the code-to-code uncertainty
primarily accounts for plume modeling differences in FUN3D relative to OVERFLOW, these outlying points were
deemed critical to retain in the total uncertainty buildup.

B. Code-to-tunnel Uncertainty

The difference between simulated and experimentally observed booster separation physics is a critical component
of the uncertainty model. The NASA Langley Unitary Plan Wind Tunnel (UPWT) conducted Test 1891 in 2014 on
the Block 1 Crew vehicle []. The tunnel test provided uncertainty data for the Artemis I booster separation loads
database as well, which supported the successful launch in Nov 2022; it is planned for use on the databases for the
Artemis II and Artemis III launch vehicles. During this wind tunnel test, as depicted in Figure E, the boosters and
core stage were mounted on individual stings such that the three bodies could be moved independently of one another.
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Air jets were also employed to approximate the plumes of the booster separation motors at several approximated thrust
levels. However, due to the stings occupying the aft faces of the bodies, no engine plumes were established during the
test. This is why the code-to-code uncertainty term focuses on this engine plume modeling fidelity.

LANGLEY RESEARCH CENTER
UNITARY PLAN WIND TUNNEL
TEST SECTION 2
MACH 236 - 4.63

Fig. 10 Snapshot of the booster separation rig (left) and a Schlieren image (right) from the UPWT Test 1891.

Approximately 6,000 FUN3D simulations were conducted at several points throughout the wind tunnel test ma-
trix. Booster separation motor stagnation pressures were matched to equate separation thrust coeflicients. Statistics
were taken separately for the separation motor-on and -off cases, with the former defining the uncertainty in the lower
Ax range and the latter defining the uncertainty in the higher Ax range. Plots in Figure |l If detail the code-to-tunnel
comparisons, as well as the 99.7% percentile bound, in both Ax ranges, for one of the 18 F&M coeflicients.
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Fig. 11 Point-by-point comparisons between FUN3D and UPWT Test 1891 (in black dots) and a 99.7t" per-
centile bound that defines the code-to-code uncertainty for the right booster side and normal force coefficients,
both as a function of Ax, for both BSM-on (left) and BSM-off (right) cases.

C. Modeling Uncertainty

The modeling uncertainty quantifies the difference in represented physics by interpolating the CFD points rather
than simulating additional CFD points. Given the sparsity of the CFD points, a fixed subset of interpolation test points
is unlikely to be representative of the entire interpolated space. As such, the same cyclic-dropout procedure as used in
the dimension flattening study, outlined in §, was employed. A random 25% of the CFD data (evenly distributed in
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Ax) was withheld for testing and the remaining 75% was treated as a mock database. This mock database was used to
interpolate all 18 coefficients, against which values the withheld values were compared. The 99.7t percentiles of the
interpolation errors, separately at each Ax, were recorded. This was done 50 separate times with different randomly
withheld points such that all points were withheld roughly the same number of times.

Given the significant difference in point proximity between the two run matrices, interpolation errors were tracked
separately for the two run matrices: the original points and the Sobol sequence points. When computing the interpo-
lation errors for one data set, only that data set had points withheld for testing. This yielded two separate Uy, 4 terms,
which in turn yielded separate uncertainty models for the two regions of the data space. At any trajectory simulation
point, the uncertainty model associated with the closest database point was applied.

Figure |L2 presents the results of these interpolation tests, as a function of Ax, for the RSRB coefficients. Lines
are drawn for the mean, maximum, and minimum interpolation errors out of the 50 dropout iterations. Note that all
axes are presented on a logarithmic scale for better viewing. The notable difference in magnitude between these two
interpolation error trends supports the decision to deliver separate uncertainty models. In both cases, U,,,4 Was taken
to be the mean (solid) trends in interpolation error.

-o-Mean/Max/Min Sobol Points Interp. Error
-<Mean/Max/Min Original Points Interp. Error

DX [ft]

Fig. 12 Modeling uncertainties for the RSRB coefficients, computed separately for the two CFD run matrices.
Mean trends are plotted as solid lines with circular.

IV. Booster Separation Trajectory Simulations

Once the booster separation F&M database is constructed, the impact of the aerodynamics on the booster separation
event must be characterized. This verifies the aerodynamics model by integrating it into the larger SLS system. It also
enables risk mitigation such that booster separation does not threaten the mission or its crew.

CLVTORPS is a multibody dynamics simulation tool that was developed expressly for the purpose of modeling liftoff
and separation events. CLVTOPS is a complete toolchain for multibody dynamics simulations that spans all aspects
of the data space, including organizing input data, executing the simulation, and post-processing and visualization of
the results. A more complete description of the tool, along with some example data products, is provided in Ref. [[19].
At the heart of CLVTOPS is the NASA-developed tool TREETOPS [20], which was released as part of the NASA
Technology Transfer Program. TREETOPS handles the core of the dynamics simulation by formulating equations of
motion for the SLS using Kane’s method [21f]. CLVTOPS is a multifunctional TREETOPS wrapper that enables, among
other utilities, control of the forces, moments, and masses fed to TREETOPS and the collection of TREETOPS outputs
such that trajectories can be iterated within a single execution. Output visualization is also a part of the CLVTOPS
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functionality. Additionally, CLVTOPS provides the capability to run Monte Carlo dispersions, which are used along
with order statistics to provide confidence bounds on vehicle performance. For a detailed treatment of the statistical
foundations of the CLVTOPS procedure for dispersed trajectories, see Ref. [22].

CLVTORPS enables an assessment of the SLS aerodynamic sensitivity by running simulations both with and without
the booster separation aerodynamics enabled. Although CLVTOPS performs dynamic (viz. time-varying) trajectory
simulations, the booster separation loads database — and indeed most aerodynamic databases for the SLS — is based on
steady-state vehicle conditions. The validity of this assumption has been substantiated by several internal studies since
the SLS program inception. Two sets of 2,000-run Monte Carlo simulations of the booster separation event were thus
run, which yielded trajectories for the core stage and each SRB. Note that the aerodynamics model is only one of many
models impacting the SLS during the booster separation event; CLVTOPS also includes core and SRB control activity,
slosh, core and SRB engine performance, mass properties, sensor models, guidance, navigation, and other components
that drive SLS behavior but are out of the scope of this paper.

Among many inputs, however, the aerodynamics model does have a substantial effect on the booster separation event
and is often a driving factor in the separation analysis. As illustrated in Figure , the inclusion of the aerodynamic
model greatly expands the separation drift envelope for the SRBs. When the aerodynamic F&M database is not applied,
the SRB drift envelopes are relatively narrow, with no excursions far beyond the nominal case. Once the aerodynamics
model is included, however, the drift becomes far less regular; this effect is particularly apparent when viewing the drift
with respect to the y-z plane. As the SRB drift envelopes expand, SRB-to-SRB and SRB-to-core recontact becomes
more likely, which endangers both mission and crew. Therefore, an accurate model of the aerodynamics is critical
to ensure safe booster separation. In the plotted scenario, although they get closer to one another when aerodynamic
effects are accounted for, no SRB-to-SRB contacts were observed to occur within the dispersion 30~ bounds.

Aero OFF

y Aero ON
4‘--—_- 4‘..--.E

p—— —
==

~ Y Aero ON

Wi i s N

Fig. 13 Booster separation centerline drift envelopes, viewed in the x-y (top) and y-z (bottom) planes, with the
aerodynamic F&M database disabled (left) and enabled (right).
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V. Summary

The SLS booster separation event is a complicated and critical aspect of its launch missions. From an aerodynamic
perspective, the core stage engine plumes, dwindling booster plumes, and separation motor plumes interact within
supersonic freestream conditions in ways that are difficult to anticipate but necessary for risk mitigation. From a data
science perspective, the problem exists within a highly irregular multi-input multi-output data space, only one part
of which is the aerodynamic modeling effort. The process of accurately characterizing the aerodynamic behavior is
challenging; this paper has detailed how that challenge has been met for the Artemis II launch vehicle.

The booster separation aerodynamic database development process has been detailed. An encompassing matrix
of CFD simulations was executed, whose outputs were used to identify a more refined trajectory window in which
additional data was necessary. After subsequent simulations were performed, a parameter sensitivity analysis was
conducted to identify how the data space could be compressed without sacrificing fidelity. An uncertainty model
was then developed, which was enabled by a wind tunnel test and additional computational efforts. The uncertainty
model was designed to account for how the plume physics were modeled, how the simulations compared to physical
observations, and how the database model itself represents the simulated fluid physics everywhere within the known
data space. It was then shown how the resulting database informed booster separation trajectory dispersions, and how
influential the aerodynamics in particular were to the separation event behavior.

Work is ongoing to develop similar booster separation aerodynamic databases for future SLS configurations. Addi-
tional parameter space sensitivity analyses are being conducted, novel database modeling strategies are being explored,
and uncertainty audits are being planned to ensure that the SLS booster separation events remain a safe, reliable, and
awe-inspiring aspect of future Artemis mission launches.
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