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Technical Assessment Report 

1.0 Notification and Authorization 
The NASA Engineering and Safety Center (NESC) was requested to support the development of 
a governing philosophy to provide a consistent and systematic approach for fracture control 
certification of additive manufacturing (AM) hardware that cannot be reliably inspected. Such 
“un-inspectable” hardware represents fracture critical AM components that cannot be adequately 
screened for critical defects through post-production nondestructive evaluation (NDE), proof 
testing, or other methods. The overall goal of the assessment was to make progress toward a 
framework for general certification of un-inspectable fracture critical AM hardware and toward 
approaches for evaluating risks associated with these components. 

Ms. Alison Park (Additive Manufacturing) was selected to lead this assessment, and Mr. Will 
Tilson (Damage Tolerance) was selected as the technical lead. Key stakeholders for this 
assessment include the Agency AM Certification Team (AACT), the NASA Fracture Control 
Methodology Panel, the Office of the Chief Engineer (OCE), the Office of Safety and Mission 
Assurance (OSMA), the Exploration Systems Development Mission Directorate, and the NESC. 
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4.0 Executive Summary 
Additive manufacturing (AM) is increasingly being used to manufacture spaceflight hardware. 
Some of these components will be fracture critical, for which the consequences of part failures 
may be catastrophic. The design flexibility afforded by AM processes can result in designs that 
are highly efficient but contain regions that cannot be fully inspected for flaws and defects. 
Coupled with the lack of heritage experience with AM materials and the comparably high 
average occurrence rate of flaws that arise as a natural result of AM build operations, the risk of 
failure due to an undetected crack or defect associated with the use of fracture critical, un-
inspectable AM components has the potential to be high. 

A governing philosophy is needed to support the fracture control certification and risk 
acceptance for the use of fracture critical un-inspectable components in human-rated 
applications. Due to the inspection challenges, these components will not meet NASA fracture 
control requirements as written. Thus, for these parts to be certified, an alternative approach must 
be approved by the responsible Fracture Control Board, or an elevated risk must be accepted by 
the affected program. A consistent approach for assessing the risks associated with these 
components needs to be developed. 

This report provides an initial framework for assessing un-inspectable fracture critical AM 
components. The approach focuses on understanding the flaws that are inherent to an AM 
process and those that arise because of an AM process escape. Inherent flaws, which are those 
flaws that are representative of the characterized nominal operation of a qualified AM process, 
should be understood and characterized for a particular AM process on a per-machine basis. 
Relevant characteristics of this inherent flaw distribution are compared with critical initial flaw 
sizes (CIFS) and nondestructive evaluation (NDE) detection capabilities to ensure tolerance of 
the design to inherent flaws. Then, the risk of the component containing a process escape flaw 
should be evaluated. Process escape flaws are those that are not part of the characterized nominal 
operation of the AM process and arise due to an error within the AM process. 

Following discussion of the framework, this report provides additional information regarding 
inherent flaws. Several types of flaws common to the laser powder bed fusion (L-PBF) AM 
process category are discussed in the context of the inherent and process escape flaw categories. 
A brief discussion of the potential effects of inherent flaws on material properties is provided, 
followed by an overview of common NDE and destructive evaluation techniques and their 
capabilities for inherent flaw detection and characterization. Finally, approaches for 
appropriately evaluating the inherent flaw state in an AM process are discussed. 

The L-PBF AM process category is currently the most advanced for production of critical 
hardware. Thus, the scope of the discussion in this report is focused on L-PBF processes, 
although many of the conclusions will be broadly applicable to other AM process categories 
(e.g., directed energy deposition (DED)).  
  



 
 

NESC Document #: NESC-RP-21-01678 Page #:  10 of 105 

In summary, fracture critical un-inspectable AM components require new approaches for 
evaluating risks for these components and assessing compliance with NASA requirements. These 
approaches must necessarily rely on material controls, including robust process development, 
material characterization, and process controls. A framework is presented for assessing risks 
associated with these components through understanding of the inherent flaw state of the AM 
material. However, additional development is needed to fully define approaches for flaw 
characterization and damage tolerance analysis for un-inspectable fracture critical AM 
components.  
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5.0 Assessment Plan 
AM parts are being used by active and emerging NASA programs. These AM parts and 
processes need to be qualified and certified for safety and mission success. For human-rated 
applications, this hardware must meet NASA requirements for fracture control to minimize the 
risk associated with component failure due to an undetected crack or defect. Full inspection 
using standard NDE, which is commonly used for flaw and defect screening, is not possible for 
some of these parts. Typically, these inspections are used to confirm that no detrimental flaws 
are present in a critical part. A governing philosophy is needed to provide a consistent and 
systematic approach for fracture control certification of un-inspectable fracture critical AM parts. 

The objectives of this assessment were to: 
 Establish the foundation of a framework for the assessment of un-inspectable fracture critical 

AM components. 
 Catalog the causes and characteristics of AM flaws inherent to the L-PBF process category. 
 Assess methodologies for characterizing the distributions of these inherent flaws in AM 

materials. 
 Investigate approaches for appropriately evaluating the inherent flaw state of a particular AM 

process. 

Development of such a framework is a significant undertaking and should be approached 
incrementally without expectation of a “clean and final” answer. Continuing development of AM 
will potentially require further evolution and adaptation of the framework. 

6.0 Problem Description and Background 
AM is the process of joining materials to make parts from three-dimensional (3D) model data, 
usually layer upon layer, as opposed to subtractive manufacturing (e.g., milling) and formative 
manufacturing (e.g., forging) methodologies [ISO/ASTM 52900]. AM technologies enable a 
wide variety of previously impractical or impossible designs and are increasingly being adopted 
for spaceflight applications. Many spaceflight applications require manufacturing of small 
quantities of complex components, a use case for which AM is ideally suited. 

AM techniques are increasingly being adopted for the most critical spaceflight applications. 
Recent examples include AM components on the E-2 engine manufactured by Launcher Space1, 
structural and propulsive elements on the Terran R and Terran 1 rockets manufactured by 
Relativity Space2, and next-generation RS-25 engines produced by Aerojet Rocketdyne, which 
will be used on the Space Launch System3. Figure 6.0-1 shows example engine hardware 
produced via AM. Like all materials, AM materials can contain flaws or defects that can cause 
hardware failures. An example is shown in Figure 6.0-2, where an AM combustion chamber 
failed during hot-fire testing at Marshall Space Flight Center (MSFC). 

For human-rated NASA applications, critical components are subject to rigorous standards to 
ensure safety and performance. For example, NASA standard NASA-STD-5019, “Fracture 

 
1 https://www.launcherspace.com/light 
2 https://www.relativityspace.com/rockets 
3 https://www.rocket.com/space/liquid-engines/rs-25-engine 
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Control Requirements for Spaceflight Hardware,” is intended to protect against component 
failure due to an undetected crack or defect. Components associated with a catastrophic 
consequence of failure due to the propagation of a crack or defect are classified as fracture 
critical and are subject to a range of requirements intended to reduce the risk of catastrophic 
failure due to the presence of an undetected crack or defect [NASA-STD-5019]. 

 
Figure 6.0-1. Examples of Engine Hardware Produced via AM [adapted from Gradl, 2022b] 

Figure 6.0-2. Test Stand Failure of AM Combustion Chamber [Gradl, 2022b] 

Standard approaches to fracture control rely on NDE to inspect for flaws or other material 
damage. These inspections are intended to assess the full surface and volume of the component. 
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The design flexibility afforded by AM processes allows for component designs that cannot be 
reliably inspected for flaws or material damage with the level of rigor required for fracture 
critical hardware. As a consequence, some AM hardware will contain regions that are un-
inspectable relative to the inspection requirements defined in NASA-STD-5019 and  
NASA-STD-5009 “Nondestructive Evaluation Requirements for Fracture Critical Metallic 
Components.” For the purposes of this report, the category of un-inspectable AM hardware 
includes any component for which full volumetric and surface inspection is not possible, which 
includes both parts for which no inspection capability exists and parts for which some amount of 
inspection is possible. 

Fracture critical AM components will be used on future NASA programs, and a subset of those 
components will fall into the un-inspectable category. Fracture control rationale and approaches 
to evaluating and approving the use of un-inspectable AM components must evolve and develop 
while maintaining the same level of technical rigor and safety focus established by standard 
fracture control approaches. Such un-inspectable AM components present a potentially 
significant risk to the missions on which they are used. This NESC assessment was undertaken to 
begin development of a consistent and systematic approach for certifying un-inspectable fracture 
critical AM components and evaluating risk associated with these components. 

Numerous AM process categories exist, including DED, powder bed fusion, material extrusion, 
binder jetting, and others. In the context of fracture control, few AM process categories have 
reached sufficient maturity to produce fracture critical spaceflight components. These process 
categories are metallic L-PBF, metallic wire directed energy deposition (W-DED), and metallic 
blown powder directed energy deposition (BP-DED). The process category restrictions for 
fracture critical components are codified in NASA-STD-6030, “Additive Manufacturing 
Requirements for Spaceflight Systems.” Of these, L-PBF is currently the most advanced for 
production of critical hardware. Thus, the scope of the discussion in this report is focused on the 
L-PBF process category, although many of the conclusions will be broadly applicable to other 
AM processes categories (e.g., DED). 

6.1 Foundations of Fracture Control for AM Materials 
Fracture control activities are intended to increase the safety of human-rated spaceflight 
applications by reducing the risk associated with component failures due to undetected cracks, 
voids, material defects, or other flaws. Typically, fracture control is implemented through a 
combination of appropriate component design, strength and fracture mechanics analyses, 
material and component testing, and NDE. When integrated, these activities help demonstrate 
that a component is damage tolerant, which is a design concept whereby an undetected flaw or 
material damage is assumed to exist and is shown by analysis or test not to grow to failure during 
the period equal to the service life of the component times a safety factor. 

At a fundamental level, the fracture control approach is supported by several underlying 
assumptions, including: 
 Components are produced from quality materials controlled by government and/or aerospace 

specifications. 
 Relevant material properties of component materials are well characterized or conservatively 

bounded. 
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 The loads and environments to which a component will be subjected are well understood or 
conservatively bounded. 

 NDE inspections are reliable and have appropriate or conservatively bounded detection 
capabilities. 

These foundational assumptions support the use of analysis- or test-based rationale for 
demonstrating damage tolerance of a component. 

When used in NASA applications, AM materials are subject to the requirements in  
NASA-STD-6030. This standard defines requirements for establishing robust process controls  
on AM production processes and defining material property design values for AM materials. 
From a fracture control perspective, the assumptions regarding aerospace quality material are 
valid when an AM process is compliant with NASA-STD-6030 or an equivalent standard. 
Material properties for an AM process are defined when that data meet the requirements in 
NASA-STD-6030 for a material property suite (MPS), which is a collection of AM material 
property data from which design values and build acceptance criteria are derived and 
documented. Reliable NDE inspections are governed by NASA-STD-5009, which defines 
requirements for NDE inspections of metallic fracture critical hardware, including establishing 
appropriate flaw detection limits, inspector training, and standard flaw sizes for use in damage 
tolerance analysis. Together, these requirements support the use of AM materials in critical 
applications. 

6.2 AM Challenges to Traditional Fracture Control Approaches 
The unique nature of AM processes challenges the standard approach to fracture control in 
several ways. First, AM processes allow for part geometries that may or may not be inspectable 
using NDE, per NASA-STD-5009. Second, the quality of an AM material is process sensitive, 
and assumptions regarding material quality and performance cannot necessarily be transferred 
across AM processes, vendors, or from AM machine to AM machine. Third, AM processes 
generate relatively high counts of material flaws that may or may not be detrimental to the final 
component. Finally, AM materials lack the heritage associated with more traditional materials, 
especially for alloy systems designed specifically for AM. Table 6.2-1 summarizes each of these 
challenges compared with a more traditionally manufactured material. 

Table 6.2-1. Comparison of AM and Wrought Materials  
Wrought Materials AM Materials 

Inspectability Raw stock is commonly fully 
inspectable; parts generally have high 
inspectability. 

Inspectability varies based on 
component geometry; inspection 
techniques still under development. 

Material 
Quality 

More consistent quality due to a limited 
number of dedicated production mills 
with extensive experience. 

Highly process-dependent material 
quality; variation from AM system to 
AM system. 

Flaws Flaws are typically rare. Flaws are intrinsic to the process and can 
vary with the level of process refinement 
and user experience. 

Heritage Decades of experience. Little to no experience for critical 
applications; rapid technological 
development and evolution. 
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6.2.1 Inspectability Challenges 

Inspectability for AM components presents a significant challenge to standard damage tolerance 
approaches. Standard deterministic damage tolerance approaches assume the presence of an 
initial flaw, position that assumed flaw at the worst-case location and orientation for the 
component, and analytically propagate that flaw through the expected service life. Few designs 
are tolerant to a flaw of arbitrary size and location, so NDE inspections are used to bound the 
plausible initial flaw size. Inspections performed within the requirements of NASA-STD-5009 
demonstrate a capability to detect flaws above a specified size with a high level of certainty. 
Such inspections are said to be “quantitative,” in that the flaw size associated with the detection 
capability is known. Frequently, damage tolerance assessments use the flaw sizes associated with 
reliable NDE detection limits to set the initial flaw sizes in the analysis based on the logic that 
larger flaws would be reliably detected, thus preventing the part from going into service. This 
paradigm breaks down in the absence of reliable quantitative inspection techniques with 
established flaw detectability assessments. 

AM components with complex geometries, integrated internal features, and unimproved surfaces 
can challenge standard NDE techniques (e.g., penetrant inspection, eddy current, radiography, 
and ultrasonic inspections) as defined by NASA-STD-5009. These same features can challenge 
special inspection techniques (e.g., X-ray computed tomography (CT)) [Todorov et al., 2014]. 
Penetrant inspections are limited to surfaces with line of sight and cannot be used for internal 
features. Additionally, as-built surfaces can trap penetrant fluid, leading to reduced detection 
reliability. Eddy current and ultrasonic inspections work best on smooth, continuous surfaces that 
must be accessible, which limits the applicability of these techniques for complex geometries. 
Radiography and CT are challenged by part size and material density, which limits X-ray 
penetration. Additionally, radiography is challenged by geometric complexity, which 
complicates the interpretation of the radiograph images. AM part designs with these challenging 
features result in regions within the component for which full NDE coverage at the reliability 
required by NASA-STD-5009 is not possible. 

These AM-related challenges generally preclude application of the standard detectable flaw sizes 
established for these traditional NDE techniques (per NASA-STD-5009), and detection 
capability must be assessed. (Quantitative NDE for AM parts is considered “special NDE” per 
NASA-STD-6030 and NASA-STD-5009.) Full coverage by reliable, quantitative NDE 
inspections that meet NASA-STD-5009 requirements may not be possible for a particular AM 
component design. 

While NDE inspections are often used to ensure flaws or damage are detected if they develop 
during component manufacturing, inspections play a critical role in assessing part safety and 
quality throughout a part’s lifetime. For aerospace components, inspections may be performed 
following proof or qualification testing, during development testing, or at intermediate points in 
the service life as part of life-extension efforts. Un-inspectable AM components will lead to 
challenges in each of these areas.  

For un-inspectable AM hardware, the approach must necessarily shift from a focus on the flaws 
that can be detected (“What flaws can be found in the part?”) toward what flaws might be 
produced during the AM process (“What flaws might be in the part?”). Current AM process can 
generate high numbers of flaws even when the process is operating nominally, which 
complicates that approach. These flaws may or may not be detrimental to the component, 
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depending on their size, location, and morphology. Additionally, the service conditions and 
material properties of the component influence the sensitivity of the part to AM process-induced 
flaws. Understanding, assessing, and characterizing these inherent AM flaws is a key building 
block of fracture control rationale for un-inspectable AM components. 

Traditional manufacturing techniques based on subtractive material machining and joining 
techniques are more accommodating to NDE, as critical areas (e.g., welds) are typically more 
accessible to NDE. However, inspectability challenges arise with components manufactured 
using traditional alloy product forms (wrought and cast), and alternative rationale has been 
developed for such cases. For components produced with wrought materials, alternative rationale 
often relies in part on intermediate raw stock inspections to verify material quality (e.g., 
ultrasonic inspection after plate rolling) and on manufacturing process controls intended to 
minimize defect occurrence. For castings, the risks are addressed through process controls and 
designs that reduce defect formation, leveraging heritage experience with casting defects and 
knowledge of solidification physics. For AM materials, the intermediate raw stock inspection is 
not possible, and the mechanisms for material flaw formation are not fully understood or 
controllable. New approaches will be needed for AM materials. Hardware manufactured using 
AM will have to rely on appropriately performed NDE screening to the extent possible and 
alternative rationale beyond that. 

6.2.2 Material Quality 

The assumption that components are manufactured from high-quality materials is foundational 
for fracture control. This assumption supports the use of handbook values for material properties 
and confidence that material specifications are sufficient to control material quality to an 
acceptable degree. This has generally been reasonable, as the use of traditional materials is 
supported by decades of user experience, industry-standard material specifications, and extensive 
material characterization. Additionally, many materials are produced by a small number of 
material producers with significant investment and expertise in that material’s production. 

In contrast, AM materials are process sensitive. The final material quality is dependent on the 
chemistry and morphology of the feedstock material, the operation of the AM machine, and the 
appropriate application of post-build processing steps (e.g., powder removal or heat treatment). 
These factors vary across AM processes, and controls may not transfer directly between AM 
systems. Coupled with the high number of individual AM systems and operators, the capability 
to consistently produce AM materials of aerospace quality has not been established across the 
AM industry, although some operators rise to this standard. These factors drive the process-
dependent qualification approach defined by NASA-STD-6030. 

6.2.3 Flaws 

At the current state of development, AM processes generate some amount of material flaws 
during the production of a part. Although these flaws are typically small, the number of these 
flaws within a given volume of material can be orders of magnitude higher than for wrought 
materials. The frequency, size, and morphology of these flaws is affected by variability within 
the AM process, with aspects such as feedstock quality, build parameters, and built part 
geometries (e.g., thin walls) affecting the flaw state of the material. Additionally, AM processes 
have unique failure modes that can result in flaws (e.g., interactions between the energy source 
and combustion byproducts or errors in the powder deposition process). See Section 7.1 for 
further discussion of AM flaws. 
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6.2.4 Heritage 

Traditional materials have been used in critical applications for decades, supported by robust 
characterization efforts to understand the performance of the material in demanding 
environments. For example, Alloy 718, a nickel-based superalloy used for high strength in high-
temperature environments, was first developed in 1959. Alloy 718 comprised over 50% by 
weight of the Space Shuttle Main Engine (SSME). The use of Alloy 718 in the SSME was 
supported by extensive development to refine manufacturing processes, optimization of alloy 
chemistry and heat treatments, and characterization of material properties, particularly 
performance in gaseous hydrogen environments [Paulonis and Schirra, 2001; Jewett and 
Halchak, 1991]. 

As AM materials replace traditional materials in these critical applications, it will take time to 
develop the experience base that exists for traditional materials. AM has the advantage of high 
production rates that facilitate testing and using significant quantities of hardware, which could 
accelerate the learning curve for the use of these materials in critical applications. AM has the 
advantage of building upon existing knowledge of traditional alloy chemistries that are 
commonly used for AM (e.g., Alloy 718 and Ti-6Al-4V). However, as new alloy chemistries 
designed specifically for AM are developed, understanding of the material must be developed 
through characterization. 

6.3 Tools for Fracture Control for Un-inspectable AM Hardware 
Alternative inspection approaches are in development to alleviate challenges with AM 
component inspectability. Efforts are underway to develop reliable in-situ inspection approaches. 
In-situ monitoring encompasses the use of a variety of sensors and technologies to monitor the 
AM build and record the quality of the AM material as the build progresses. However, at present, 
in-situ inspection techniques are not sufficiently developed for use as reliable flaw detection 
compared with traditional NDE [Williams et al., 2023]. Additionally, specialized NDE methods 
(e.g., X-ray CT) are being evaluated for appropriate flaw detection capabilities in AM materials. 
However, standardized approaches for assessing probability of flaw detection have not been 
established for CT, although several methodologies have been proposed (e.g., inspections of 
intentionally introduced defects that are installed into inspection holders to mimic embedded 
flaws [Kim et al., 2019]). Methodologies based on representative image quality indicators  
(i.e., artifacts with intentionally introduced flaws) have been used to demonstrate detection 
capability for specific flaws in specific applications [ASTM E1817] but do not include a 
quantitative accounting of probability of detection. While in-situ monitoring and CT inspections 
do not currently meet the flaw detection reliability required by NASA standards, they provide 
useful engineering information that can be leveraged to develop rationale for un-inspectable AM 
components. 

Another tool for assessing the risk associated with material flaws for damage-tolerant 
components is probabilistic damage tolerance analysis (PDTA). This method builds upon 
traditional deterministic damage tolerance analyses (e.g., crack propagation prediction using 
NASGRO®) by accounting for the distribution of potential flaw sizes and the probability of a 
flaw being present in the component. The analysis results in an overall component risk 
assessment in the form of a probability of failure as a function of service life. Because the 
probability of failure is strongly influenced by the distribution of potential initial flaw sizes, 
PDTA generally results in a less conservative but more representative evaluation of service life 
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in the presence of random flaws as compared with a deterministic approach that assumes all 
worst-case conditions occur simultaneously. PDTA differs from more traditional deterministic 
damage tolerance analysis in that results are given in the form of probabilities of failure rather 
than as a number of safe service lives.  

Probabilistic assessments require one or more analysis variables to be provided in the form of 
statistical distributions. Typically, the random variable is a distribution of flaws characterized by 
flaw size and frequency of occurrence, which may be location specific. Other random variables 
might include loads or probabilities of detection from NDE inspections. PDTA approaches are 
used in several specialized applications. For example, PDTA has been successfully employed for 
aircraft certification, where rare material defects that can be below the NDE detection capability 
arise in fracture critical titanium engine components [Rotor Integrity Sub-Committee, 1997]. The 
probabilistic approach lends itself to the un-inspectable AM component problem by providing a 
means to bound the probability of failure associated with an undetected AM flaw. 

7.0 Analysis 
The scope of this NESC assessment included development of a framework for certifying un-
inspectable fracture critical AM components and evaluating risk associated with these 
components. Fundamentally, the framework is based on understanding the relationships between 
the CIFS, the minimum detectable flaw size (when available), and the inherent flaw distribution. 
The relationships between these parameters define the risk scenario for a component and the 
appropriate approach toward a fracture control rationale. Scenarios where the CIFS is larger than 
the minimum detectable flaw size follow standard approaches. In scenarios where the CIFS 
cannot be reliably detected but is larger than the majority of the inherent flaw distribution, a 
damage tolerance rationale can be pursued using an appropriate analysis to evaluate the 
remaining risk due to process escape flaws and large inherent flaws. Finally, some components 
may have CIFS that are within the inherent flaw size distribution. In such cases, a damage 
tolerance rationale is not possible, and risk reduction activities should be considered. 

The following topics are discussed in this section: 
 Categorization of AM flaws, including discussions of relevant terminology and the 

introduction of two AM flaw categories: inherent flaws and process escape flaws. 
 Discussion of approaches for integrating inherent flaw information into the development of 

fracture control rationales. 
 Descriptions of common types of AM flaws in metallic L-PBF processes in the context of 

inherent and process escape flaw categorization. 
 Discussion of the effects of common inherent flaws on the structural integrity of metallic  

L-PBF components. 
 Assessments of inspection methodologies as they are applied to AM materials and their 

application to detecting and characterizing inherent flaws. 
 Approaches for assessing the inherent flaw state of material produced by a metallic L-PBF 

process. 
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7.1 Categorization of Flaws 
7.1.1 Terminology 

Colloquially, many terms (e.g., flaw, defect, and anomaly) are used synonymously to refer to 
material imperfections or damage. For example, in the damage tolerance discipline generally and 
in NASA-STD-5019 specifically, defect, flaw, and damage are used interchangeably to mean a 
material condition that might adversely affect the structural integrity of a component. Certain 
segments of the aviation industry use anomaly to mean a flaw or defect. The AM community 
typically uses flaw and defect to describe imperfections in an AM material. 

However, in the NDE discipline, flaw and defect have distinct meanings and implications. ASTM 
Standard E1316-22a “Standard Terminology for Nondestructive Examinations” [ASTM E1316] 
defines a flaw as an imperfection or discontinuity in a material. A defect is a flaw that is 
rejectable per a specified acceptance criterion. Thus, the term defect refers to a subset of flaws 
that have been assessed to be unacceptable for some application. 

For the purposes of this report, the following terminology is adopted from ASTM E1316-22a: 
 Defect: one or more flaws whose aggregate size, shape, orientation, location, or properties do 

not meet specified acceptance criteria and are rejectable. 
 Flaw: an imperfection or discontinuity that may be detectable by NDE and is not necessarily 

rejectable. 
 Indication: the response or evidence from a nondestructive examination. 
 Imperfection: a departure of a quality characteristic from its intended condition. 

Additionally, the following terms will be used in this report: 
 Anomaly: a flaw. 
 Flaw state: general term for the frequency, number, size distribution, and morphology of 

flaws generated in an AM material. 
While flaw or defect can be used to refer to geometric or surface roughness features of AM 
components (e.g., out-of-tolerance features), the focus of this report will be on physical 
discontinuities in the material (e.g., voids, cracks, porosity, etc.) that have the potential to affect 
the structural integrity of a component. 

Many AM flaws that arise as a natural aspect of the AM process are relatively small and, 
individually, are likely to have limited or no impact on structural integrity. Such flaws generally 
do not constitute a rejectable condition. Therefore, using the term flaw to refer to the generalized 
set of AM material imperfections, in alignment with ASTM E1316, is appropriate. This 
terminology serves to clarify that not all AM flaws represent a detrimental condition and, in 
many cases, AM material containing flaws will be acceptable for structural applications. 

The distinction between flaws and defects in terms of acceptability for purpose represents a 
departure from the use of these terms in NASA standards documentation. For example,  
NASA-STD-5019A defines flaw as a defect for metallic materials and uses the two terms 
interchangeably throughout the document. NASA-STD-5009 does not use the term defect, 
preferring to use flaw. NASA-STD-6016C and NASA-STD-6030 use flaw and defect 
interchangeably. There is no consensus definition for flaw or defect within the AM community, 
but many AM users refer to these imperfections as defects in technical literature. The term flaw 
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was deliberately chosen for this report to avoid the connotation of unacceptability associated 
with the term defect. However, this choice means that use of the term flaw in this report must be 
read to mean imperfections that may or may not be impactful on the for-purpose use of an AM 
component, which may be incongruous to some readers. 

F-1. Terminology related to AM material imperfections (e.g., flaw, defect, anomaly, etc.) is 
not consistent within the AM community, and NASA materials standards (e.g., NASA-
STD-6016, NASA-STD-6030, etc.) do not distinguish between flaws and defects. 

 

R-1. The OCE should update NASA-STD-6030 to adopt consistent terminologies for AM 
material imperfections. (F-1) 

 

R-2. The OCE should update NASA-STD-5019, NASA-STD-5009, and NASA-STD-6016 to 
standardize terminology related to flaws, defects, and material imperfections. (F-1) 

7.1.2 AM Flaw Categories 

AM flaws arise from a multitude of conditions, some of which are currently unavoidable during 
the AM process. When assessing the damage tolerance of a particular component, it is useful to 
distinguish between those flaws that arise as a natural consequence of the AM build operation 
within its nominal conditions and those that do not. Within the scope of AM flaws, two flaw 
categories are proposed: inherent flaws and process escape flaws. 

Defining two categories of AM flaws allows the development of targeted rationale to address the 
risks associated with each category. AM materials are expected to contain inherent flaws, likely 
at some relatively high average occurrence rate, and components produced via AM should be 
designed to account for this inherent flaw state. A different approach is required for process 
escape flaws, which might be mitigated by component inspections, AM process controls, and/or 
in-situ monitoring. 

F-2. Distinguishing between AM flaws that arise during nominal AM build operation (i.e., 
inherent flaws) and those that occur due to a process escape (i.e., process escape flaws) 
allows for targeted approaches toward damage tolerance rationale for each flaw category. 

7.1.2.1 Inherent Flaws 

An inherent flaw is a flaw that is representative of the characterized nominal operation of a 
qualified AM process. Such flaws arise as a natural consequence of the operation of an in-control 
AM process and are currently unavoidable in nominally performing AM processes. 

The inherent flaw definition implies that the nominal flaw state has been assessed through a 
characterization effort (see Section 7.6). Inherent flaws are expected to be common enough that 
direct characterization is possible. The characterization of the inherent flaw state should include 
assessment of flaw size and frequency of occurrence. Ideally, the characterization should account 
for influence factors that might affect flaw states, such as variations in thermal history, part 
geometry (thin walls), and/or changes to build parameters. This would include all aspects of the 
component processing leading to the final material condition, including hot isostatic pressing or 
surface finishing techniques (e.g., machining, chemical milling, etc.). Inherent flaw 
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characterization may include investigations of specific flaw types and of spatial variability of 
flaw state. 

Appropriate characterization of the inherent flaw distribution is a critical part of the fracture 
control rationale. In addition to representing the nominal process, a robust inherent flaw state 
characterization should include material that reflects the edges of the “process box,” meaning 
that the flaw state characterization represents the process working at any state within its 
acceptable limits. This allows for conservative estimates of the inherent flaw state and improves 
coupon-to-part transferability by covering potential flaw state variations arising from a particular 
build geometry. However, characterization of the inherent flaw distribution is not intended to 
account for deficiencies in the development and qualification of an AM process. That is, AM 
processes used for spaceflight hardware should be controlled and capable of consistent material 
quality production. Inherent flaw characterization should not be used to justify the use of an 
inconsistent or poorly characterized AM process.  

The definition of inherent flaw implies that the inherent flaw state is associated with a qualified 
AM process, so that a nominal material condition is defined and controlled. For NASA 
applications, qualified implies that the AM process meets the requirements of NASA-STD-6030 
(or equivalent), including the associated process controls, traceability, and material 
characterization requirements. A qualified process is necessary for the definition of an inherent 
flaw state so that a consistent material quality baseline is established. 

The baseline for flaw state is not likely to be consistent across all AM processes or materials. For 
example, some alloys may be more tolerant to inherent flaws than others, so the degree of 
process refinement necessary to obtain an acceptable flaw state may be reduced for such alloys. 
Additionally, tradeoffs between material performance, investment in process refinement, and 
build efficiency (speed) may result in AM material processes that produce different flaw states. 
For example, an AM process with high throughput at the expense of a relatively high inherent 
flaw density may be acceptable for components with minimal structural demand. The key is that 
the inherent flaw state is characterized to an appropriate degree and the process sufficiently 
controlled so that the material flaw state remains consistent. 

Since the inherent flaw state represents the nominal material condition produced by an AM 
process, the effect of the inherent flaws on material properties (e.g., tensile, fatigue, thermal 
conductivity, etc.) is expected to be accounted for within the material characterization performed 
as part of process qualification. NASA AM requirements [NASA-STD-6030] are intended to 
ensure consistency in the AM process, which implies that properties are generated on material 
that is representative of the nominal process flaw state. Thus, it may be reasonably assumed that 
material characterization data, used to support component designs and assessments, reflect the 
impact of the inherent flaw state, particularly if influence factors that might cause variability 
between coupon-level material assessments and AM components have been appropriately 
considered. 

7.1.2.2 Process Escape Flaws 

Process escape flaws are flaws that are not representative of the characterized nominal operation 
of a qualified AM process. Process escape flaws are the result of a deviation from the nominal 
operation of the AM process.  
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The categorization of process escape flaws is not based on flaw type (i.e., keyhole pores or lack 
of fusion (LoF); see Section 7.3 for further discussion) but by the cause of those flaws. However, 
some flaw types might more commonly be inherent (e.g., small gas entrapped porosity), while 
other flaw types might only be formed as the result of a process escape (e.g., layer delamination). 
Some flaw types might be appropriately categorized in both the inherent and process escape flaw 
categories, depending on the flaw formation mechanism. For example, low densities of LoF 
flaws might be inherent, but periodic or large LoF flaws might be associated with some process 
escape. Flaws that are inherent for one AM process category may be considered process escape 
flaws in other AM process categories (e.g., L-PBF versus BP-DED). 

Process escape flaws may or may not be rare. However, a controlled AM process is expected to 
have a low frequency of process escape flaws. The qualification state of processes that produce 
high frequencies of process escape flaws should be questioned and evaluated. Insufficiently 
developed or controlled AM processes may result in systematic process escapes that could lead 
to process escape flaws common enough to be captured by the inherent flaw distribution 
characterization. This should not be construed as a means to compensate for deficiencies in AM 
process control or process development. Such process escape flaws should be minimized to the 
degree possible. 

Process escape flaws may be of any size. Flaw size is not a factor in the distinction between 
inherent and process escape flaws, although typical inherent flaws are anticipated to be relatively 
small. Process escape flaws would generally be expected to be larger than inherent flaws, but 
that is not a necessary condition. The size of some process escape flaws might be commensurate 
with common inherent flaw sizes. The size of the process escape flaw will be dependent on the 
process escape leading to the generation of the process escape flaw.  

Process escape flaws may or may not be impactful on the structural integrity of an AM 
component (i.e., they are not necessarily defects). Process escape flaws may or may not be 
detectable. 

The term rogue flaw is commonly used within the damage tolerance community to refer to an 
exceedingly rare flaw with severe impacts on the component’s structural integrity. An alternative 
term was chosen for process escape flaws to avoid the connotation associated with rogue flaws 
regarding rarity and severity. Notional distributions of frequency of occurrence versus size for 
inherent and process escape flaws are shown in Figure 7.1.2.2-1. Measured flaw distributions 
may be different than these notional representations, based on the specifics of the AM process. 
For example, in a developed, controlled AM process, the occurrence rate of process escape flaws 
may be so low relative to the inherent flaw distribution as to be negligible when plotted on the 
same scale (as is done in the example). However, there is likely some trend between flaw count 
and flaw size for process escape flaws, although the specifics of these trends have not been 
determined. The relationships between these distributions, the critical flaw size for a particular 
component, and the size associated with the NDE detection capability will be discussed in later 
sections. 
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Figure 7.1.2.2-1. Notional AM Flaw Distributions 

7.1.3 Integration with NASA-STD-6030 

The concept of the inherent flaw state aligns with NASA-STD-6030 requirements regarding the 
characterization of material microstructures and the definition of microstructural acceptance 
criteria. NASA-STD-6030 requires that as-built materials be evaluated for detrimental flaws, 
with attention paid to consistency throughout the build area and thermal history extremes, among 
other influence factors. Inherent flaw characterization can be viewed as a refined version of the 
required foundational microstructural quality evaluations that define statistical metrics for the 
flaw state. 

The baseline for the inherent flaw state characterization comes from the process qualification 
approach involved in developing a Qualified Material Process (QMP) per NASA-STD-6030, and 
the QMP provides a convenient location to document the inherent flaw state definition. Thus, the 
inherent flaw state can act as an additional material equivalence baseline for comparing AM 
processes for fracture critical components (e.g., for machine requalification or MPS registration). 

To be useful for engineering assessments, the inherent flaw state for an AM process should be 
reasonably consistent and reflect the material state of the application, including all relevant post-
processing (e.g., final heat treatments or surface finishing). This may require flaw state 
characterization to be performed on a per-machine basis. Consistency in the process supports 
applying the assumed inherent flaw state to develop component structural integrity rationale. The 
process control approaches established by NASA-STD-6030 (e.g., process definition in a QMP, 
statistical process control approaches through build witnessing and periodic sub-QMP builds, 
and component registration through first article inspections) help to ensure that flaw state metrics 
remain applicable for the AM process over time. 

The AM process classification defined by NASA-STD-6030 reflects the need for inherent flaw 
state characterization. A comprehensive inherent flaw state characterization is not required for an 
AM process controlled by NASA-STD-6030. However, the inherent flaw state characterization 
may support the rationale for fracture critical components, which correspond to Class A AM 
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components (i.e., associated with a catastrophic consequence of failure) per NASA-STD-6030. 
Consequently, flaw state characterization would be performed for QMP-A processes in the 
interest of supporting rationale for fracture control requirements. An inherent flaw state 
characterization may support rationale for Class B (i.e., non-catastrophic consequence of failure) 
components, but the level of rigor required in such a scenario would likely be reduced 
commensurate with the reduced criticality of these components. Inherent flaw state 
characterization is likely not necessary for Class C or exempt AM components. 

7.2 Use of AM Flaw Information in Fracture Control 
Un-inspectable AM parts must rely on characterized inherent flaw information to support 
fracture control rationale. The flaw state generated by the AM process is compared with the 
structural integrity requirements for the component. Such an approach represents one partial 
solution to the un-inspectable AM component problem. Importantly, an approach based on 
characterized inherent flaw populations should not be viewed as a replacement for standard 
fracture control activities bounded by appropriate NDE inspections. There is no expectation that 
the approach outlined will meet the intent of existing fracture control requirements. Instead, the 
goal is to understand the fracture control-related risks associated with un-inspectable AM 
components and reduce those risks to a tolerable level. 

7.2.1 Application of Flaw State to Fracture Control Assessments 

Comparisons between the inherent flaw distribution generated by the AM process, the CIFS 
established by the structural demand on the component, and the NDE detection capability (as 
applicable) provide a foundation for rationale for un-inspectable fracture critical AM 
components. As an illustration, assume a complex AM component is produced using a qualified 
AM process. During development of the part inspection plan, it is discovered that the part cannot 
be reliably inspected. A flaw state characterization study (see Section 7.6) is performed to 
characterize the inherent flaw state of the AM process (on that machine), if such a study were not 
performed as part of the AM process qualification. As part of the fracture control rationale, 
critical locations in the component are identified, and, for each location, fracture analysis is 
performed to determine a CIFS. Comparisons between the NDE detection capability, the CIFS, 
and the expected inherent flaw state define the subsequent approach. 

At one extreme, the majority of the inherent flaw population might be appropriately deemed non-
relevant for parts with a CIFS that is sufficiently above the inherent flaw distribution, as 
illustrated by the “Large CIFS” line in Figure 7.2.1-1. In such cases, the effects of inherent flaws 
could be appropriately considered to have been accounted for in the property characterization. In 
such a scenario, analysis for structural margins would be sufficient to show robustness against 
inherent flaws, although checks for damage tolerance against the extreme value flaw sizes 
represented by the inherent distribution are appropriate. Process escape flaws for all scenarios 
must be evaluated.  

At the other extreme, if the calculated CIFS is within the inherent flaw distribution (the “Small 
CIFS” line in Figure 7.2.1-1), then a significant risk arises as these inherent flaws are likely to be 
present. Such a scenario will not result in a robust flight rationale for a fracture critical 
component, and a design change to increase the CIFS or further refinement to the AM material 
process to reduce the inherent flaw size would be necessary. 
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Figure 7.2.1-1. Notional AM Flaw Distributions with CIFS Overlays 

In between these two extremes (the “Moderate CIFS” line in Figure 7.2.1-1), the inherent flaw 
distribution provides a quantitative input into damage tolerance analysis by demonstrating that 
the probability of a critical defect is acceptably low, or, more robustly, by providing an anomaly 
exceedance curve as a PDTA input. By employing such approaches, the risk associated with 
inherent defects can be assessed and quantified. 

The approach described assumes that the AM components are produced with a process that 
meets the NASA-STD-6030 requirements (or equivalent) for Class A components, including 
characterization of fracture properties (i.e., toughness and fatigue crack growth rate). Robust 
process controls and characterized material properties are prerequisites to the use of fracture 
critical AM hardware, regardless of inspectability, but become even more important when 
component inspectability is limited. 

The approach assumes an evaluation of material flaw state to a sufficient degree that variability 
within the build process is understood. Deterministic damage tolerance analyses are reliant on a 
postulated initial flaw size, typically bounded by the minimally detectable flaw size for the 
applied NDE inspection. When reliable NDE inspectability cannot be achieved, appropriately 
assessed flaw population data provide a bound on credible flaw sizes that is otherwise 
unavailable. 

7.2.2 AM Process Assessments 

Since flaws are currently unavoidable in metal AM processes, a purposeful approach to defining, 
characterizing, and controlling for flaws is the basis for an AM process-level assessment that can 
be used as a foundation for developing a fracture control rationale for un-inspectable 
components. 

7.2.2.1 Inherent Flaws 

As discussed in Section 7.1.1, the inherent flaw state is representative of the characterized 
nominal operation of a qualified AM process. The general effect of inherent flaw state on 
material properties may be reasonably assumed to be characterized as part of the material and 
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metallurgical assessment of the AM process as part of QMP development. In this paradigm, the 
effects of the inherent flaws are included in the material properties as a source of variability, 
analogous to within-specification variation in chemistry or heat-treatment temperatures for 
wrought materials. Thus, the primary concerns from a fracture control perspective are 
demonstrating that the component CIFS is sufficiently larger than the flaw sizes associated with 
the inherent flaw population and controlling the AM process such that the material produced 
remains within the characterized inherent flaw state. 

7.2.2.2 Process Escape Flaws 

Whereas inherent flaws are expected to be common enough for direct characterization, process 
escape flaws are expected to be rare or uncommon enough to preclude direct characterization. As 
a result, screening for process escape flaws requires understanding the potential sources of those 
flaws, which requires understanding the types of potential process escapes associated with the 
AM process. Tools for process assessment are well established in manufacturing; for example, 
process failure modes and effects analyses (PFMEAs) are commonly used to systematically 
evaluate manufacturing processes to identify and address manufacturing risks.  

In the context of fracture control for AM, the PFMEA provides a framework to methodically 
assess the AM process, identify the potential process escapes that can lead to process escape 
flaws, and identify potential mitigations to address the risks associated with process escape 
flaws. This evaluation of the AM process informs development of specific preventive measures 
to preclude flaws from each type of potential process escape. For some types of process escapes, 
high detectability or low likelihood of process escape flaw generation might be sufficient 
rationale to deem resulting process escape flaws as non-credible. An example would be a process 
escape that causes a build crash. In this scenario, the process escape is highly detectable (i.e., the 
build crashed), and the part would be scrapped. For others, physics-based rationales might be 
used to conservatively bound the size and occurrence rate of the potential resulting process 
escape flaw. One example would be entrapped porosity, which is unlikely to be larger than the 
width of the melt pool. In cases where flaws may be credible and no reliable bounds on size and 
occurrence are possible, assessments of the flaw probabilities may be developed to support 
PDTA. 

In the absence of reliable flaw detection (i.e., NDE), prevention or detection of process escapes 
becomes the primary means for screening for process escape flaws. A thorough understanding of 
the AM process is required, and the PFMEA provides an effective tool for rigorous assessment 
of the AM process. However, such approaches are inherently limited, as prevention or detection 
strategies supported by PFMEA address only known or postulated process escapes. AM process 
failure modes that are currently unknown may arise as experience with AM materials increases, 
current AM processes mature, and new AM processes are developed. 

F-3. Prevention or detection of process escapes is the primary means to screen for process 
escape flaws in un-inspectable AM components. 

7.2.3 Component-Level Assessments 

Once the AM process-level assessments of flaw state distributions are defined, the fracture 
control rationale can be informed by component-specific assessments regarding CIFS and flaw 
detection capabilities. Figure 7.2.3-1 shows an overlay of notional CIFS and NDE capability on 
the notional flaw distributions. The CIFS is expected to shift based on what any given design can 
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tolerate, and the NDE detectable flaw size is driven by the capabilities of the inspection 
technique(s). 

 
Figure 7.2.3-1. Example of Component-level Assessments 

7.2.3.1 Critical Initial Flaw Size (CIFS) 

The CIFS is the largest initial flaw predicted to survive the mission life without failure, with an 
appropriate factor of safety applied to the service life (e.g., four times the service life  
[NASA-STD-5019]). Flaws larger than the CIFS (i.e., defects) can be expected to lead to a 
higher risk of component failure during service. Flaws smaller than the CIFS might be expected 
to be benign and are considered non-relevant. 

CIFS analysis is commonly performed for fracture critical components using established damage 
tolerance assessment tools (e.g., NASGRO). Typically, a bounding CIFS that represents the 
smallest CIFS present in the component is used for assessments. Multiple locations within a part 
may need to be analyzed to determine the bounding CIFS. CIFS assessments for AM materials 
follow fundamentally the same approach as for traditionally manufactured materials but may 
need to account for factors unique to AM product forms (e.g., local variability in geometry, 
surface finish, and/or material properties). 

The CIFS varies throughout a component, driven primarily by applied stress and the component 
geometry, although local variability in material properties (including flaw state) may be relevant 
for AM materials. For AM applications, a more localized evaluation of CIFS at multiple points 
in the component might be necessary, particularly to support comparison with localized NDE 
detection capabilities or to account for material property or flaw state variability. 

The identification of control points for CIFS calculations should account for features of the 
component design and features associated with the AM process, as appropriate. For example, 
highly stressed areas or areas of stress concentration are commonly identified for damage 
tolerance analysis, based on these locations providing a potential “worst case” location for a 
possible crack to propagate. For AM components, critical locations may be influenced by AM 
surface finish, variations in flaw state (e.g., differences between near-surface and bulk material 
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flaw states), and local material property changes (e.g., those associated with thin-wall 
geometries). Due to the number of potential influence factors, an intuitive identification of the 
worst-case flaw location may not be practical. Identification and assessment of multiple control 
points is prudent to ensure the damage tolerance of the component is appropriately bounded, 
particularly if a zone-based approach is adopted (see Section 7.2.5). Automated or probabilistic 
analysis tools may be necessary to account for the potential sources of variability that might 
affect CIFS calculations for AM components. 

7.2.3.2 Minimum Detectable Flaw Size 

Some inspections may be possible for AM components that are otherwise un-inspectable. Some 
regions of a component may be able to be inspected, and inspections should be performed 
wherever feasible to reduce the overall risk of the component. For regions that are inspectable, 
the minimum detectable flaw size is the smallest flaw size that can be detected with NDE with a 
sufficient degree of reliability. Typically, this flaw size is defined as the flaw size that can be 
detected 90% of the time with a 95% confidence [NASA-STD-5009]. That is, the minimum 
detectable flaw size is not the smallest flaw that a particular NDE technique is capable of 
resolving. Instead, the minimum detectable flaw size is a larger flaw that, if it exists, will be 
detected in almost every inspection. Minimum detectable flaw sizes vary locally depending on 
the component geometry and the applied NDE technique. Some NDE techniques are limited to 
surface features, while others are intended for volumetric inspections. Inspection challenges for 
AM components may affect standard minimum flaw size estimates (e.g., Tables 1 and 2 in 
NASA-STD-5009). 

The ability for an AM component to be inspected varies based on the component material, 
geometry, and surface finish [Todorov et al., 2014]. A review of detection capability for different 
zones within an AM component can help bound the sizes of possible undetected flaws by 
truncating larger flaws sizes that might be reliably detected. In ideal cases, some areas of a 
component might be inspectable and can be shown to be damage tolerant through standard 
assessments. On the other extreme, identifying regions that are un-inspectable helps focus further 
assessments. For example, developing targeted NDE inspections or more focused AM process 
controls for un-inspectable regions of a component might help bound probable flaw sizes. 
Physics-based NDE simulation tools are commercially available; such tools might prove useful 
in assessing flaw detection capabilities for different inspection techniques for AM components 
with limited inspectability [Vienne et al., 2022]. 

For un-inspectable regions, there may be no minimum detectable flaw size, and the local NDE 
detection capability line in Figure 7.2.3-1 may not be applicable. In this scenario, any CIFS 
would be lower than the NDE detection capability. 

7.2.4 Risk Scenarios 

The relationships between the CIFS, the minimum detectable flaw size, and the inherent flaw 
distribution define the risk scenario for a component and thus the appropriate approach toward a 
fracture control rationale. 

Once CIFS assessments are calculated for the appropriate control points, the results should be 
compared with the flaw state distributions. Ideally, the CIFS values will be larger than the flaw 
size associated with the majority of the inherent flaw distribution, and a damage tolerance 
rationale can be pursued using a probabilistic analysis to evaluate the remaining risk due to 



NESC Document #: NESC-RP-21-01678 Page #:  29 of 105 

process escape flaws or large inherent flaws. However, some CIFS assessments might show that 
the critical flaw sizes are within the inherent flaw size distribution. In such cases, risk reduction 
activities (e.g., process refinements, component redesign, etc.) would be necessary to support a 
flight rationale. 

7.2.4.1 Risk Scenario 1: CIFS Within Inherent Flaw Distribution 

Risk Scenario 1 involves a situation where the CIFS falls within the inherent flaw distribution, 
regardless of NDE detection capability. Figure 7.2.4.1-1 shows the outcomes of the process- and 
component-level assessments corresponding to Risk Scenario 1. In this scenario, the probability 
of a critical flaw in a critical location is high since inherent flaws have a relatively high 
frequency of occurrence. Thus, this scenario represents an unacceptable risk. 

 
Figure 7.2.4.1-1. Illustration of Risk Scenario 1, where CIFS is within Inherent Flaw Distribution 

For components with a CIFS within the inherent flaw distribution, demonstration of damage 
tolerance through analysis is not possible, and even a risk-based approval of the component 
might be unlikely. To overcome these challenges, decreases in inherent flaw sizes resulting from 
refinements to the AM process would move the inherent flaw distribution away from the CIFS. 
Refinements in the AM process present an additional path to increasing the CIFS by improving 
the fracture properties of the material. The alternative is to increase the CIFS out of the range of 
inherent flaw sizes through component design changes. For example, reducing the applied 
stresses on the component or adjusting the geometry to reduce stress concentrations could result 
in a larger CIFS. In summary, for designs where the calculated CIFS is similar to the AM build 
inherent flaw size, a high flaw occurrence rate would drive part redesign and AM process 
alteration. 

7.2.4.2 Risk Scenario 2: CIFS Smaller than Minimum Detectable Flaw Size 

Risk Scenario 2 involves a situation where the CIFS is below the minimum detectable flaw size 
but is sufficiently outside the range of the inherent flaw distribution. This scenario applies to the 
un-inspectable AM component for any CIFS outside the range of the inherent flaw distribution, 
as there would be no minimum detectable flaw size. In this scenario (see Figure 7.2.4.2-1), the 



NESC Document #: NESC-RP-21-01678 Page #:  30 of 105 

risk associated with the inherent flaw is mitigated in that the CIFS is sufficiently above the 
inherent distribution, making the majority of inherent flaws non-relevant. The rationale must 
focus on controlling or detecting the process escapes through process monitoring or inspection 
and demonstrating adequate tolerance to large inherent flaws. 

 
Figure 7.2.4.2-1. Illustration of Risk Scenario 2, where CIFS is below Detection Capability but 

above Inherent Flaw Distribution 

Risk Scenario 2 relies on the CIFS being outside the inherent flaw distribution, but the degree to 
which the CIFS must be larger is an open question. There is some non-zero probability 
associated with large inherent flaws that might be reasonably expected to correspond to a CIFS. 
Alternatively, there may be physics-based rationale that can truncate the upper tail of the 
inherent flaw distribution (e.g., limits based on local part dimensions, such as thin wall 
structures). A PDTA supported by the inherent flaw distribution might be useful in defining the 
probability of failure associated with rare large inherent flaws and demonstrating the CIFS is 
sufficiently outside the inherent flaw distribution.  

Adequate screening of the inherent flaws leaves the possibility of a part containing an undetected 
process escape flaw. In the absence of sufficient inspection, screening for process escape flaws 
would be based on preventing or detecting process escapes (rather than the process escape flaw). 
The PFMEA approach provides a methodology for rigorously evaluating an AM process to 
identify potential process escapes and assess the associated mitigations for each process escape. 
Such an assessment is necessarily risk-based, in that PFMEAs identify and assess only known or 
postulated failure modes. A component associated with Risk Scenario 2 would not be expected 
to comply with fracture control requirements as written but may be able to be shown to be 
associated with an acceptable risk. 

7.2.4.3 Risk Scenario 3: CIFS Larger than Minimum Detectable Flaw Size 

Risk Scenario 3 involves a situation where the CIFS is above the minimum detectable flaw size. 
Thus, the critical flaw can be detected reliably by NDE. This represents the nominal baseline risk 
condition and meets NASA-STD-5019 requirements. Figure 7.2.4.3-1 illustrates this scenario. 
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Note that Risk Scenario 3 requires that the CIFS be above the inherent flaw distribution, so that 
the likelihood of a critical flaw occurring is low. 

 
Figure 7.2.4.3-1. Illustration of Risk Scenario 3, with CIFS Larger Than Detection Limit 

This scenario would not be possible globally for AM components with un-inspectable regions. 
However, local regions within an un-inspectable component may be compatible with Risk 
Scenario 3. In such cases, those regions would represent baseline risk and could be shown to be 
damage tolerant using standard approaches. 

7.2.5 Zone-based Assessment 

Standard damage tolerance assessments focus on a critical location in the subject component.  
Per NASA-STD-5019, damage tolerance assessments must account for a flaw in the worst-case 
location and orientation. However, additional variability in AM materials in terms of geometric 
complexity and material property gradients (including flaw state variation) may complicate the 
traditional bounding approach. A zone-based approach has been proposed [Gorelik, 2017] to 
appropriately account for additional variation in AM materials. The risk scenario paradigm lends 
itself to the zone-based approach. 

Instead of defining bounding assumptions of inspection capability, structural demand, and 
material properties, the zone-based approach is intended to more accurately reflect the local 
conditions that affect the damage tolerance of the component. Figure 7.2.5-1 provides an 
example of the part-zoning approach. The component in this example contains a boss 
representative of a large volume of high-density material (shown in yellow) that limits NDE 
coverage using traditional techniques, resulting in an un-inspectable classification for this 
component. Part-zoning approaches can be used to assess the risks and develop a rationale for 
distinct regions within the component. In this example, the flanges of the part are low stress and 
readily inspectable using traditional NDE techniques (e.g., dye penetrant and radiography). 
Analysis might show that the CIFS is above the NDE capability and large relative to the inherent 
flaw distribution. Thus, the flanges would fall into Risk Scenario 3 and represent baseline risk. 
The thick, boss region of the example part is difficult for radiography to penetrate and has a 
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reduced inspection capability (i.e., a larger minimum detectable flaw or no detectable flaw size). 
However, stresses are low in this region, so the CIFS is large relative to the inherent flaw 
distribution. This region represents Risk Scenario 2. This region can be shown to be acceptable 
by developing a rationale demonstrating a sufficiently low risk of failure due to large inherent 
flaws and sufficient control of process escape flaws. Risk Scenario 1 is demonstrated by the tube 
walls that are subjected to high stresses. In this region, the CIFS is small enough to be within the 
inherent flaw distribution. Thus, these regions represent an unacceptable risk. The design should 
be modified to increase the CIFS (e.g., increasing the wall thickness), or the AM process should 
be refined to decrease the size and frequency associated with the inherent flaw distribution. 

 
Figure 7.2.5-1. Example of Part-zoning Approach 

The example illustrates how the part-zoning approach supports the overall risk assessment of the 
component. If the component is entirely associated with Risk Scenario 3 (green), then the part 
represents the baseline risk and is compliant with NASA-STD-5019. Note that baseline risk is 
not zero risk. If the component contains one region associated with Risk Scenario 1 (red), as for 
the example component, then the part contains a likely unacceptable risk, and steps should be 
taken to reduce that risk. More likely, a component will contain Risk Scenario 3 (green) zones 
and Risk Scenario 2 (yellow) zones. The risk in each zone contributes to the cumulative risk 
associated with the component [Millwater et. al., 2002]. 

F-4. Part-zoning approaches are a method for risk assessment of AM components with un-
inspectable regions.  
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7.2.5.1 Assigning Part Zones 

Part zoning relies on assigning zones to appropriate regions of the component. The choice of 
appropriate zones requires engineering judgment and should be primarily driven by similarity in 
local stress, geometry, material properties (including flaw state), and inspectability. Features that 
cause significant shifts in the expected NDE detection capability, significant changes in CIFS, or 
changes in material properties (including flaw state) should be treated as distinct zones. 

AM influence factors (e.g., surface finish, fine geometries, location-specific properties, and 
anisotropy) can influence the identification of critical locations beyond the highest stress 
location. AM geometries might affect the applicability of characterized flaw distributions  
(i.e., near-surface material might have a different flaw distribution than bulk interior material). 
PDTA may be necessary to realize the potential of zone-based analysis, given the location-
specific variability in material properties (including flaw state) observed in AM components and 
the stochastic nature of flaw occurrence and detectability [Gorelik, 2017]. 

Inspection information should be used to support the rationale for AM components, even if the 
inspection does not provide full coverage or meet the detection requirements of NASA-STD-
5009. In such cases, the inspections can be used to provide some bounds on the possible flaw 
sizes within a component. In some cases, a zone of a component might be inspectable, in which 
case that zone could be assessed using standard fracture control rationales (Risk Scenario 3). 

Once a component is zoned based on relevant AM influence factors, critical component locations 
are identified based on applied stresses and part geometry. Automated analysis techniques can 
support the identification of critical locations. Once identified, an appropriate damage tolerance 
analysis is conducted for the critical location. The results of the analysis for each zone are used 
to compile an overall component assessment. At a minimum, this assessment would be expected 
to identify the location in the component with the worst-case margin to the required service life. 
Statistically derived probabilities of failure based on the analytical service life in each zone may 
be desirable. Tools are available that can assist with probabilistic assessments (see Section 
7.2.7). In essence, the zone-based approach divides a component into analytical subcomponents 
with similar properties, which allows for a higher fidelity assessment of critical locations in the 
part. The zoning process might be iterative to ensure that relevant part locations are appropriately 
assessed. 

The characterized inherent flaw distribution supports the zone-based approach by providing 
information supporting zoning based on localized flaw distributions and criteria for critical initial 
flaws. In the simplest case, a bounding inherent flaw distribution is established for a particular 
AM process on a per-machine basis. If it is sufficiently bounding, then that flaw distribution 
would be broadly applicable across the zones. In cases where spatial variations in flaw state are 
characterized (e.g., for near-surface and bulk flaw states), the flaw state variation should be a 
factor in the part zoning approach, and the appropriate flaw state information should be applied 
to the applicable zones of the component. The degree to which flaw distribution information is 
accounted for in zone-based approaches is dependent on the needed fidelity to meet life 
requirements and the degree to which the inherent flaw population has been characterized. 
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7.2.6 Flaw Location Dependence 

The distributions of AM flaws will vary with the component geometry. For example, interactions 
between parameter sets (e.g., those used for geometric contours versus those used for bulk 
material fill) may result in higher frequencies of AM flaws at the contour-to-bulk parameter 
interface. Near-surface porosity is commonly observed in L-PBF [Benedetti et al., 2018]. Flaw 
state may vary due to geometry that challenges the AM process (e.g., regions that have high 
interpass temperatures). In all cases, these factors should be evaluated for the potential impacts 
on the inherent flaw distribution and the potential for increased occurrence of process escape 
flaws. Robust design for AM can be used to mitigate these impacts. Ideally, the inherent flaw 
state is characterized in such a manner as to be bounding to typical flaw state variability due to 
AM influence factors. 

7.2.7 Implementation of Probabilistic Damage Tolerance Analysis (PDTA) 

Standard damage tolerance analysis is deterministic: measured or estimated values of material 
properties, loads, and crack sizes are input into the analysis, and the output is a prediction of the 
component service life. Probabilistic damage tolerance is an approach that allows the damage 
tolerance analysis inputs to take the form of random variables described by statistical 
distributions. Most directly, the statistical distributions are used to inform inputs to repeated 
evaluations of crack propagation models, resulting in an estimate of the probability of failure 
associated with the component described by the analysis. The most common statistical input 
variable in a PDTA is a flaw distribution, given in terms of the size and occurrence rate of a 
flaw. Example flaw distributions, represented as exceedance curves that combine flaw size 
distribution and average frequency of occurrence, are shown in Figure 7.2.7-1. 

 
Figure 7.2.7-1. Example Flaw Distributions of AM GrCop42 Manufactured with Different 

Specimen Thicknesses [adapted from Demeneghi et al., 2021] 
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Probabilistic damage tolerance approaches have been successfully employed for aircraft 
certification. For example, PDTA is used in certification of titanium turbine engine rotors where 
rare material defects that can be below the NDE detection capability can arise during the alloy 
melting process [Rotor Integrity Sub-Committee, 1997]. The probabilistic approach lends itself 
to the un-inspectable AM component problem by providing a means to bound the probability of 
failure associated with an undetected AM flaw. 

7.2.7.1 PDTA Advantages 

Currently, NASA-STD-5019 requires that a deterministic fracture analysis be conducted 
assuming that the largest undetectable flaw size exists at the worst-case location in the 
component. The flaw must then be shown not to lead to component failure within the target 
service life, with an appropriate safety factor. Thus, the probability of failure associated with 
such an analysis is binary; the component has, analytically, 0% probability of failure prior to the 
analytically determined component life, and 100% probability of failure afterward. This 
approach is simplistic but is generally recognized to be conservative. This worst-case location 
approach leads to an analysis that is bounding for the component, as any flaw in any other 
location would be expected to have a higher service life.  

The probabilistic approach to damage tolerance provides potential benefits over the standard 
deterministic damage tolerance approach. First, absent other factors, a flaw is generally less 
likely to be in the critical location than it is to be somewhere else in the component, by virtue of 
the critical location representing less overall volume. Second, there is some probability 
associated with a critical flaw even being present in the part in the first place. Probabilistic 
approaches can account quantitatively for both probabilities, reducing the conservatism of the 
traditional analysis approach and potentially extending the expected component service life. 
Additionally, a probabilistic approach provides an accounting of the component probability of 
failure, rather than the implied binary failure probability associated with standard, deterministic 
damage tolerance analysis. As a result, service life evaluations could be based on an 
appropriately determined acceptable probability of failure rather than on a factor of service lives. 
More advanced analyses can account for additional probabilistic inputs (e.g., material properties, 
applied loads, and NDE probability of detection) to refine the analysis. However, PDTAs remain 
specialized and are dependent on the quality of the input probabilistic data. Currently, NASA-
STD-5019 requires the use of PDTA to be reviewed and approved by the responsible Fracture 
Control Board. 

7.2.7.2 Application of PDTA to Un-inspectable AM Components 

Probabilistic approaches provide a potential means for assessing the risk of component failure 
due to AM flaws that might be undetected. The key input into such an analysis for AM 
components is an appropriately bounded flaw distribution that describes the AM flaw size and 
frequency of occurrence. Such a distribution might be developed based on approaches such as 
those discussed in Section 7.6. Multiple flaw distributions might be required for an analysis. For 
example, relatively small inherent flaws are expected to be likely to occur in an L-PBF 
component. Process escape flaws are expected to be rare but potentially significantly larger. 
Different distributions are likely needed to describe each of these categories. Component 
geometry might affect the required distributions. For example, many L-PBF processes generate 
higher occurrence rates of flaws close to the surface relative to flaws observed in the bulk of the 
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material. A specific near-surface distribution might be required to appropriately evaluate 
components produced using such processes. 

The probabilistic approach represents a significant departure from standard damage tolerance 
analysis for NASA applications in that results are provided in terms of probability of failure 
rather than expected service life. Additionally, the methods for PDTA, while well-developed, 
remain limited to specific applications (e.g., titanium turbine rotors). Development of the 
workflows, knowledge of the critical inputs, and assessment of the analysis influence factors are 
critical to understanding and implementing PDTA for AM applications. 

7.2.7.3 Current Applications of PDTA to AM 

One promising PDTA tool for AM applications is DARWIN, an analysis code developed by the 
Southwest Research Institute (SwRI) in collaboration with turbine engine manufacturers and 
funded primarily by the FAA. Developed originally in the late 1990s, DARWIN was designed to 
assess damage tolerance issues arising from rare metallurgical defects that occur in titanium rotor 
disk forgings. DARWIN has been accepted by the FAA as a means of compliance to certain 
federal regulations on analysis of safety-critical turbine engine components in civil aviation. 
Over the intervening years, DARWIN’s capabilities have expanded to accommodate more 
general flaw populations, different crack geometries, and more advanced finite element (FE) 
models. These advancements place DARWIN in a position to be leveraged to solve damage 
tolerance problems for AM materials and components [McClung, 2022]. As inputs, DARWIN 
takes a FE model containing stresses, distributions of flaws (called anomalies in the DARWIN 
tool), and material properties. DARWIN processes the input FE model and divides the 
component into zones based on probability of failure (note that these zones are distinct from the 
part zones discussed in Section 7.2.5). Failure probabilities are calculated by superimposing a 
crack propagation model onto the FE model geometry and running a crack growth prediction 
analysis (using approaches similar to NASGRO). These deterministic analyses are conducted 
repeatedly within a Monte Carlo simulation framework using a randomly assigned (sampled) 
initial flaw size for each run based on the provided flaw (anomaly) distribution. From these 
repeated runs, a probability of failure is calculated for each part zone and for the overall 
component (see Figure 7.2.7.3-1). 

  
Figure 7.2.7.3-1. Example Results from DARWIN Tool [Sobotka et al., 2023] 
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Recently, under a NASA-funded project, researchers at SwRI have explored the application of 
PDTA to AM materials. Enright and McClung [2020] applied three example flaw distributions to 
a DARWIN analysis of a test case geometry. The flaw distributions represented distributions 
obtained from extensive flaw characterization data, a reduced set of flaw characterization data, 
and an inverse probability of detection curve corresponding to an NDE technique. The results 
showed that the probabilistic approach allowed for longer service lives relative to the 
deterministic analyses at the same risk level. Additionally, more extensive flaw characterization 
data generally resulted in predictions of lower probabilities of failure. In both cases, the 
improved service life and probabilities of failure are the result of the removal of conservatism 
relative to the standard NASA damage tolerance approach, particularly through accounting for 
the flaw occurrence probability rather than assuming a flaw is present. The removal of these 
conservatisms is appropriate since the more refined probabilistic analysis is able to account for 
more realistic analysis assumptions regarding flaw occurrence. Such approaches require 
confidence that the probabilities of flaw occurrence used in the analysis are representative of the 
actual flaw probabilities in the component or material. Ideally, such inputs would be 
demonstrably conservative. Additionally, the researchers demonstrated the ability to assess the 
CIFS at different regions of the component, which can help inform further assessment of critical 
component locations and refine zones for targeted NDE inspections [Enright and McClung, 
2020]. 

These initial results demonstrate the potential usefulness of PDTA for AM applications, although 
major hurdles remain, particularly in the realm of developing appropriately representative flaw 
distributions. 

F-5. With validation, PDTA has the potential to reduce conservatism relative to standard 
NASA damage tolerance approaches by adopting design-specific analysis assumptions 
(e.g., flaw occurrence rates). 

 

R-3. The NASA Fracture Control Methodology Panel should review available PDTA tools, 
their capabilities and limitations, and the availability and relevancy for NASA 
applications. (F-5) 

NASA-HDBK-5026, which contains guidance for meeting structural requirements for AM 
components, is still in draft form. As of this writing, NASA-HDBK-5026 is expected to contain a 
section with guidance on the application of PDTA to AM. Completion and release of this 
handbook would provide helpful guidance to users of PDTA on considerations specific to AM. 
General guidelines for the use of PDTA in NASA applications would be appropriate to add to 
NASA-HDBK-5010 “Fracture Control Implementation Handbook for Payloads, Experiments, 
and Similar Hardware.” 

R-4. The OCE should update NASA-HDBK-5010 with PDTA use guidelines. (F-5) 

7.2.7.4 Probability of Failure 

The probability of failure values calculated by the DARWIN tool represent a new metric for 
damage tolerance within NASA. Traditionally, deterministic damage tolerance analysis tools like 
NASGRO provide a number of safe lives, which is compared with a minimum safe life metric 
(typically four safe lives per NASA-STD-5019). Probability of failure calculated through a 
PDTA will likely increase as cycles are applied to the component. Additionally, probability of 
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failure is potentially non-zero from the beginning of the component’s life. As such, an acceptable 
probability of failure value will have to be assigned, similar to the safety factor of four that is 
applied to standard deterministic damage tolerance analyses. That acceptable probability limit 
will need to correspond to a number of cyclic loads or service lives (i.e., the probability of failure 
after one service life). As one example, the FAA defines a design target risk as a benchmark for 
the probability of failure of titanium alloy components in aircraft engines that are assessed using 
PDTA. The FAA has set the benchmark at one event in one billion flight cycles for individual 
components and five events in one billion flight cycles for the overall engine [FAA AC 33.14-1]. 

Threshold risk likelihoods for NASA applications vary based on the criticality of the mission or 
project and the risk management system imposed. One example is provided in GPR 7120.4D, 
where the likelihood of a safety event occurrence is less than 1 in 100,000 events, corresponding 
to a likelihood score of 1 on the NASA 5×5 risk matrix. However, GPR 7120.4D is applicable to 
suborbital programs and small payloads, not human-rated flight vehicles [GPR 7120.4D]. 
Another example comes from the Human System Risk Management Plan, which sets the 
probability of a “very low” likelihood event at 1 in 10,000, which is an order of magnitude 
higher than defined in the GPR document [JSC-66705]. Again, this document does not 
specifically cover human-rated flight vehicles for which threshold risks are set by the responsible 
program. Regardless, if PDTA approaches are adopted, then thresholds for acceptable risks at a 
component level need to be defined. 

F-6. Quantitative bounds on acceptable probabilities of failure are not standardized in NASA 
documentation (e.g., NASA-HDBK-5010, JSC 66705, GPR 7120.4D, etc.) and vary by 
Program based on the Program’s risk tolerance. 

An acceptable probability of failure might vary based on the classification of the part (e.g., 
fracture critical or non-fracture critical) or the risk tolerance of the mission. While fracture 
critical components are associated with a catastrophic failure mode, some missions might be 
more or less risk tolerant. For example, a robotic mission might be more accommodating to 
higher probabilities of failure than a crewed mission. 

7.2.8 Role of Specialized Inspection Techniques 

The AM community is investigating specialized inspection techniques, including CT and in-situ 
monitoring, for use in AM applications. These techniques show promise for providing reliable 
detection capabilities for AM flaws, but challenges remain, and integration of these tools with 
improved understanding of AM material flaw states and probabilistic assessments would support 
fracture control rationale. 

7.2.8.1 X-Ray CT 

CT is a powerful technology for the inspection of the complex structures possible with AM, as it 
can capture information about internal features and voids, as well as surface features, through the 
construction of a 3D model of the part from X-ray data. However, this method has limitations in 
resolution based on the spot size of the X-ray beam on the part, which is dependent on the 
voltage and power of the beam, among other factors. Ensuring sufficient X-ray penetration 
through the sample requires increasing these parameters, which can impact resolution. Thus, 
particularly large parts or those with dense or thick regions can be inspected but with a lower 
resolution. See Section 7.5.1.2 for additional discussion of CT capabilities and limitations. 
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Currently, there are no widely accepted probability of detection standards for CT, although some 
have been proposed (e.g., Kim et al. [2019]). Developing methodologies for CT probability of 
detection demonstration would support the use of CT for part screening. Approaches based on 
demonstrated inspection capabilities using representative quality indicators can be used to 
demonstrate CT inspection capabilities for specific combinations of parts, materials, and AM 
processes, although such an approach does not necessarily meet the special NDE requirements  
in NASA-STD-5009. CT detection capabilities are affected by many variables (e.g., material, 
geometry, and X-ray parameters), and CT can be expensive and time consuming. For these 
reasons, scans of complex parts with sufficient resolution for flaw detection can be impractical. 
These limitations impede the common use of CT as standard, quantitative NDE per NASA-STD-
5009. 

With further development, CT may have a significant role in process qualification (e.g., inherent 
flaw state characterization). However, high cost and long lead time considerations limit the 
potential use of CT for full inspection of production hardware. 

The ability to compute probability of failure for separate zones of the part can inform inspections 
and set the required resolution limits. Regions that have a low probability of failure or contribute 
little to the overall probability of failure in the part may be able to be investigated with lower 
resolution NDE methods while maintaining sufficient flaw detectability. Lower resolution 
methods could be CT with lower resolution parameters or other NDE techniques (e.g., ultrasonic 
evaluation). As the same geometric features that make CT easier (e.g., being small and thin) can 
serve as critical locations in parts, using probabilistic tools to identify regions that contribute 
most to probability of failure could lead to targeted high-resolution inspections compared with 
inspections intended for the whole component. For example, the added expense associated with 
super-high-resolution CT may be worthwhile for certain high-criticality components within the 
size capabilities of those techniques. Eventually, sufficient confidence in the probabilistic 
assessment might enable some reduction in NDE inspection in regions with sufficiently low 
probabilities of failure. 

O-1. Integrating PDTA approaches with CT inspection could alleviate challenges with 
probability of detection by allowing inspection tailoring by component region. 

7.2.8.2 In-situ Monitoring 

In-situ monitoring describes several techniques that are used to monitor a part for indications of 
flaws while it is being built. These in-process inspections can locate flaws that would be more 
difficult to detect post-build. For example, flaws in internal channels or flaws that will otherwise 
by obscured by later material additions may be difficult to detect post-build. At the most basic 
level, in-situ process monitoring is widely used to avoid build errors that might damage the AM 
machine. For example, most L-PBF machines end the build if a part warps and starts to impact 
the re-coater blade. In-situ techniques have the potential for a wider range of applications, 
including the detection of flaws that do not result in a failed build but could compromise 
structural integrity. At the current state of development, in-situ monitoring approaches provide 
qualitative assessments of the material quality produced by an AM build. However, as in-situ 
monitoring evolves and improves, these techniques might develop the robustness necessary to 
replace traditional NDE techniques [Williams et al., 2023]. If this level of advancement is 
realized, then previously un-inspectable AM parts might be assessed using in-situ techniques, 
eliminating the need to develop specific, risk-based rationales for such components. 
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In-situ melt pool monitoring, thermal imaging, ultrasonic, eddy current, optical, and acoustic 
methods have been explored to detect AM flaws. In-situ monitoring techniques generally 
examine only the layer of material currently being deposited. However, some techniques (e.g., 
ultrasonic or X-ray) can penetrate to previously deposited layers. Such techniques are slow and 
focused, meaning they cannot be regularly applied over the whole surface but could be used for 
regions of concern. See Section 7.5.3 for additional discussion of in-situ monitoring techniques. 

Current in-situ monitoring techniques are challenged by a low detection reliability. Many 
monitoring techniques have a high false positive rate, where indications detected by the 
monitoring system do not correlate to a physical flaw. Often, indications can represent a process 
deviation that will be corrected on subsequent layers as the material is remelted, which is a 
natural occurrence within many AM processes. A positive indication from an in-situ method may 
only correlate to a physical flaw some percentage of the time. This high false positive rate makes 
decision-making regarding flaw detection difficult in terms of stopping or continuing AM builds 
or assessing the fitness for service of a completed part. 

F-7. In-situ monitoring is not a replacement for standard or special NDE.  

Instead, at the current state of development, the primary role of in-situ monitoring for an un-
inspectable part rationale lies in confirmation of process control, identification of material 
quality in critical areas, and detection of major process escapes. First, with appropriate metrics, 
in-situ monitoring could be used to confirm that an AM build is operating within the expected 
process window, thus confirming the material properties and flaw distributions established for 
that process are appropriate to apply to the analysis of a component fabricated using the process. 
Establishing a monitoring baseline for a component that can be used as a “fingerprint” for 
subsequent production of that component provides confidence that the AM process is operating 
as intended, there are no process escapes, and the inherent flaw state is consistent. Second, in-
situ monitoring can help assess material quality in critical regions that might require additional 
inspection or characterization. For example, if in-situ monitoring were to signify a particularly 
hot or cold location during the build, then that location can be targeted for additional assessments 
(e.g., first article inspections, flaw state characterization, or design or process improvements). 
Finally, current monitoring systems may be capable of detecting large flaws with higher 
reliability and may be useful for bounding the maximum flaw sizes associated with some types 
of process escape flaws or screening for large inherent flaws. These approaches may provide 
rationale to limit the range of credible flaw sizes included in an inherent or process escape flaw 
distribution. If the in-situ monitoring technique can be shown to reliably detect a particular flaw 
size, then that flaw size can have the associated likelihood reduced from the flaw distribution or, 
if appropriate, removed from the flaw distribution. 

Integration of in-situ monitoring tools with probabilistic tools (e.g., DARWIN) could focus the 
application of the in-situ monitoring techniques to component regions where flaws would have 
the highest probability of causing component failure. These types of tools might support decision 
making regarding which in-situ monitoring indications are worth acting upon. For example, less 
critical regions of the build may be more tolerant to flaws than other regions of a component, 
informing acceptability of components with detected process escapes. 

One of the goals of in-situ monitoring is to make a system capable of correcting flaws as they 
occur. In-process control is standard practice in some DED techniques, where the power of the 
energy source is varied to create a consistent melt pool size. In these processes, the volume of  
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the material being deposited and a constantly changing thermal environment makes in-process 
control of the melt pool necessary to ensure material quality. In L-PBF, quality results can 
generally be achieved without actively modulating the parameters during build. However, in-
process control of machine parameters would allow repair or recovery of a build when an 
unacceptable variation was indicated. This is challenging due to the difficulty in interpreting  
in-situ monitoring data and the potential for more significant flaws to arise from the attempt to 
correct the error. The difficulties in interpretation of the in-situ monitoring data are due to false 
indications or flaws healing during the build; these limitations will likely lessen over time as  
in-situ monitoring techniques are improved. The potential for flaws to be generated by the 
correction process are a concern, as using in-situ data for in-situ repair is non-viable if correcting 
the process creates greater issues than the initial flaw. A correction that would require pausing 
the build process for any significant amount of time could lead to atypical cooling, causing 
possible warping or weakened build layers. Probabilistic tools could be used to inform 
evaluations of the potential severity of a detected flaw and decisions regarding in-situ repairs. A 
high probability of failure for a flaw in a critical zone could make the risk of complications from 
attempting an in-situ repair worthwhile, while for zones with low probability of failure the flaw 
may be tolerable. 

A future state might include closed-loop control of a L-PBF process, allowing for automated 
parameter changes to preempt flaw formation events. This goal will be challenging to obtain, as 
the techniques would need to detect the subtle signs that the process is moving in a direction that 
could cause flaws. 

7.2.9 Design for Inspectability 

AM techniques provide an unprecedented level of freedom for designers, which enables designs 
that may be more functional than those produced using traditional manufacturing techniques. 
However, this ability to generate an almost infinite array of structural designs means that some 
designs do not readily accommodate NDE inspections. 

Adopting a “design for fracture control” or “design for inspectability” philosophy in AM 
component design can reduce the risk associated with un-inspectable AM components. By 
accounting for NDE detection capabilities in the design phase, the component can be designed to 
accommodate inspection in critical areas or limit the regions of the part that are otherwise un-
inspectable. Evaluating CIFS during the design phase can help ensure that CIFS are large enough 
to be detectable by a chosen NDE method or unlikely to occur during normal AM process 
operation. Minimizing the use of challenging features outside high-margin locations can reduce 
the sensitivity of the design to inherent AM flaws. In areas of low margins, AM designs can be 
modified to lower stresses or improve inspectability. However, this approach can be 
overextended. For example, highly topologically optimized structures may concentrate loading 
into relatively small regions of the component. Such highly optimized structures may fail 
catastrophically in the event of a failure of the highly loaded features, whereas a more 
conventional design might allow for redistribution of loads and a more benign failure mode. 

7.2.10 Detected Flaws 

The previous discussion defines a means to account for the potential detrimental effects of 
inherent and process escape flaws in AM components, assuming those flaws go undetected. This 
assumption is in line with standard damage tolerance assumptions regarding the presence of an 
undetected flaw. If a flaw is detected, then AM components should be assessed through the non-
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conformance process, as is typical for aerospace parts. Cost and schedule benefits provided by 
AM should weigh heavily when assessing nonconformances on AM components. AM generally 
allows for the production of complex hardware at significantly reduced costs per unit compared 
with more traditional manufacturing processes. Thus, the resources associated with scrapping 
parts are reduced.  

The intent of the rationale outlined is not to support the use of components with detrimental 
defects or with sub-standard material quality. In particular, given the lack of experience with 
applying in-situ inspection and PDTAs to AM components, caution is warranted in using these 
approaches to assess the suitability of AM components with known defects. Using a conforming 
component is preferrable to justifying the use of a nonconforming component in terms of safety 
and structural integrity. The effort required to evaluate and show nonconforming components as 
acceptable may, in many cases, outweigh the expense required to make a replacement. 

7.2.11 Additional Considerations 

7.2.11.1 Residual Risks 

The described framework contains several residual risks that are not fully accounted for in the 
approach. These include the risks associated with process escape flaws from unidentified types 
of process escapes, extreme values in the inherent flaw distribution, and insufficient 
characterization of the inherent flaw state. 

7.2.11.1.1 Flaws from Unidentified Types of Process Escapes 

A PFMEA may be used to methodically assess the AM process to identify the types of potential 
process escapes and activities that could mitigate the risk associated with those process escapes. 
However, the PFMEA approach is only as good as the rigor and current level of understanding 
associated its development. Types of process escapes that are not identified during the PFMEA 
represent a risk in that the potential for those process escapes to result in a flaw are not accounted 
for in the rationale. This risk may be reduced by pooling resources and experience to develop an 
appropriately comprehensive listing of potential AM process escapes. As the pool of AM users 
grows, the likelihood of a user encountering a rare or unusual process escape or process escape 
flaw increases. Sharing information between AM users regarding lessons learned and identified 
process escape flaws can reduce risk for the entire metallic AM community. Shared results from 
root cause failure analyses of failed AM parts would be particularly valuable. Currently, AM 
knowledge tends to be siloed; facilitating sharing of lessons learned and AM component process 
escapes in a way that protects proprietary and export-controlled information would reduce the 
chances of a failure due to an unknown or undetected process escape. 

O-2. AM competitive factors (e.g., business, organizational, legal, cultural, etc.) minimize 
open knowledge transfer (e.g., best practices, lessons learned, etc.). 

7.2.11.1.2 Extreme Values in Inherent Flaw Distribution 

While the frequency of inherent flaws distribution is expected to support direct characterization, 
extreme values in the inherent flaw distribution may be sufficiently rare that they are not readily 
observed and may not be included in the baseline mechanical property definition. Probabilistic 
approaches may be useful for assessing the risk associated with large inherent flaws. Truncating 
the extreme values of the inherent flaw distribution might address this risk. There may be some 
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physics-based limit on the size of an inherent flaw, or a sufficient inspection technique might be 
capable of detecting the largest inherent flaws.  

7.2.11.1.3 Insufficient Characterization of Inherent Flaw State 

The inherent flaw state should be characterized and representative of the AM process. This 
includes accounting for relevant influence factors of the AM build (e.g., thermal history, part 
geometry, thin walls, spatial variation, and AM system differences) and other aspects of the  
AM process (e.g., heat treatment, feedstock quality, and surface finishing). Insufficient 
characterization of the inherent flaw state leaves a risk that process characterization data  
(e.g., design properties) do not sufficiently capture the effects of the inherent flaws. 

However, the definition of a sufficient flaw state characterization has not been established. 
Additional work is needed to understand the potential sources of variability in a flaw state, the 
means of describing and using flaw state information in analyses, and the sensitivity of the 
material property response to variability in the flaw state. A critical aspect will be 
characterization of the inherent flaw state throughout the appropriate AM process window, 
including the potential need to assess material flaw state outside the bounds of nominal 
operation. 

7.2.11.2 Role of Process Control 

Without supporting inspection data, fracture control approaches for un-inspectable hardware 
must necessarily rely on damage tolerance tests or process control rationale to make up for the 
limitations of unbounded fracture analysis. Of these, process control rationales may be most 
broadly applicable, as complex geometry likely precludes robust damage tolerance testing for 
many AM components. 

7.2.11.2.1 Process Development 

Aerospace-quality parts are expected to be composed of aerospace-quality materials, which 
precludes the presence of significant material defects in the nominal material condition. 
Components produced via AM are no exception. AM materials are process sensitive, so robust 
process controls are necessary to ensure consistent production. Significant process-specific 
defects (e.g., hot tearing, contour peeling, high levels of porosity, etc.) are expected to be 
evaluated during process-development activities. 

Inadequate process development presents a risk of high occurrence rates of process escape flaws. 
Rationale based on characterization of the inherent flaw distribution is not intended to account 
for material inadequacies due to insufficient process development. In scenarios where process 
escape flaws are common, inclusion of these process escape flaws in the inherent flaw 
distribution is not recommended, as assumptions that apply to the inherent flaw distribution  
(e.g., bounding limits on extreme values or the influence of the inherent flaws on material 
properties) may not apply. 

7.2.11.2.2 Process Monitoring 

An AM process must be appropriately developed and characterized, and it must be continuously 
monitored to ensure consistency. NASA-STD-6030 enforces this consistency through 
documentation and control of process parameters and the implementation of statistical process 
control. Witness coupons (e.g., tensile and fatigue test specimens and metallurgical examination 
specimens) are produced on each build and are intended to be tested or otherwise evaluated to 
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ensure the AM process remains within the established bounds of the developed process window. 
A key assumption of the inherent flaw distribution is that the process remains reasonably 
consistent such that assumptions of the nature of the inherent flaw distribution are broadly 
applicable to components built with the characterized process. In this sense, the inherent flaw 
state becomes a critical material parameter that should be assessed and controlled for high 
criticality AM components. In some cases, the addition of specialized witness coupons that 
evaluate flaw state may be beneficial for demonstrating sufficient process consistency. 

7.2.11.2.3 Known Process Escapes 

The previously described approach assumes that the AM process is operating within its qualified 
boundaries, ensuring that assumptions regarding consistency in material quality remain valid. In 
situations where known process escapes occur (e.g., an outside-the-limit process-monitoring 
parameter or a mechanical witness test result that falls below the acceptance criteria), the AM 
build material cannot be assumed to contain the representative inherent flaw distribution. As a 
result, established mechanical properties, particularly those influencing fatigue and fracture 
mechanisms, may not be applicable. In addition, the build must be evaluated for flaws generated 
by the detected process escape. Assessments of nonconforming AM components should address 
both risks. At the current state of technology, process escapes may not always be detected. As 
discussed in Section 7.2.10, the costs and risks associated with evaluating an AM component 
with a known process escape may outweigh the costs of producing a replacement component. 

7.2.11.3 Flaw Occurrence Rates 

Flaw occurrence rates for AM materials are often orders of magnitude more frequent than flaws 
associated with more traditional materials, particularly wrought materials. While many of these 
flaws would be expected to be benign, an AM process that generates significant quantities of 
small flaws or occasional large flaws may not be sufficient for all applications. Fracture control 
assumptions relying on limited flaw occurrence rates (e.g., one flaw per part) may need to be 
reevaluated. That is, the typical assumption of the worst-case flaw in the worst-case location may 
have less conservatism for AM materials due to the potential for interactions between multiple 
flaws or damage sites. Such interactions are more likely due to the higher flaw frequency of 
occurrence for this product type. Additionally, the mechanisms leading to flaw formation can 
generally occur anywhere within an AM component. In contrast, flaws in conventionally 
manufactured materials might be more likely to occur in certain areas (e.g., stress concentrations, 
machined locations, etc.). 

7.2.12 Future Work 

7.2.12.1 Flaw Characterization 

Methodologies for appropriately characterizing the inherent flaw distributions are needed. 
Inspection approaches for inherent flaw characterization are discussed in Section 7.5, but few 
techniques can obtain the required resolutions to evaluate inherent flaws, and those that can are 
expensive and time consuming. Optimal means of assessing for inherent flaw state should 
balance the challenges of characterizing inherent flaws with the resolution needed on the 
inherent flaw state definition. Inherent flaw characterization should account for variability within 
the process box and other relevant influence factors. Section 7.6 discusses considerations for 
characterizing the inherent flaw state. 
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Once inherent flaw data are obtained, questions remain about the information required to 
appropriately describe the distribution. Flaw criticality is influenced by size and overall 
frequency of flaw occurrence, by flaw morphology (e.g., aspect ratio, sphericity, etc.), and by 
location within the component. Current probabilistic analysis techniques rely on flaw size as an 
analog for the more detailed flaw morphology metrics. AM may require more information 
regarding the characteristics of the flaws to account for the potential effects of these flaws. 

7.2.12.2 PDTA Tool Assessment 

In addition to the DARWIN tool discussed in Section 7.2.7.3, other probabilistic assessment 
tools have been developed for different applications. Examples include the Extremely Low 
Probability of Rupture (xLPR) Probabilistic Fracture Mechanics Code, the Probability of 
Fracture (PROF) code, and Probabilistic Fatigue Assessment of Components with Defects 
(ProFACE). 

The xLPR Probabilistic Fracture Mechanics Code software is used by the United States (US) 
Nuclear Regulatory Commission for the probabilistic assessment of dissimilar metal welds in 
nuclear piping applications. The tool can model fatigue initiation and growth, propagation of 
existing surface cracks, and effects of environmentally assisted crack growth. However, the 
model geometries are limited to axial and circumferential cracks in pipes [Homiack et al., 2021]. 

The PROF tool was developed by the US Air Force for probabilistic risk assessment for fatigue 
damage in aircraft. PROF calculates the probability of exceeding the critical fracture toughness 
given distributions of possible initial crack sizes, flight loads, and material fracture toughness 
[Hovey et al., 1998]. 

The ProFACE analysis package was developed by Politecnico di Milano in Italy. This package is 
based on a fatigue approach that compares component flaw sizes with critical flaw sizes for the 
relevant stress state. As a result, the ProFACE approach accounts for crack initiation life from a 
possible flaw rather than modeling crack propagation life [Romano et al., 2019]. 

Existing PDTA tools have been developed for specific applications and for the industry needs 
and regulatory frameworks they were intended to support. These tools will need to be verified 
and validated to support the widespread acceptance of this technique for demonstrating 
compliance with NASA fracture control requirements. Due to the specialized nature of PDTA, 
tools will likely need to be developed or advanced to complement the NASA workflows and use 
cases. As an historical example, the deterministic damage tolerance analysis tool NASGRO has 
been continually developed for over 30 years with guidance and input from NASA and other 
government agencies and is an accepted tool for demonstrating damage tolerance by analysis in 
NASA-STD-5019. A similar path might be needed for a PDTA analysis tool. To facilitate this, 
an assessment of available PDTA tools should be performed with a focus on the capabilities and 
limitations and alignment with NASA approaches. For PDTA tools that show promise, 
sensitivity studies should be performed to help understand key inputs to the analysis and build 
expertise in the use of these tools and the interpretation of their results. 

7.2.12.3 PDTA Integration into Structural Analysis Workflows 

For PDTA approaches to be adopted, the use of these tools must be integrated into existing 
NASA structural analysis workflows. For example, in DARWIN, the FE model used for the 
PDTA is important to the analysis in terms of stress modeling accuracy and computational time. 
Anomaly characterization in terms of AM material evaluation and appropriate exceedance curve 
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generation must be understood and performed appropriately. Finally, material properties in terms 
of fracture data, flaw state, and inspection capability need to be applied to the model in the 
appropriate regions. Thus, the development of training and case studies will be important to 
teach analysts how to use the tool and the means to apply the results to AM-specific problems. 
Ideally, these cases would test the limits of the analysis tools by including extreme examples of 
design and loading aspects. For example, analysts should consider various features, including, 
but not limited to: 
 Thin sections. 
 Thick sections. 
 Rapid thickness transitions. 
 Overhangs. 
 Stress concentrations. 
 Mixed loading (e.g., pressure plus bending). 

The following are functions of the previous aspects but should be covered by pilot case studies: 
 High sensitivity to surface flaws. 
 High sensitivity to sub-surface flaws. 
 High sensitivity to nonlinear flaws. 
 Effects of flaw state density (high and low). 

With development of appropriate analysis inputs and verification and validation of analysis tools, 
PDTA has the potential to facilitate damage tolerance analysis for AM components. 

7.2.12.4 Integration with Computational NDE 

NDE simulation tools that can predict the probability of detection are in development [Vienne et 
al., 2022]. When based on modeling the physics of an NDE inspection technique (e.g., CT) 
interacting with a specific component geometry, the simulation tools have the potential to 
produce a computationally derived probability of detection. Such tools may be able to determine 
a spatially dependent minimum detectable flaw size that could be compared with CIFS locally 
within a component. If validated, computational NDE approaches could support PDTA by 
defining more explicitly the detection capabilities of a particular NDE technique and improving 
the fidelity associated with comparisons of detectable flaw sizes and critical initial crack sizes. 
For example, development of integrations between DARWIN and computational NDE 
approaches would support more robust rationales using probabilistic approaches. 

7.2.12.5 Flaw Location Effects 

Material generated by L-PBF tends to have a higher concentration of flaws near the component 
surface, where AM process parameters (e.g., laser on/off settings and laser turnaround time) can 
have a significant impact on the melt pool stability. Thus, probabilistic and deterministic damage 
tolerance analysis may have to account for different flaw distributions in different component 
regions based on distance to a free surface. In some scenarios, inspection capability may be 
higher for regions near a surface, so location-specific probability of detection estimates may be 
important. In an ideal case, critical flaws may be more detectable than might otherwise be the 
case because of the increased likelihood of that flaw occurring near the surface. 
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7.3 Flaw Types 
As discussed in Section 7.1, the inherent flaw state is defined by the AM process. Inherent flaws 
are representative of the nominal operation of a qualified AM process. Thus, the specific nature 
of the inherent flaw state will vary based on the AM process category (e.g., L-PBF versus DED), 
the AM system, part post-processing, and other potential influence factors.  

A baseline assumption is that a developed, understood, and characterized AM process is in place 
to support the definition of a flaw state. In an established AM process, assumptions regarding the 
consistency in flaw state and the effects of the inherent flaw state on material properties are 
reasonably supported by process qualification and characterization efforts. This baseline 
assumption of a mature AM process is appropriate in the context of fracture critical AM 
components, as only robust AM processes should be considered for fracture critical spaceflight 
hardware production. 

While the inherent flaw state is dependent on the specifics of the AM process, some AM flaw 
types are more likely than others to be inherent. Recently, Mostafaei et. al. [2022] have 
published a comprehensive review of the current state of understanding of AM flaws in the PBF 
AM process category, and the reader is referred to that publication for an in-depth review. 
However, brief discussions of the categorization of common L-PBF flaws in the context of 
inherent and process escape flaw categorization are provided in the following sections. 

7.3.1 Porosity 

Porosity is commonly observed in metallic L-PBF materials and falls broadly into three classes: 
LoF, gas-entrapped porosity, and keyhole porosity. Each class of porosity arises through a 
different mechanism within the L-PBF process and can be distinguished based on the flaw size 
and morphology [Poudel et al., 2022]. The porosity shape in L-PBF is often indicative of the 
flaw formation mechanism. Irregular voids can indicate LoF pores where incomplete melting 
occurs, while large spherical and quasi-spherical voids can indicate keyhole porosity generated 
by the melting process. Small spherical voids often indicate gas-entrapped porosity, which is 
typically transferred from the powder feedstock. 

7.3.1.1 Lack of Fusion (LoF) 

LoF flaws are characterized by irregular voids that tend to occur between melt pool tracks. LoF 
flaws may or may not contain unmelted powder [Brennan et al., 2021]. A typical inherent LoF 
flaw is shown in Figure 7.3.1.1-1. For material subjected to hot isostatic pressing treatment, LoF 
flaws can collapse into crack-like features like the one shown in Figure 7.3.1.1-2.  
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Figure 7.3.1.1-1. Examples of Flaws in L-PBF Materials 

 
Figure 7.3.1.1-2. Collapsed LoF Flaw in L-PBF Alloy 718 Post Hot Isostatic Press [Wells, 2016] 

Small LoF flaws like that shown in Figure 7.3.1.1-1 can be observed even in well-controlled  
L-PBF processes, albeit with occurrence rates low enough to have minimal effect on the 
mechanical properties. Such flaws would be classified as inherent and characterized based on the 
metallurgical quality assessments as part of the AM process development and qualification. 

The occurrence of LoF flaws is associated with the melt pool geometry, which is affected by the 
energy source scanning parameters (i.e., power and scan speed) and build geometric parameters 
(i.e., hatch spacing and layer thickness). Additionally, specific material properties (e.g., density, 
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melting temperature, and thermal conductivity) affect the melt pool size through influences on 
the melt pool dynamics or interactions with the energy source. Since melt pools are roughly 
semicircular when viewed in cross-section perpendicular to the energy source scan direction, 
sufficient overlap between neighboring melt pools on the same layer and previously melted 
layers is required to avoid LoF flaws. Theoretically, a set of process parameters can be selected 
that would eliminate LoF flaws by ensuring sufficient melt pool overlap [Mukherjee and 
DebRoy, 2018]. In practice, melt pool size does not remain in a steady state, instead varying due 
to interactions with inhomogeneities in the powder bed or attenuation of the energy source due to 
interactions with the build environment. Other mechanisms leading to the occurrence of LoF 
flaws include flaws caused by unfavorable feedstock particles that prevent full melting due to 
packing density or chemistry changes [Mostafaei et al., 2022]. 

In some cases, periodic or large LoF flaws may be indicative of a process escape or a lack of 
robust process development. Periodic LoF flaws are typically associated with improper hatch-
spacing parameters or powder bed irregularities, where the melt-pool size is not sufficient to lead 
to complete penetration of the melt pool into prior layers. Large LoF flaws might be associated 
with a process escape (e.g., toolpathing errors or transient parameter deviations, leading to 
incomplete wetting in W-DED processes). 

7.3.1.2 Keyholes 

Keyhole porosity is associated with vaporization mechanics caused by high heating rates within 
the melt pool. Under certain processing conditions, the energy input to the feedstock is sufficient 
to cause vaporization, leading to a gas bubble within the melt pool. This gas bubble, containing a 
mixture of vaporized metallic material and environmental process gas, becomes entrapped upon 
solidification [Mostafaei et al., 2022].  

Keyhole porosity is associated with an excess of energy imparted to the feedstock material. The 
amount of keyhole porosity tends to increase for processing parameters with high input energy 
density that causes over-melting of material. Keyholing can be reduced by proper selection of the 
build parameters but must be balanced with obtaining sufficient energy input to produce minimal 
amounts of LoF porosity. 

Keyholes tend to form more favorably at regions of non-steady-state energy source operations 
(e.g., energy source turnarounds or track starts and ends). In these regions, the non-steady-state 
operation of the energy source increases the likelihood of over-melting, leading to keyhole flaws 
[Mostafaei et al., 2022]. 

7.3.1.3 Gas Entrapment 

Porosity can be caused by the entrapment of environmental gases within the material. In L-PBF 
processes, gas entrapped porosity arises primarily from the powder feedstock. Powder feedstocks 
for AM processes are commonly produced using a gas atomization procedure where molten 
material interacts with a high-speed stream of process gas. The solidification mechanics of the 
powder droplets can lead to capture of the process gas within the powder particle, forming a 
metallic bubble. This entrapped gas porosity is retained within the final AM material if there is 
not sufficient time between melting and solidification for the gas bubble to escape the melt pool 
[Gradl et al., 2022a]. Entrapped gas porosity can also arise from interactions with moisture in the 
feedstock or due to gas solubility variations during cooling [Mostafaei et al., 2022].  



NESC Document #: NESC-RP-21-01678 Page #:  50 of 105 

Figure 7.3.1.3-1 shows representative gas entrapped pores in a cross-section of heat-treated  
L-PBF Alloy 718.

 
Figure 7.3.1.3-1. L-PBF Alloy 718 showing Small Entrapped Gas Porosity  

7.3.2 Other Flaw Types 

7.3.2.1 Spatter 

Spatter results from particles ejected from the melt pool that redeposit back onto the powder bed. 
The spatter particles can be molten material that ejects from the melt pool due to vaporization 
pressures, partially melted material that is not subsumed into the melt pool, or un-melted material 
from the powder bed that is ejected due to environmental gas heating.  

Spatter flaws manifest in several ways. Spatter particles can affect the packing density of the 
powder bed, leading to LoF flaws due to insufficient feedstock density. Figure 7.3.2.1-1 shows 
an embedded spatter particle and an associated LoF flaw. Large spatter particles can interact with 
the powder recoat system, leading to powder bed inhomogeneities and associated LoF flaws. 
Spatter can lead to chemical inclusions that form undesirable phases within the material. For 
spatter particles that do not redeposit into melted areas of the powder bed, the particles may 
remain within the powder handling system, affecting the feedstock particle size distribution and 
chemistry. This can lead to LoF flaws, due to insufficient melting or packing density around 
larger spatter particles, or out-of-tolerance chemistry that affects subsequent metallurgical 
performance. 

Spatter occurs as part the AM process, although the specifics of the process parameters influence 
the degree to which spatter is generated. Specifically, energy source parameters that lead to high 
temperatures within the melt pool are more likely to generate the vaporization mechanisms 
necessary to cause particle ejection [Mostafaei et al., 2022]. Some degree of spatter-induced 
flaws would be expected to be inherent to an L-PBF process. However, spatter-generated flaws 
likely have a highly stochastic nature in that there is some probability associated with the spatter 
redepositing on the powder bed in a manner that affects the component. 

Spatter occurrence can be exacerbated by process escapes (e.g., incorrect scanning parameters or 
insufficient process gas flow). Such process escapes would be associated with a higher 
probability of generating a spatter particle and a higher probability of that particle landing on an 
impactful area of the powder bed. 
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Figure 7.3.2.1-1. Embedded Spatter Particle with Associated LoF Flaw 

7.3.2.2 Chemical Inclusions 

Chemical inclusions consist of a range of compounds that form due to the reaction of the metal 
alloy with environmental gases or from impurities entrapped in the feedstock. Chemical 
inclusions take the form of oxides or nitrides and are frequently observed in alloys containing 
aluminum or titanium. Figure 7.3.2.2-1 shows an example of a titanium nitride inclusion found in 
L-PBF Alloy 718. 

 
Figure 7.3.2.2-1. Titanium Nitride Inclusion in L-PBF Alloy 718 produced at MSFC 
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Advances in alloy development have resulted in alloys with chemistries tailored for the AM 
process. Several aluminum alloys have been modified to improve material properties and 
buildability through the addition of dispersed ceramic particles that tend to refine grain sizes and 
reduce the propensity for solidification cracking [Rometsch et al., 2022]. While intentionally 
added, these ceramic particles represent potential inherent flaws in the sense that, like porosity-
type flaws, inclusions that reach a size or density threshold may begin to have detrimental 
impacts on the material performance. For such alloys, inclusions should be characterized, and 
processing controlled to ensure a consistent baseline with the desired material properties. 
Inconsistency in the dispersion of the inclusions (e.g., through coalescence or agglomeration) 
could detrimentally affect properties. 

7.3.3 Process Escape Flaws 

While the distinction between inherent and process escape flaws is not based on flaw type, some 
flaws are expected to be primarily caused by AM process escapes. Flaws arising from residual 
stress cracking (e.g., the cracks formed in the L-PBF Alloy 625 component shown in Figure 
7.3.3-1) are expected to be primarily process escape flaws. In this case, the process escape might 
have been a lack of sufficient design for AM to mitigate residual stress cracking or a deviation in 
the AM processing parameters leading to greater residual stress development. Another example 
is the “skipped layer” flaw shown in Figure 7.3.3-2 that occurred in an L-PBF Alloy 718 build 
due to an intentional build artifact that caused the machine to skip melting of this region of the 
component during several layers. 

 
Figure 7.3.3-1. Residual Stress Crack in L-PBF Alloy 625 Component 
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Figure 7.3.3-2. Skipped Layer Flaw 

These examples illustrate the need for robust AM process controls to ensure the types of process 
escape flaws that arise from inadequate process or part qualification do not manifest in critical 
applications. First article inspections and periodic article or sub-article inspections provide a 
means to monitor the AM process for residual stress-induced flaws. 

7.4 Effect of AM Flaws 
7.4.1 Material Properties 

As with all materials, the physical and mechanical properties used for component design should 
be representative of the material used for the component. For traditional materials, variability in 
material properties is controlled using specifications that define acceptable limits on chemistry, 
heat treatments, and other influence factors. For AM materials, flaw state represents an 
additional influence factor that will likely vary within some range based on the specifics of the 
AM process. Design properties should reflect the impact of the material flaw state. 

7.4.2 Tensile 

The inherent flaw state of a qualified AM process is expected to have relatively low quantities of 
small AM flaws. Such flaw states are not expected to have a significant impact on static material 
properties for AM materials. Wilson-Heid et al. [2019] found that tensile strengths for L-PBF 
316L stainless steel were not significantly affected by individual embedded flaws up to ~2.5 mm 
(0.1 inch) in diameter, although tensile elongation began to decrease for a 1.8 mm (0.07 inch) 
diameter flaw. However, low ductility materials may show greater sensitivity to individual flaws 
of smaller sizes. For example, Boyce et al. [2017] observed ductility loss in L-PBF 17-4 stainless 
steel for sub-sized tensile specimens with individual flaws on the order of 1 mm (0.04 inch). 

Elambasseril et al. [2019] found varying flaw states through the build height of an EB-PBF 
Ti-6Al-4V process. The varying flaw state densities had an impact on the tensile properties, with 
samples with higher flaw quantities exhibiting decreased ductility. However, the strength values 
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were comparable, and the material with the least porosity exhibited the lowest strength, likely 
due to differences in the -lath size [Elambasseril et al., 2019]. These trends would be expected 
to be similar for a L-PBF process. 

Figure 7.4.2-1 shows tensile stress-strain curves for two builds of L-PBF Alloy 718. These builds 
were post-processed with the same heat treatments, and all test specimens were machined. A 
ventilation error occurred during the processing of the second build, leading to an increase in 
LoF flaws. The effect of the flaws manifested as significantly reduced elongation at fracture, as 
apparent from comparing the truncation of the stress-strain curves representing material 
containing significant LoF defects. However, the yield stress was similar between the two builds. 
Additionally, the ultimate strength was lower for the build with flaws, reflecting the lack of full 
strain hardening due to premature failure due to defects [Wells, 2016]. These trends are common 
in AM materials, with strength properties for AM materials similar to those of wrought products 
and relatively unaffected by flaw state. However, ductility is more sensitive to flaws [Snow et 
al., 2020]. Extremely high occurrence rates of inherent flaws could have significant effects on 
static strength and material ductility, but such issues would be expected to be resolved during 
AM process development, such that a severely detrimental flaw state would not be representative 
of a qualified AM process. 

 
Figure 7.4.2-1. Stress-strain Curves from L-PBF Alloy 718 [adapted from Wells, 2016] 

7.4.3 Fracture Toughness 

Fracture toughness properties are affected by flaw state in a similar manner to tensile properties, 
in that high flaw quantities reduce the ductility of the material and concentrate stresses.  
Figure 7.4.3-1 shows ASTM E1820 fracture toughness test results for two L-PBF Alloy 718 
specimens. The specimens were produced on the same build, post-processed in the same manner, 
and tested at –196 °C (–320 °F). An approximately one-third reduction in initiation toughness 
was observed, as evidenced by the lower resistance curve measured from the specimen with 
observed flaws (diamond markers). This specimen contained a high quantity of LoF flaws at the 
fracture plane. Figure 7.4.3-2 shows the fracture surface. The gold-colored LoF flaws show in 
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sharp contrast to the fully consolidated material, which is shown in blue due to a heat-tinting 
treatment that was applied post-test to indicate the extent of crack propagation during the test. 

Figure 7.4.3-1. Fracture Toughness Tests from L-PBF Alloy 718 with Different Flaw States 

 
Figure 7.4.3-2. Fracture Surface of L-PBF Alloy 718 Specimen showing Significant Population of 

LoF Flaws 
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The severely detrimental flaw state for the material in these two examples is not representative of 
an inherent flaw state in a controlled L-PBF process. In these examples, process gas flow errors 
lead to an increased occurrence of LoF flaws. This is a process escape; thus, these are process 
escape flaws. Individual inherent flaws are unlikely to significantly impact the material 
properties in a controlled AM process. However, variability in the population of the inherent 
flaws may become significant enough to begin to affect static properties, and characterization of 
process capabilities should account for the acceptable limits of the flaw state generated by the 
AM process. 

7.4.4 Creep 

Several references on creep properties of AM materials point to the interaction of microstructural 
phases as the main influences on creep behavior [Spigarelli et al., 2022; Kuo et al., 2018]. For 
example, Son et. al. [2020] performed creep tests on L-PBF Alloy 625 at durations to 6 months. 
They found no significant reduction in creep strength relative to wrought products but did 
observe a decrease in the creep elongation. Several mechanisms were proposed, but the root 
cause of the elongation loss was not conclusively determined. The authors speculate that 
chemical interactions in the microstructure led to the creep elongation reduction but 
acknowledge that an increase in porosity for the L-PBF material relative to the wrought material 
may have impacted the results [Son et al., 2020]. 

7.4.5 Fatigue 

AM flaws typically have a more significant impact on material properties under cyclic loading, 
where the localized effects of the flaws can lead to earlier crack initiation and propagation 
compared with flaw-free material. AM flaws often, but not always, act as initiation sites for 
fatigue cracks. Reviews of fatigue and crack growth rate properties of AM metals are available 
from Becker et al. [2021] and Sanaei and Fatemi [2021]. 

Fatigue performance is affected by material flaws or inclusions. Murakami [2002] described 
equations relating the size of a flaw or inclusion (using the square root of the projected area of 
the flaw) and the microstructure to the material fatigue limit. Larger flaws led to decreases in the 
fatigue limit [Murakami, 2002]. This approach has been extended to understanding the effects of 
flaw size on fatigue in AM materials [Radhakrishnan et al., 2022; Benedetti et al., 2018; 
Yamashita et al., 2017]. 

Sanaei and Fatemi [2020] showed that fatigue life for L-PBF and E-PBF Ti-6Al-4V correlated 
with the size of the initiating flaw apparent on the fracture surface of the fatigue coupon. 
However, the magnitude of this effect was microstructure dependent. Ti-6Al-4V materials with 
lamellar microstructures typically exhibited longer fatigue lives with similar flaw sizes relative to 
martensitic microstructures. A reasonably good agreement between the apparent initiating flaw 
on the fracture surface and an initiating flaw size predicted from metallurgical cross-sections and 
an extreme value statistical approach was demonstrated [Sanaei and Fatemi, 2020]. 

Benedetti et al. [2018] conducted CT scans of L-PBF Ti-6Al-4V fatigue test specimens. They 
found that the size of the initial flaw leading to fatigue failure represented greater than the  
98th percentile flaw size based on extreme value distribution methodologies, indicating that the 
maximum flaw size drives the fatigue failure. Hot isostatic press treatments reduced the flaw 
sizes in the material, leading to a smaller initiating flaw and an associated improvement in 
fatigue life [Benedetti et al., 2018]. 
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However, the effect of AM flaws may be material dependent. For example, Radhakrishnan et al. 
[2022] performed fatigue tests on L-PBF Alloy 718 with as-built microstructures and observed 
that fatigue failures initiated from relatively large LoF flaws, typically on the order of 
250 microns ( ) (0.01 inch) [Radhakrishnan et al., 2022]. Muhammad et al. [2021] found that, 
for heat-treated L-PBF Alloy 718 with low densities of small porosity, crystallographic facets 
sometimes served as the initiating feature, suggesting that fatigue properties for AM Alloy 718 
may not be as sensitive to flaw state as other AM alloys [Muhammad et al., 2021]. These results 
were confirmed by Dodaran et al. [2022], who ran crystal plasticity simulations and 
demonstrated that grain size was more influential than flaw size on fatigue life until the flaw size 
was a significant percentage of the overall grain size [Dodaran et al., 2022]. 

7.4.6 Fatigue Crack Growth Rate 

Fatigue crack growth rates for L-PBF materials tend to be comparable with growth rates for 
wrought products. Studies have shown that AM Ti-6Al-4V and AM Alloy 625 are relatively 
insensitive to flaw state for Region II crack growth rates. However, microstructural features are 
important, as fine grain structures result in lower threshold stress intensity factors relative to 
more coarse microstructures due to the reduced degree of crack closure. Grain structures in the 
AM material resulting from the AM build can influence crack growth propagation, resulting in 
anisotropic crack growth properties [Becker et al., 2021]. 

Poulin et al. [2019] conducted studies on the effect of porosity on L-PBF Alloy 625 by varying 
build parameter sets to induce varying concentrations of LoF flaws. They observed that threshold 
stress intensity and Paris region crack growth rates were similar for porosity levels up to ~1%, 
while specimens with ~3% porosity exhibited growth rates that were slower than the denser 
material. The authors attribute this effect to microstructural differences between the materials 
and crack branching that is facilitated by the high flaw density. At high applied stress intensity, 
the growth rates began to trend with porosity, with higher porosity resulting in lower critical 
toughness values [Poulin et al., 2019]. 

7.4.7 Factors affecting Flaw Severity 

Sanaei et al. [2019] investigated the spatial variability of flaws in L-PBF Ti-6Al-4V and 17-4 PH 
stainless steel. They found that the spatial variability of AM flaws was dependent on the 
processing parameters, post-build heat treatment, and surface finishing. For Ti-6Al-4V built with 
optimized processing parameters, they found no significant variability in spatial distributions for 
the examined build height and circumferential location around the specimen axis. However, they 
did observe high concentrations of AM flaws near the surfaces of their specimens. This near-
surface trending was reduced when the as-built surfaces were removed. The spatial variability of 
the AM flaws decreased following a hot isostatic press treatment. In general, more spherical 
flaws, indicative of entrapped gas porosity, were more evenly distributed, while more irregular 
LoF flaws showed more significant spatial variability. As entrapped gas porosity is expected to 
be caused by gas entrapment in the powder feedstock, this porosity would be expected to be 
more randomly distributed than LoF flaws that are generated by interactions with the energy 
source that are influenced by the build geometry [Sanaei et al., 2019]. 

Flaw location may have a significant effect on the criticality of an AM flaw. For example, 
Benedetti et al. [2018] found a higher density of flaws within a region 0.4 mm (0.016 inch) in 
depth around a fatigue coupon made from L-PBF Ti-6Al-4V. This near-surface porosity served 
as the initiating flaws for fatigue tests with both as-built and electropolished surface finishes. 
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Benedetti et al. [2018] observed that the electropolishing treatment did not remove sufficient 
material to eliminate the near-surface porosity, instead exposing that porosity to the surface. 
Similarly, initiating defects for hot isostatic pressed or shot-peened coupons were located some 
depth into the coupon as the result of residual stresses that retarded crack growth at the surface 
and for a small distance into the coupon [Benedetti et al., 2018]. 

In FE simulations of idealized AM flaw shapes, Shao et al. [2023] found distance from the 
surface to be a significant influence factor on the criticality of a flaw relative to that flaw’s size. 
They found that a near-surface flaw would rapidly propagate to become a surface-connected flaw 
under fatigue loading. Additionally, spherical flaws may be more detrimental to fatigue 
performance than elongated LoF flaws of the same size. This effect was attributed to the stress 
gradient developed by the flaw geometry, where the elongated LoF flaw generated a higher 
stress at the flaw surface that decayed quickly, leading to crack arrest. In contrast, the spherical 
flaws exhibited a more gradual stress gradient, which allowed for sufficient crack driving forces 
to maintain crack propagation [Shao et al., 2023]. 

These findings indicate that AM flaw criticality is dependent on its shape, size, and location 
within the component. Improved understanding of the effects of flaw location within a 
component may support rationales that account for the location-dependent properties of AM 
components. 

7.5 Characterization Methods for AM Flaws 
Characterization of flaws common to the AM process is an essential aspect of potential 
certification methods. NDE and in-situ monitoring are of particular interest as they can be 
applied to production hardware. Grounding the accuracy of these methods with higher fidelity 
(often destructive) approaches is necessary to establish levels of confidence in NDE and calibrate 
in-situ monitoring. Establishing flaw distributions for probabilistic approaches may require a 
combination of comprehensive destructive analysis and NDE. 

7.5.1 Nondestructive Evaluation (NDE) 

NDE encompasses a variety of techniques used to inspect for or observe flaws. Because the part 
is not intentionally damaged or fundamentally altered during inspection, NDE can be applied to 
production hardware and is often scalable for a large quantity of parts. For certain materials, 
geometries, and flaws, a given NDE technique may have limited or no applicability. 
Comprehensive comparisons of various NDE techniques are discussed in Waller et. al. [2014], 
Lopez et al. [2018], and Duarte et al. [2021]. NDE techniques will have varying applicability to 
AM flaw detection. Common inspection techniques and considerations for their use in AM flaw 
detection are discussed. 

7.5.1.1 Radiography 

A common NDE technique is X-ray imaging, or radiography. A part is placed between an X-ray 
source and an X-ray detector, measuring the number of X-rays that pass through the part, which 
is affected by attenuation. The extent of attenuation is a function of the thickness of the section 
and the atomic density of the material. Flaws (e.g., cracks, pores, and delamination) can be 
observed in the radiograph because the X-ray attenuation is decreased due to the discontinuity in 
the thickness being probed by the X-ray beam. However, the detectability of high-aspect-ratio 
flaws (e.g., cracks or delamination) is dependent on the orientation of the flaws relative to the 
X-ray beam. To be detectable, the flaw must be oriented such that the X-ray beam encounters a 
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localized reduction in material density. Radiography is best used for materials with consistent 
thickness. For complex geometries, radiography is of limited applicability due to the difficulty of 
interpreting superimposed features. 

The geometric complexity common to many L-PBF parts challenges radiography, limiting the 
potential use case for that AM process category. However, radiography has seen use for 
inspection of larger DED structures with thin sections [Lopez et al., 2018; Chabot et al., 2020]. 
Figure 7.5.1.1-1 shows example radiographs of L-PBF test specimens, with test blocks with 
complex geometries (left) illustrating challenges in radiograph interpretation and mechanical test 
specimens (right) with a detected flaw. 

 
Figure 7.5.1.1-1. Radiographs of L-PBF Test Specimens 

Radiography has limited applicability for inherent flaw characterization. Radiography results in a 
two-dimensional (2D) representation of flaws, which makes accurate determination of inherent 
flaw characteristics difficult. Additionally, geometric complexity causes difficulty in interpreting 
radiographic data, and resolutions for radiography are not as high as for CT. 

7.5.1.2 CT 

CT is frequently used to investigate L-PBF AM parts. A part is placed on a rotating stage and 
exposed by an X-ray source taking several images as the sample rotates. In other configurations, 
the X-ray source and detector rotate around the part. Unlike simple radiographs, a reconstruction 
process is used to combine the radiographs to create a 3D representation of the part. 
Figure 7.5.1.2-1 shows a schematic of a CT source/detector arrangement [Howell, 2020]. 
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Figure 7.5.1.2-1. Example Source/Detector Arrangement for X-ray CT [Howell, 2020] 

The addition of the third dimension in the X-ray data allows for a more informative description 
of flaw location and shape. This alleviates some challenges with radiography; however, it is 
necessary that some X-rays penetrate the component’s thickest section. Steels and nickel-based 
alloys, for which X-ray attenuation effects are more significant, are particularly challenging to 
radiography (compared with aluminum and titanium alloys). For these alloys, the maximum 
thickness that can be penetrated is decreased. Different X-ray CT setups can accommodate larger 
or smaller parts at varying resolutions. Figure 7.5.1.2-2 shows an example of a test block and the 
CT results of different sized features therein [Burke, 2021].  

 
Figure 7.5.1.2-2. Cross-section Image taken from X-ray CT Scan of Part with Varying Flaw Sizes 

[Burke, 2021] 
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Additional approaches for CT scanning include micro- and nano-CT systems, which enable 
higher resolution scans of smaller features at the expense of sample size limitations and 
increased scan time. Some specialized laboratory setups exist for these techniques and for 
synchrotron sources. While production-scale CT systems can obtain micron-level resolutions, 
nano-CT can resolve sub-micron features, although flaw sizes associated with high detection 
reliability are likely larger. Nano-CT requires limited sample sizes, and small (~1-mm) sections 
need to be extracted from areas of interest, limiting the applicability to production hardware. 
Analysis of powder and its porosity is a common application of synchrotron CT. Figure 7.5.1.2-3 
shows a CT scan of a powder sample used in AM and a section taken from a part built with the 
same powder [Gordon et al., 2020]. While these high-resolution techniques have limited 
applicability to production hardware scanning due to the limits of sample size and scan times, 
these systems have the capability to characterize the flaw sizes expected to be part of the inherent 
flaw state. As such, CT presents the current best approach for nondestructively characterizing 
inherent flaw states. However, like radiography, CT is limited by component geometry, and 
high-resolution scans require small material volumes. 

F-8. CT represents the best nondestructive technique for characterizing inherent AM flaws. 

Figure 7.5.1.2-3. CT Renderings of Powder Particles (left) and Section from Part (right)
[Gordon et al., 2020] 

7.5.1.3 Dye Penetrant 

Liquid dye penetrant techniques allow for the physical observation of flaws that interact with a 
free surface. A liquid dye is applied onto the part surface, which penetrates and fills surface-
exposed flaws. The part is rinsed to remove excess penetrant, and the dye remaining in the 
defects is revealed by a developer chemical. Typically, fluorescent penetrant is used, which is 
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viewed under an ultraviolet light. Figure 7.5.1.3-1 shows an example dye penetrant inspection, 
revealing cracks/delamination in a BP-DED part.  

 
Figure 7.5.1.3-1. Dye Penetrant Inspection on a BP-DED Part showing Several Flaws 

[Lopez et al., 2018] 

For AM components manufactured using L-PBF, surface roughness poses challenges to 
penetrant inspections. Duarte et al. [2021] show that surface roughness obfuscates the 
identifiable flaws when using a Level 4 sensitivity dye, but a Level 2 sensitivity dye can reliably 
reveal surface-exposed cracks. Removing the excess penetrant from the surface is the primary 
concern to reduce background noise that complicates detection of surface features. Method D 
penetrant inspection uses an additional emulsifier to rinse the surface and may help remove 
excess penetrant, reducing background noise. Post-build surface finishing processes (e.g., 
machining or chemical etching) can remove sufficient material that dye penetrant inspection 
becomes possible. However, flaw detection is limited to surface-connected features, making the 
technique of limited applicability for inherent flaw state characterization. 

Liquid dye penetrant has been shown to reveal cracks on sectioned planes of material produced 
via DED [Seow et al., 2020]. Penetrant inspection is not as sensitive to material characteristics as 
ultrasound or X-ray inspection, so it is useful for high-density materials. 

7.5.1.4 Ultrasound 
Ultrasound techniques use transducers to create and measure mechanical (sound) waves traveling 
through a part. When mechanical waves interact with various flaws, reflections in the sound 
waves are generated and can be detected by the transducers. Ultrasonic techniques have some 
applicability for inspection of AM components but do not have the capability to identify 
individual flaws to the degree necessary for inherent flaw characterization. 

Two basic ultrasound configurations are used. Pulse-echo, where the sending and receiving 
transducers are located on the same side of the part, detects echoes from internal features or the 
back wall of the part. Through-transmission, where the sending and receiving transducers are 
located on opposite sides of the part, detects variations in the time of flight of sound waves 
through the part. The inspections are performed using either single transducers or a “phased-
array,” which uses a configuration of multiple transducers to improve inspection capability. 
Figure 7.5.1.4-1 shows a readout of pulse-echo time-of-flight measurements [Lopez et al., 2018]. 
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The inspection zones correspond to the A and B zones identified in Figure 7.5.1.3-1. Notice that 
in zone B the time is much shorter, indicating a feature that reflected the sound waves. The time 
of flight between transmitting and measuring reflected sound waves is a function of the speed of 
sound in the material which, for isotropic microstructures, is related to the Young’s modulus and 
density. For complex anisotropic microstructures, accurate speeds of sound data are often 
unknown. 

 
Figure 7.5.1.4-1. Ultrasonic Inspection Results for Two Locations (Zone A and Zone B) in a Part 

[Lopez et al., 2018] 

Surface roughness common to AM parts can impair the interfacing of the part and transducers. 
This can be circumvented by ultrasonic techniques where the part is immersed in a fluid  
[Duarte et al., 2021]. Nonhomogeneous microstructures can influence the ultrasound signal, so 
parts without homogenizing heat treatments may be less inspectable with ultrasound. 
Applications of ultrasonic inspection to AM parts are focused mostly on larger structures with 
simpler geometries (e.g., DED) and for alloys with low elastic modulus and speed of sound  
(e.g., aluminum). Specific flaw geometries or distributions are difficult to extract with ultrasonic 
inspection due to the difficulty of signal interpretation, so the primary use case is the 
identification of significant flaws (e.g., delamination).  

Resonant ultrasonic spectroscopy approaches, where the part is excited by ultrasonic waves and 
the resultant resonant frequencies are measured, have been shown to be useful for detecting 
differences in AM materials. For example, Rossin et. al. [2020] demonstrated the capability of 
resonant ultrasonic spectroscopy to detect microstructural recrystallization in AM Inconel 625. 
The resonant behavior is affected by the microstructure and the flaw state [Rossin et al., 2020]. 
Such techniques are not capable of resolving individual flaws, which limits their usefulness for 
characterizing flaw distributions. However, such techniques might be a means to check for 
consistency in the material behavior as part of a process control check.  

7.5.1.5 Eddy Current 

Eddy current inspection techniques detect flaws by imposing local electrical fields on a part and 
measuring discontinuities in the induced eddy currents. As an example, Figure 7.5.1.5-1 
illustrates the use of eddy current probes to inspect holes in an AM component. Like ultrasonic 
testing and radiography, this technique works best on continuous surfaces, and, like penetrant, 
the results can be affected by surface finishes [Waller, 2014]. Although the electric fields only 
penetrate a few millimeters, relatively small flaws can be detected [Lopez et al., 2018].  
Figure 7.5.1.5-2 shows a schematic of the electric fields induced in a part with and without a 
flaw [General Dynamics, 1967]. Du et al. [2018] performed eddy current measurements for 
different intentionally seeded flaws in an AM material and showed the capability to detect flaws 
as small as 200 m (0.008 inch). Other works have assessed eddy current inspection for AM 
materials and note a detectable flaw size on the order of 500 m (0.020 inch), depending on 
defect depth [Geatko et al., 2022; Kobayashi et al., 2019]. However, the flaw size associated 
with high detection reliability (high probability of detection) is likely larger. Eddy current may 
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have some limited applicability for inherent flaw detection but would be limited to relatively 
large inherent flaws and flaws that are within the eddy current penetration depth. 

Figure 7.5.1.5-1. Examples of Eddy Current Inspection of Holes on AM Component [Waller, 2014] 

Figure 7.5.1.5-2. Schematic of Induced Electric Fields in Part With and without Flaw  
[General Dynamics, 1967] 

7.5.1.6 Thermographic Imaging 

Thermographic imaging uses a thermal camera to image components that have been heated using 
a variety of approaches (e.g., pulsed and stepped heating). Geometric discontinuities (e.g., voids, 
delamination, cracking, separations) conduct heat differently than dense material, and the 
differences can be observed using a thermal camera. Figure 7.5.1.6-1 shows examples of features 
identified in a 316L stainless steel panel manufactured with intentional flaws. Stepped 
thermography (right) shows improved spatial resolution over pulsed thermography (left) 
[D’Accardi et al., 2019]. Feature detectability is limited based on the flaw aspect ratio (i.e., the 
ratio of the area to the depth). Only shallow features are detectable unless the feature is large. 
The flaw size resolution is limited based on the infrared camera capabilities and aspect ratio 
considerations. Thermography is best suited to detecting large features (e.g., delamination) that 
are near the surface. 
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Figure 7.5.1.6-1. Processed Thermography Images of AM Component with Intentional Defects, 

imaged using Pulsed Thermography (left) and Stepped Thermography (right) 
(component is 35 mm high) [D’Accardi et al., 2019] 

7.5.2 Destructive Methods 

Destructive characterization methods are common in AM, especially during development of 
process parameters. Direct observation of flaws allows for quantitative descriptions of the defect 
geometries and distributions. 

7.5.2.1 Metallographic Inspection 

The most common method to identify flaws in AM materials is to section them for 
metallographic inspection. In the qualification of AM processes, analyzing sectioned coupons 
plays a central role and is often used to establish the “ground truth” description of the material 
microstructure and flaw state. 

Optical microscopes can characterize many flaws in a single image, with resolution on the  
2- to 5- m (0.08- to 0.2-microinch) scale. This resolution is sufficient for resolving the small 
flaws expected to make up much of the inherent flaw distribution. Optical microscopy allows for 
location-specific flaw observation. However, complex geometries can only be observed in a 
single (or a few) cross-section(s), and tracking flaws along 3D structures is difficult (see  
Section 7.5.2.2). Furthermore, sectioning of small or complex features can be difficult, requiring 
careful machining for accurate sections to be extracted. Metallographic imaging is destructive, 
which means this technique cannot be used directly on parts that are intended for service. 

Another limitation of sectioning parts for metallography is the limited size of sampled areas 
relative to the component size. In addition, there is a tradeoff between field of view and 
resolution in optical imaging. This can be somewhat circumvented by making mosaic montages 
with a robotic stage. Figure 7.5.2.1-1 shows a montage from an L-PBF Alloy 718 coupon with 
significant powder reuse. Figure 7.5.2.1-2 shows a zoomed-in location with oxide defects. 
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Figure 7.5.2.1-1. Optical Montage from Alloy 718 Sample Made with Reused Powder 

 
Figure 7.5.2.1-2. Optical Image of Alloy 718 Sample Made with Reused Powder 

Some studies have worked to understand how to appropriately represent the 3D nature of the AM 
flaw state with the high-resolution 2D information obtained through metallographic sectioning. 
Sanaei et al. [2019] compared the results of 3D flaw characterization data obtained via CT with 
2D flaw characterization data obtained via metallographic examinations. The metallographic 
examination used to obtain 2D data was higher resolution than the 3D CT data, so a smaller flaw 
size was able to be detected and characterized. The authors found that a sufficient number of 2D 
cross-sections would reasonably represent the flaw population characterized by the 3D CT 
methodology when the flaw population was primarily small, spherical porosities. The 2D cross-
section approach was less effective at characterizing larger flaws with complex morphologies 
(i.e., interconnected flaws). For example, the authors observed clusters of relatively small 
porosities in 2D cross-sections that appeared as larger, interconnected flaws in the lower 
resolution 3D method. In application, such flaws might coalesce rapidly into a larger flaw more 
closely represented by the 3D methodology. Thus, accuracy of the flaw characterization using 
2D metallographic examinations is dependent on the flaw type and size, with 2D approximations 
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of spherical porosity being more effective than approximations of flaws with complex shapes 
and high aspect ratios [Sanaei et al., 2019]. In summary, metallographic sectioning provides the 
highest potential resolution for resolving inherent AM flaws but is limited by small inspection 
volumes, 2D representations of 3D flaw structures, and the necessity of destructive examination. 

7.5.2.2 Serial Sectioning 

Serial sectioning is a modification of the optical metallographic imaging technique that uses a 
robotic polishing machine to remove a controlled amount of material in steps, creating a series of 
adjacent location images. This approach allows significantly more flaws to be detected compared 
with manual metallographic inspection (due to the larger sampling volume) and can be used to 
extract multiple images of a single flaw to reveal a 3D shape description. Figure 7.5.2.2-1 shows 
a reconstruction of serial-sectioning data to visualize pores. 

 
Figure 7.5.2.2-1. 3D Visualization of Pores Collected using 3D Serial Sectioning

Serial sectioning allows for the highest-resolution depiction of the 3D flaw state currently 
attainable. However, the resources required for sectioning, polishing, and imaging limit the 
sampling size. Serial sectioning is likely the best technique for characterizing the flaw state, at 
least at a highly local level. Multiple sectioning regions are likely appropriate to fully understand 
the flaw state in a sample or component. 

Serial sectioning imaging plays a major role in computational modeling approaches for 
predicting microstructure and properties in L-PBF. For example, the AFRL AM Modelling 
Series [Chapman et al., 2021] uses serial sectioning to characterize the microstructure in 3D for 
deformation simulations in AM microstructures. 

7.5.3 In-situ Monitoring 

The layer-by-layer nature of AM enables in-situ monitoring using a variety of sensors. Process 
escape flaws resulting from common root causes (e.g., incomplete spreading, recoater blade 
interaction, local overheating, excessive spatter, warping) may be observable on a layer basis but 
are not necessarily observable in the completed part, motivating layer-wise in-situ monitoring. 



NESC Document #: NESC-RP-21-01678 Page #:  68 of 105 

One of the main considerations for in-situ monitoring is the data requirements. Individual AM 
builds can lead to hundreds of gigabytes of monitoring data, often requiring computer vision or 
machine learning approaches to automate data analysis.  

A current limitation of in-situ monitoring is establishing the correlation between an indication 
detected by the in-situ monitoring approach and a physical flaw. This is particularly true in  
L-PBF processes, where subsequent layers can “heal” flaws generated during previous build 
layers by remelting. Thus, at the current state of development, in-situ monitoring approaches are 
best thought of as being able to detect process deviations in an automated manner, rather than 
detecting individual flaws. The detected process deviations may be conservatively assumed to 
result in a material flaw, but the capability of in-situ systems to detect and characterize inherent 
flaws is limited [Williams et al., 2023]. 

7.5.3.1 Powder Bed Imaging 

Powder bed imaging is one of the most common forms of in-situ monitoring. Issues during 
powder spreading (e.g., recoater blade impact, inadequate spreading, and superelevation) can be 
observed with optical images. Figure 7.5.3.1-1 shows a machine learning application for powder 
bed imaging, where different spreading defects have been segmented [Scime et al., 2020]. 

 
Figure 7.5.3.1-1. Image of Powder Spreading Defects Segmented using Machine Learning 

Application [Scime et al., 2020] 

7.5.3.2 Thermography 

Thermal imaging has emerged as another primary form of in-situ monitoring. Similar to the 
thermographic imaging described in Section 7.5.1.6, local thermal anomalies can be observed 
with a thermal camera, which can indicate flaw formation (e.g., keyhole pores or geometric 
flaws).  

Zalameda et al. [2013] demonstrated the use of thermography for process control of a wire-feed 
DED system, where energy source power was controlled to maintain a consistent melt pool size. 
Zalameda et al. [2013] also investigated the use of flaw detection using thermal cooldown rate. 
Work by Snow et al. [2023] shows how layer-wise thermal images can detect large spatter 
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particles that can result in LoF porosity, as confirmed by CT scans. Figure 7.5.3.2-1 depicts an 
850- m (0.033-inch) pore originating from a spatter particle observed over seven layers. 

 
Figure 7.5.3.2-1. Images of Single Part where Layer is increasing in the Columns 

Top row shows optical images, middle row shows optical thermography images, and bottom row 
shows CT slices from printed parts [Snow, 2023]. 

Melt-pool scale thermal imaging is an emerging in-situ technique that can identify anomalous 
melt pool behavior (with varying levels of quantification) [Forien et al., 2023]. Forien et al. 
showed that melt-pool imaging can identify defective struts in lattice structures. Scime and Beuth 
[2019] applied computer vision to melt-pool images to identify melting conditions consistent 
with keyhole void formation. 

7.5.4 Flaw Descriptors and Distributions 

Characterizing flaw distributions is of particular interest for AM process qualification and 
certification, and there are many flaw descriptors from which distributions can be generated. 
Typically, flaw sizes are necessary for CIFS calculations, where fracture mechanics analysis 
predicts the flaw size that would lead to a service failure. As shown, characterization techniques 
measure varying levels of flaw size and shape detail.  

Flaws must be identified from inspection data. Individual features or observations are extracted 
from inspection data through a segmentation process so that the feature can be measured. This 
can be done by hand using simple, intensity-based thresholding (i.e., brightness cutoff) or by 
machine learning segmentation techniques for complex segmentation. 

7.5.4.1 Particle Description 

The following is a list of common particle descriptors that can be measured in 2D or 3D from 
any of the discussed techniques where an image of the particle is measured. The labels are listed 
as 2D descriptors for simplicity. 
 Area. 
 Perimeter. 
 Equivalent circular diameter: calculation of diameter based on area. 
 Aspect ratio: description of feature “flatness,” using the width to height ratio. 
 Circularity: measurement of the roundness of a flaw, using perimeter and diameter. 
 Feret diameter: measurement of the flaw length along a certain direction. 
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 Elliptical axes: measurement of the major and minor axes of an ellipse bounding the flaw 
shape. 

A more comprehensive list of such descriptors can be found in ISO9276-6, “Representation of 
Results of Particle Size Analysis” [Hentschel and Page, 2003]. 

7.5.4.2 Proximity to Part Features 

An ideal “steady state” L-PBF process relies on a consistent melt pool shape, with sufficient melt 
pool overlap. There are numerous sources of variation that can cause the process to drift from 
“stability” such that flaws are formed. Table 7.5.4.2-1 lists part features that can lead to flaw 
formation. 

Table 7.5.4.2-1. Notable Features that can lead to Porosity Formation in LPBF 
Feature Source Effect 

Corners and sharp features Build design Thermal buildup due to small laser tracks. 
Contours (near surface) Process Thermal buildup due to powder bed. 
Down skin and low angle Build design Thermal buildup due to powder bed. 
Top skin Process Top layer is never remelted. 
Laser track starts and stops Process Inconsistent laser power due to ramping on/off. 
Stripe/island boundaries Process Introduces more starts and stops. 
Inconsistent powder spreading Feedstock Thick powder layers can be poorly consolidated, 

and thin layers can lead to heat buildup. 

These features often warrant additional consideration to identify flaws. Building coupons that 
incorporate some of these features allow for more robust parameter development. 

7.6 Procedures for Representative Inherent Flaw State Characterization 
An appropriate characterization of the inherent flaw state generated by an AM process is a key 
aspect of the proposed approach to fracture control for un-inspectable components. However, 
characterization of the inherent flaw state must account for the numerous AM process 
variabilities and limitations of inherent flaw characterization methods. 

AM material flaw state is expected to vary based on the AM process input parameters. For  
L-PBF, this would correspond to parameters that influence the shape of the melt pool (e.g., laser 
speed, laser power, and layer thickness). Other influence factors may have significant impacts, 
including thermal history, part geometries (thin walls), and interactions between different 
parameter sets. An appropriate flaw state definition would account for these variability sources 
by conservatively bounding the potential flaw state developed by the worst-case combination of 
these influence factors or characterizing the effects of the influence factors directly. 

Many common inspection techniques, as discussed in Section 7.5, may not be practical for flaw 
state characterization. For example, most conventional NDE approaches are incapable of 
resolving the flaws that are expected to be representative of most inherent flaw distributions.  
Of the NDE techniques with sufficient resolution (e.g., CT), considerations of sampling size and 
geometry limit the volume of material that can be characterized. High-resolution data can be 
obtained through sectioning techniques, but these approaches are destructive and have sampling 
volume limitations. Appropriate approaches are needed for evaluating the characteristic inherent 
flaw state generated by an AM process. 



 
 

NESC Document #: NESC-RP-21-01678 Page #:  71 of 105 

Broadly applicable flaw state characterization might be accomplished by adjusting machine 
parameters to generate material reflective of the variability within the AM process. However, 
care must be taken to ensure that artificial machine parameter adjustments remain appropriately 
representative of the nominal process operation. A more appropriate approach might be to 
produce bespoke “flaw state characterization” coupons or builds that are designed to represent 
challenging build geometries, relying on build-geometry-induced thermal history to bound the 
flaw state variability. For critical applications, characterizing flaw state on the component 
geometry might be the most effective means of confirming that the inherent flaw state 
characterization is sufficiently representative. 

Flaw state should be characterized with the material in the final post-processing state for the 
application, including all relevant post-processing steps (e.g., hot isostatic press, heat treatment, 
surface finishing, etc.). If the material is used at high temperatures, then some evaluation of the 
potential for flaw state evolution during high-temperature service should be performed. For 
example, evidence suggests [Pegues et al., 2020] that pores containing inert environmental gases 
might grow during high-temperature application following hot isostatic press treatment to close 
trapped porosity. 

NASA-STD-6030 requires assessments of the material quality for the establishment of a QMP, 
including assessments of AM influence factors (e.g., surface texture, build geometry, or build 
restarts) [NASA-STD-6030]. The inherent flaw state evaluation expands on this existing 
requirement by providing a statistical definition of the inherent flaw state that can be used for 
further assessment. As an additional advantage, the flaw state characterization provides another 
baseline for establishing process equivalency, in addition to metallurgical and material property 
baselines. 

Procedures for producing material for flaw state characterization have not yet been developed. 
Considerations for appropriate inherent flaw state characterization include the role of influence 
factors (e.g., thermal history and part geometry), the volume and location of sampled material, 
and the variability in flaw state generated by the process. 

7.6.1 Evolution of Flaw Population Data 

Flaw population information is expected to evolve as AM processes are implemented, produced 
material is evaluated, and component performance information is gathered. Continuous 
evaluation of flaw state has two major benefits. First, flaw state monitoring provides 
confirmation of process consistency over time. Second, additional data help refine the inherent 
flaw distribution, particularly in the “upper tail” of the distribution where larger flaw sizes may 
not be common enough to be directly characterized without multiple AM builds. Additional 
refinement of the upper bounds of the inherent flaw distribution is important, as fatigue and 
fracture mechanisms are often “weakest link” phenomena (i.e., the most critical flaw that is 
present will tend to be the source of subsequent crack initiation and growth). 

7.6.2 Process Equivalence 

The NASA AM process qualification schema relies on a material equivalence argument, where 
an initial material state and process is developed, characterized, and qualified, and subsequent 
material processes are shown to be sufficiently equivalent to the initial material state such that 
the initial characterization data are applicable to the subsequent material [NASA-STD-6030].  
For critical applications, flaw state should be one of the metrics by which process equivalency  
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is judged. A well-defined baseline AM process should establish acceptance criteria based on 
microstructural features. For critical components, such acceptance criteria should include criteria 
related to flaw state. 

NASA-STD-6030 requires establishing an AM process and defining the resulting material 
quality baseline in the form of a QMP. In addition to the relevant processing parameters, the 
QMP definition includes metrics related to the microstructure and mechanical properties of the 
material produced by the QMP-defined process. NASA-STD-6030 defines a “registration” 
approach, whereby a material process is compared with an existing QMP and assessed for 
equivalency. Processes that produce material with sufficient equivalency can be “registered,”  
and material characterization data can be applied to both processes. This requires confidence in 
the equivalency of the processes. Flaw state provides an additional metric through which the 
equivalency comparisons can be established. 

7.6.3 Flaw Distributions 

Flaw distributions describe the population of AM flaws and can be used as inputs into 
probabilistic assessments. Flaw size versus occurrence rate is the most useful information for 
PDTA (see Section 7.2.7). Other attributes (e.g., location or shape) may be useful in some cases 
for predicting damage tolerance or fatigue life. Example AM flaw distributions described by 
exceedance curves are shown in Figure 7.2.7-1. 

7.6.3.1 Build Parameter Influences 

The AM process influence factors can affect the flaw distribution. For example, Nezhadfar et al. 
[2021] found variability in flaw state based on build preheat temperature for L-PBF 316L 
stainless steel. Builds that were not preheated showed differences in flaw size relative to those 
that were preheated. Similar results were found by Romano et al. [2018] on L-PBF AlSi10Mg 
material produced using three different AM processes. Demeneghi et al. [2021] used CT to 
examine flaw populations in L-PBF GRCop-42 and found that flaw state varied with as-built 
specimen thickness. The flaw populations were reduced following hot isostatic press treatment. 
Figure 7.6.3.1-1 shows CT scan results for the specimens in the work by Demeneghi et al. 
[2021]. The example flaw distributions shown in Figure 7.2.7-1 represent the flaw states for the 
specimens in the study by Demeneghi et al. that underwent a hot isostatic press cycle, 
demonstrating process sensitivity on resulting material flaw state. 
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Figure 7.6.3.1-1. Variation in Flaw State for AM GRCop-42 Manufactured with Different Specimen 

Thicknesses [Demeneghi et al., 2021]  

These factors of build location, component cross-section size, and flaw type variability must be 
accounted for in any probabilistic assessment of AM flaws. A conservative bounding distribution 
may be appropriate until sufficient expertise can be developed to understand the variability 
associated with AM flaw distributions. 

7.6.4 Influence of AM Build Thermal History on Flaw State 

Currently, many AM systems operate using a fixed set of process parameters that define the 
feedstock deposition and energy-source operation. For example, some key parameters in L-PBF 
include, but are not limited to, laser speed, laser power, and feedstock layer thickness. During 
process development, the set of process parameters is defined for the machine and feedstock 
material that results in successful builds and acceptable material quality. The parameters are then 
locked and used for subsequent production. 

Despite the locked build processes, variability in material quality can arise due to changes in the 
build temperature. Builds can run “hot,” corresponding to a condition where the temperature of 
the previously deposited layer is relatively high due to reduced time between layers or low 
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thermal mass to conduct heat. Builds can also run “cold,” where the time between layers is 
sufficient for the previously built layers to dissipate accumulated heat. Thermal history is 
affected by challenging part geometries (e.g., overhangs, thin walls, and tapered cross-sections) 
that influence the heat transfer from the top build layer. The temperature associated with 
previously solidified material changes the mechanics of the melt pool in terms of size and 
cooling rate, which affects flaw state and microstructure [Mostafaei et al., 2022]. Robust 
parameter development ensures that an acceptable material quality is obtained in these hot and 
cold scenarios and that acceptable limits on thermal history effects are defined and controlled. 
This defines the “process box.” Conceptually, the process box defines the AM process limits for 
acceptable material quality. Rigorous AM process development includes understanding the 
process box edges to ensure builds do not cross the limits of acceptable material quality.  

The thermal history of the build is dependent on the geometry of the build. In a part-agnostic 
approach to AM process development, the edges of the process box might be probed by adjusting 
laser power and speed to vary the energy density applied to the feedstock, which simulates 
variations in melt pool characteristics imposed by thermal history. This approach to process box 
definition has disadvantages, as adjustments to build parameters may not be representative of 
thermal-history-driven material-quality variation, and many AM system manufacturers do not 
allow for laser parameter adjustments.  

Instead, an alternative approach might be to use the AM build geometry to affect changes in the 
thermal history and examine the material quality at any thermal extremes. This would require an 
understanding of the factors influencing thermal history, so that specimens can be produced for 
examination. Ideally, a modeling approach could be used to predict and bound the thermal 
history extremes for characterization specimens and to ensure that AM components do not 
exceed the characterized process box. 

7.6.5 Thermal History Studies 

As part of this assessment, a study was commissioned to investigate the influence of part 
geometry on build thermal history, develop approaches to modeling the thermal history, and 
identify potential geometric influences on flaw state. The work was led by Dr. Albert To at the 
University of Pittsburgh, an expert in thermal modeling for AM (see Appendix A). To study the 
influence of part geometry, five challenge geometries were identified for L-PBF builds using 
Alloy 718 and standard process parameters. The challenge geometries were built on an EOS 
M290 L-PBF machine. A FLIR A700 camera collected in-situ thermal imaging data, and part-
scale thermal analysis was completed for each geometry. The study was to establish a link 
between the thermal history and the flaw population. The thermal analysis provides a path 
forward for identifying and tailoring process parameters for specific part geometries.  

The five challenge geometries are identified in Figure 7.6.5-1 and included a brick, stepped 
brick, thin wall, cone, and arch. The brick was included as a reference for comparison with the 
other builds. Overhang, thin wall, and changing cross-section geometric features are included in 
the set of five challenge geometries. Two builds of each challenge geometry were produced, for 
a total of 10 parts. 
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Figure 7.6.5-1. Identification and Dimensions for Five Challenge Geometries  
(see Appendix A) 

In-situ thermal imaging data were collected for each build. The image data were post-processed 
to identify the interpass temperature and heat map. The interpass temperature is the average 
temperature between successive layers with temperature and pixel intensity calibrated for  
0 to 650 °C (32 to 1202 °F). The heat map identified the pixel intensity (temperature) at locations 
within each layer. The thermal imaging indicated that the highest interpass temperatures did not 
occur at the last build layer. The heat map identified that the highest pixel intensities occurred 
near the part boundaries (see Figure 7.6.5-2).  

Part-scale process simulations were completed for each of the five challenge geometries. The 
Pittsburgh Additive Manufacturing Simulator was used, which combines matrix-free FE 
modeling and graphic processing unit computing to perform layer-wise part-scale thermal 
process simulations. The analysis model was calibrated using the brick, thin wall, and stepped 
brick, while using the cone and arch for validation. The calibration approach using three data sets 
provides accurate results for multiple geometries as compared with using thermal imaging data 
for one build. The simulation results captured the trends in the interpass temperature and showed 
a maximum error of less than 30 °C for all five geometries. A comparison of the interpass 
temperature and the process simulation result (with a one and two standard deviation confidence 
interval) for the cone is shown in Figure 7.6.5-3. 

The builds, in-situ thermal imaging, and thermal process simulations have been completed with a 
final report (provided in Appendix A). The next step in identifying the relationship between 
thermal history and flaw population influenced by the part geometry is to perform flaw state 
characterization on the builds. Images of regions of interest identified by thermal imaging will 
identify porosity and other microstructure features. The microstructure features can be compared 
between regions with low and high interpass temperatures and heat map values to establish 
potential relationships. 
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Figure 7.6.5-2. Example Geometry showing Locations of High Pixel Intensity Registered to Build 
Geometry (see Appendix A) 

 
Figure 7.6.5-3. Comparison of Interpass Temperature for Cone from Thermal Imaging Camera 

and Process Simulation (see Appendix A) 
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7.7 Conclusions 
AM is increasingly used for components for critical spaceflight applications, where failure would 
cause catastrophic consequences. For NASA missions, such components may be expected to 
meet the requirements in NASA-STD-5019, which include requirements for reliable inspection 
of flight components to screen for defects. However, some of these fracture critical AM 
components will be designed such that reliable inspections are not possible, at least for some 
regions within the component. Such un-inspectable fracture critical AM components represent a 
potentially significant mission risk. A philosophy is needed to provide a consistent and 
systematic approach for risk assessment and fracture control certification of un-inspectable AM 
components.  

The proposed framework is based on understanding the relationships between the CIFS, the 
minimum detectable flaw size (when available), and the inherent flaw size distribution. AM 
flaws are categorized based on their occurrence both within and outside nominal AM process 
operation. An inherent flaw is representative of the characterized nominal AM process operation, 
and a process escape flaw is a flaw that is not representative of the characterized nominal AM 
process operation. 

The risk to the component posed by inherent flaws can be assessed by characterizing the type, 
size, and distribution of inherent flaws generated by the AM process. This flaw state 
characterization, in terms of flaw size and rate of occurrence, should appropriately account for 
influence factors, including the range of possible operating parameters for the AM machine. 
Once characterized, the inherent flaw state is compared with the CIFS for critical locations in a 
component. For robust designs, the CIFS should be sufficiently above the sizes associated with 
the inherent flaw state. Scenarios where the CIFS is within the inherent flaw distribution 
represent an unacceptable risk, and designs should be modified to increase the CIFS, or the AM 
process should be refined to reduce the inherent flaw size. NDE inspections should supplement 
these assessments to the greatest degree practical. While flaw sizes determined from standard 
NDE (e.g., per NASA-STD-5009) may not be applicable; NDE might be used to appropriately 
bound the upper ends of potential inherent or process escape flaw sizes. Variability within 
material properties, inspection capability, or structural demand can be assessed using zone-based 
approaches, where the damage tolerance of the component is assessed based on local conditions 
that affect the damage tolerance rather than through a component-bounding approach. 

The risks associated with inherent and process escape flaws can be assessed using PDTA, where 
the risk of failure is calculated based on the probability of a critical flaw arising in a critical 
location. PDTA approaches generally result in a less conservative but more representative 
assessment of the fracture risk relative to standard deterministic damage tolerance analysis. 
PDTA is used for certification of specific engineering applications, notably as part of FAA 
certification of titanium turbine wheels in the aviation industry. Policies on acceptable 
probabilities of failure and guidelines for the appropriate use of PDTA need to be developed to 
fully realize the potential of PDTA within the NASA damage tolerance approach. 

Once demonstrated to be tolerant to the inherent flaw size, the focus shifts to assessing the risk 
associated with process escape flaws. Risk assessments for process escape flaws must 
necessarily rely on AM process control arguments and may be supported by tools (e.g., PFMEA) 
to identify potential process escapes and their potential to produce process escape flaws. 
Specialized inspection techniques are under investigation to support AM component flaw 
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screening. CT is used for AM components, but methodologies for characterizing probability of 
detection for this method are needed to realize its potential for fracture control applications. 
Other efforts are focused on developing technologies for in-situ monitoring. While current in-situ 
monitoring methods are limited by low reliability for flaw detection, they are potentially useful 
for demonstrating process control during critical builds and detecting process escapes. Future 
development may lead to in-situ monitoring that can meet the flaw detection reliability needed 
for quantitative NDE or to closed-loop control systems that repair flaws as they are detected. 

Characterization of inherent flaw distributions needs to be a fundamental aspect of fracture 
control rationale for un-inspectable components. However, inherent flaw characterization is 
challenged by the lack of techniques that can resolve small AM flaws. The most promising 
current techniques are CT and serial sectioning, each of which has practical limitations for use in 
flaw state characterization. In addition, procedures for performing builds that generate the 
appropriate material for flaw state characterization are needed. Such builds should generate 
representative material operating at the acceptable limits of the process, which may require 
adjusting build parameters or designing bespoke flaw state characterization coupons. Additional 
work is needed to develop approaches for characterizing inherent flaws, establish metrics for 
sufficient definition of the inherent flaw state, and establish approaches for generating 
representative material. These questions should be resolved to support the proposed framework 
for un-inspectable AM components. 

A framework has been presented that relies on characterization of inherent flaws and prevention 
of process escape flaws to reduce risks related to un-inspectable AM flaws. While this represents 
an initial philosophy, the use of AM components in critical applications remains in its infancy, 
and the approach is expected to evolve and refine as additional experience is gained and lessons 
learned are accumulated and utilized. 

8.0 Findings, Observations, and NESC Recommendations 
8.1 Findings 
F-1. Terminology related to AM material imperfections (e.g., flaw, defect, anomaly, etc.) is 

not consistent within the AM community, and NASA materials standards (e.g.,  
NASA-STD-6016, NASA-STD-6030, etc.) do not distinguish between flaws and defects. 

F-2. Distinguishing between AM flaws that arise during nominal AM build operation (i.e., 
inherent flaws) and those that occur due to a process escape (i.e., process escape flaws) 
allows for targeted approaches toward damage tolerance rationale for each flaw category.  

F-3. Prevention or detection of process escapes is the primary means to screen for process 
escape flaws in un-inspectable AM components. 

F-4. Part-zoning approaches are a method for risk assessment of AM components with  
un-inspectable regions. 

F-5. With validation, PDTA has the potential to reduce conservatism relative to standard 
NASA damage tolerance approaches by adopting design-specific analysis assumptions 
(e.g., flaw occurrence rates). 
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F-6. Quantitative bounds on acceptable probabilities of failure are not standardized in NASA 
documentation (e.g., NASA-HDBK-5010, JSC 66705, GPR 7120.4D, etc.) and vary by 
Program based on the Program’s risk tolerance. 

F-7. In-situ monitoring is not a replacement for standard or special NDE. 

F-8. CT represents the best nondestructive technique for characterizing inherent AM flaws. 

8.2 Observations 
O-1. Integrating PDTA approaches with CT inspection could alleviate challenges with 

probability of detection by allowing inspection tailoring by component region. 

O-2. AM competitive factors (e.g., business, organizational, legal, cultural, etc.) minimize 
open knowledge transfer (e.g., best practices, lessons learned, etc.). 

8.3 NESC Recommendations 
The following NESC recommendations are directed as indicated: 

R-1. The OCE should update NASA-STD-6030 to adopt consistent terminologies for AM 
material imperfections. (F-1) 

R-2. The OCE should update NASA-STD-5019, NASA-STD-5009, and NASA-STD-6016 to 
standardize terminology related to flaws, defects, and material imperfections. (F-1) 

R-3. The NASA Fracture Control Methodology Panel should review available PDTA tools, 
their capabilities and limitations, and the availability and relevancy for NASA 
applications. (F-5) 

R-4. The OCE should update NASA-HDBK-5010 with PDTA use guidelines. (F-5) 

9.0 Alternate Technical Opinion(s) 
No alternate technical opinions were identified during the course of this assessment by the NESC 
assessment team or the NESC Review Board (NRB). 

10.0 Other Deliverables 
No unique hardware, software, or data packages, other than those contained in this report, were 
disseminated to other parties outside this assessment. 

11.0 Recommendations for the NASA Lessons Learned Database 
No recommendations for NASA lessons learned were identified as a result of this assessment. 
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12.0 Recommendations for NASA Standards, Specifications, Handbooks, 
and Procedures 

The following updates to NASA standards, specifications, or procedures were identified as a 
result of this assessment. 

 NASA-STD-6030 should be updated to use consistent terminology for AM material 
imperfections (flaws, defects, anomalies).  

 NASA-STD-5019, NASA-STD-5009, and NASA-STD-6016 should standardize terminology 
related to flaws, defects, and material imperfections. 

 NASA-HDBK-5010 should be updated with guidelines for the use of PDTAs.  

13.0 Definition of Terms  
Anomaly A flaw. 

AM Build A single operation of the AM machine for the production of parts. 

AM Machine The hardware and software necessary to conduct an AM build. 

AM Process Collection of activities that contributes to the production of an AM 
part and leads to the final material state for part service, including 
feedstock handling, AM build, and post-build processing (heat 
treatment, machining, etc.). 

AM System The AM machine and other auxiliary equipment used for the 
production of an AM part. 

Build Parameters The collection of controllable settings that directs the operation of 
the AM machine during a build. 

Damage Tolerance A design concept under which an undetected flaw or damage is 
assumed to exist and is shown by fracture mechanics analysis or test 
not to grow to failure during the period equal to the service life 
factor times the service life [NASA-STD-5019]. 

Defect One or more flaws whose aggregate size, shape orientation, location, 
or properties do not meet specified acceptance criteria and are 
rejectable [ASTM E1316].  

Finding A relevant factual conclusion and/or issue that is within the 
assessment scope and that the team has rigorously based on data 
from their independent analyses, tests, inspections, and/or reviews of 
technical documentation. 

Flaw An imperfection or discontinuity that may be detectable by 
nondestructive testing and is not necessarily rejectable [ASTM 
E1316]. 

Flaw State A general term for the number, size, and distribution of flaws present 
in an AM material. 
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Fracture Critical Classification that identifies a part whose individual failure is a 
catastrophic hazard and that requires damage tolerant analysis or 
other fracture control assessment to be shown acceptable for flight. 

Imperfection A departure of a quality characteristic from its intended condition 
[ASTM E1316]. 

Indication The response or evidence from a nondestructive examination 
[ASTM E1316]. 

Inherent Flaw A flaw that is representative of the characterized nominal operation 
of a qualified AM process. 

Interpass Temperature In a L-PBF process, the temperature of the top layer of the build 
after completion of the laser scanning and before deposition of the 
next powder layer.  

Lesson Learned Knowledge, understanding, or conclusive insight gained by 
experience that may benefit other current or future NASA programs 
and projects. The experience may be positive, such as a successful 
test or mission, or negative, as in a mishap or failure. 

Material Property Suite A maintained collection of AM material property information 
specific to a material and condition that includes material test data, 
material allowables and associated design values, and criteria needed 
to implement and maintain statistical process control for the AM 
process [NASA-STD-6030]. 

Observation A noteworthy fact, issue, and/or risk that is not directly within the 
assessment scope but could generate a separate issue or concern if 
not addressed. Alternatively, an observation can be a positive 
acknowledgement of a Center/program/project/organization’s 
operational structure, tools, and/or support. 

Process Escape An off-nominal event occurring during the execution of some 
process (e.g., a process failure during an AM build). 

Process Escape Flaw A flaw that is not representative of the characterized nominal 
operation of a qualified AM process. 

Recommendation A proposed measurable stakeholder action directly supported by 
specific finding(s) and/or observation(s) that will correct or mitigate 
an identified issue or risk. 

Supporting Narrative A paragraph, or section, in an NESC final report that provides a 
detailed explanation of a succinctly worded finding or observation. 
For example, the logical deduction that led to a finding or 
observation, and descriptions of assumptions, exceptions, 
clarifications, and boundary conditions.  
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14.0 Acronyms and Nomenclature List 
 micron 

2D Two-dimensional 
3D Three-dimensional 
AACT Agency AM Certification Support Team 
AM Additive Manufacturing 
BP-DED Blown Powder Directed Energy Deposition 
CIFS Critical Initial Flaw Size 
CT Computed Tomography 
DED Directed Energy Deposition 
FAA Federal Aviation Administration 
FE Finite Element 
GRC Glenn Research Center 
JPL Jet Propulsion Laboratory 
JSC Johnson Space Center 
KSC Kennedy Space Center 
LaRC Langley Research Center 
LoF Lack of Fusion 
L-PBF Laser Powder Bed Fusion 
M&P Materials and Processes 
MPS Material Property Suite 
MSFC Marshall Space Flight Center 
NDE Nondestructive Evaluation 
NESC NASA Engineering and Safety Center 
OCE Office of the Chief Engineer 
OSMA Office of Safety and Mission Assurance 
PDTA Probabilistic Damage Tolerance Analysis 
PFMEA Process Failure Modes and Effects Analysis 
PH Precipitate Hardening 
PROF Probability of Fracture (code) 
ProFACE  Probabilistic Fatigue Assessment of Components with Defects (code) 
QMP Qualified Material Process 
STD Standard 
SwRI Southwest Research Institute 
W-DED Wire Directed Energy Deposition 
US United States 
xLPR Extremely Low Probability of Rupture (probabilistic fracture mechanics code) 
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